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ABSTRACT 

The characterization of NDE transducers involves an assessment of the bidirectional acousto­
electric conversion between electrical and acoustic terminals and an evaluation of the near and far­
field radiation patterns. The internal details of the transducer are largely unknown and, consequently, 
the traditional techniques for analyzing the structures cannot be applied. Instead, the transducer 
may be characterized .as a hybrid two-port network whose parameters may be determined by relatively 
simple measurements taken at the electrical port when the acoustic loads are known. The radiation 
pattern involves measurement only in the region exterior to the transducer. There are several techniques 
which may be used to accomplish this task. Our aoproach has been to measure the acoustic field in 
the far-field region and then to reconstruct the field at the face of the transducer. Once we have the 
field at the transducer, an evaluation of the source may be readily determined from amplitude and 
phase contour plots or from gray scale or pseudo-color images. 

Introduction 

The characterization of NDE transducers is a 
problem which could be greatly aided by determin­
ing the fields at the surface of the transducers. 
Such information would be useful not only for 
directly characterizing the transducer, but also 
as a check on the predictions of theoretical 
models of the transducers.l The fields at the 
surface of the transducer or in any intermediate 
p 1 ane can be reconstructed fr(Jll measurements of 
the amplitude and phase of the radiation pattern. 
This measurement and reconstruction process is 
basically holography.2 

Previous attempts at reconstructing images of 
acoustic radiators or scatterers have involved 
recording the radiation pattern on film and recon­
structing the image optically.3 Such recordings 
are Gabor or on-axis holograms. As such, the 
reconstructed image is degraded by a second de­
focused image of the object superimposed on the 
desired image. In the work done here, the radia­
tion pattern is scanned and the resultant data is 
processed with a digital computer to generate an 
image free of any degrading secondary images. 

The total system consists of an analog elec­
tronic recording system, A/D conversion, and digi­
tal processing. The transducer is placed in 
water and driven with a constant frequency (5 MHz) 
signa 1 . A second transducer scans the radiation 
pattern measuring amplitude and phase. Here an 
oscillator (5 MHz) is used as a reference signal 
in order to extract the phase. The data points 
are recorded in the Fresnel diffraction zone. By 
multiplying the data with a quadratic phase term, 
we obtain the equivalent of the Fraunhofer diffrac­
tion pattern.l The data are also multiplied with 
an apodizing factor which will be discussed later. 
Given the Fraunhofer diffraction pattern, the 
fields at the surface of the transducer are found 
by taking the inverse Fourier transforms of the 
data.l These steps can be better visualized by 
looking at a totally optical analog of this sys­
tem as shown in Fig. 1. Multiplying with a quad­
ratic phase factor in (a) is equivalent to placing 
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a collimating lens in the scanning plane. The 
discrete Fourier transform (OFT) has its parallel 
in the second lens. It is we 11 known that the 
field in the back. focal plane of a lens is equal 
to the Fourier transform of the field present in 
the front focal plane.4 Thus lens L2 performs' a 
Fourier transform of the radiation pattern. The 
combination of collimating lens Ll and Fourier 
transform lens L2 is seen to form a simple imaging 
system which images the transducer. 

Apodi zat ion 

If one tak.es all the data points in the 
Fourier plane, weights them equally, and then 
does the inverse Fourier transform, the resultant 
image exhibits ringing at any sharp edges. This 
is a manifestation of the Gibb's overshoot phen­
omenon associated with truncating Fourier series. 
This effect can be minimized without significant 
loss of resolution by applying appropriate weignts 
to the data points. This is equivalent to placing 
an apodization filter in the optical system of 
Fig. 1. A test was made to compare several dif­
ferent apodization functions. For the test, a 
square pulse was used. The pulse function was 
Fourier transformed ( digitally), the resultant 
spatial frequency samples were multiplied with 
the apodization function, and then an inverse 
Fourier transform was performed (again digitally). 
Figure 2 shows the results of this procedure for 
several different apodization functions. On the 
scale of these plots, the square input function 
had a width of 32. The heights have been normal­
ized to 200. Figure 2(a) shows the ringing that 
results when no apodization is used. Four cases 
were then evaluated (Figs. 2(b) - 2(e)). The last 
three cases (Figs. 2(c) - 2(e)) all give very good 
and approximately equivalent results. These fil­
ters respectively have the forms: Gaussian, 
A+cosine, and sin(x)/x. Figure 3 shows recon­
structions of the intensity on the surface of a 
transducer with and without apodization. The 
smoothing of the overshoot on the edges is apparent. 



Althou~h the ~podization, in principle, does 
not result 1n any 1nformation loss, it does result 
in an effective signal loss. Thus the three above­
m~ntioned ~podization filters which gave essen­
tlally equwalent results under noise-free condi­
ti?ns, may perform differently in the presence of 
no1se. 

Aspects of the Imaging System 

. ~istortion- In general, an imaging system 
Wlll 1n!rodu~e depth .distortion in the image of a 
t~r~e-d~mens1onal obJect. The longitudinal mag­
nlflca!lon, M, of a single lens imaging system is 
a nonl1near function of position along the axis of 
t~e system. If one wishes to image curved surfaces 
w1thout longitudinal distortion, one must care­
fully choose the imaging system. Figure 4 shows 
a telecentric imaging system for which the longi­
tudinal magnification is a constant 1~ = f2/fl, 
where fl and f2 are the focal lengths of the two 
lenses Ll and L2. For the imaging system used in 
this project (see Fig. 1) the longitudinal magni­
fication is, in general, not constant. 

M = fl.f2/[xl(f2- fl) + f1] 2 (1) 

Here, fl and f2 are again the focal lengths of 
the lenses and xl is the distance of tbe object 
plane from the front focal plane of lens Ll. We 
note~ ~owe~er, that if fl = f2, the longitudinal 
magn1f1cat10n b7comes a constant, in fact, unity. 
So for the part1cular case, the system shown in 
F~g: 1 ~ives distortion-free imaging at unit mag­
mflcatlOn. 

Depth distortion is only a problem when one 
considers displaying three-dimensional data. Of 
the three-dimensional display techniques discussed 
lat~r, depth dist?rtion affects primarily the 
opt1cal holographlc technique. 

lateral Distortion - In the work done thus 
far_, the ~ollected data has been multiplied with 
a quadrat1 c phase factor before being Fourier 
transformed (Fig. 1). The effect of tbis phase 
factor 1s a~alogous to that of a collimating lens. 
The quadrat1c phase factor is an approximation to 
the ideal phase correction. Tne approximation 
is only valid for paraxial rays, or in other 
words, when the dimensions of the scanned area 
and of the imaged area are small compared to the 
distance between the object plane and the scan 
plane. Since the computer has replaced the lens 
it is possible to improve this approxi11ation so ' 
that the only remaining restriction is that the 
object field must be small in terms of the solid 
a~gle it ·Subtends at the measurement plane. The 
S1Ze of the measurement plane itself is unre­
stricted. 

This relaxation of the restrictions on the 
system is achieved by using the exact phase fac­
tor fo; imaging a po~nt source as predicted by 
Huygen s theory. Th1s new phase factor consti­
tutes an "ideal lens" for a point source located 
?n the axis. This ideal lens is simply a spher­
lcal phase; 

.p(x,y) 2rr/'A Ji + / + R2 , (2) 
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where A is the wavelength of radiation in the 
~iven medium (e.g., water), x,y are the coordinates 
1n the measurement plane, and R is the distance 
fr?m the point source to the measurement plane. 
Tins exact phase factor can be Llsed instead of its 
paraxial approximation in Fig. 1. 

¢.' (x,y) = ~ (i;l) +constant if R»(i+/). (3) 

Although the new solution is only exact for the 
point on axis, it also reduces the distortion in 
the images of off-axis points. 

Three-Dimensional Presentation 

. .A major concern of this program is the visual-
lzatlon.of an ultrasound transducer or scatterer. 
I~ par~1cular, a means of presenting any three­
dlmenslonal structure of the source is important. 
T~ere ~re seyeral po~sible ways of displaying three­
d1mens10nal 1nfonnat10n that have been studied in 
regard to this project. These methods are des­
cribed below. 

Optical Holographic Reconstruction - This 
method involves the creation of a hologram from 
the recorded data. This hologram could then be 
reconstructed optically to give an exact three­
dimensional image of the original source. This 
would be an ulti~~ate presentation in terms of the 
amount of information in the display. Virtually 
all of the available three-dimensional information 
is retained. However, this is an extremely in­
volved process. The recorded data must be con­
yerted i~to an optical hologram. The amplitude 
mformat1on recorded in the Fresnel zone can be 
c?nverted_to a transparency by means of a plotting 
m~cr?dens1tometer. The phase information is more 
d1ff1cult. To get the phase directly, we have to 
record an intensity r~ l a ted to the phase on film, 
and then bleach the f1lm to convert the intensity 
vari~tions t? phas~ variations. Such a phase re­
cord~ng comb1ned w1th the previously mentioned 
ampl1tud~ transparency produces an on-axis phase­
and-amplltude hologram. Alternatively, the phase 
coul.d ~e encoded as ~ntensity variations by "inter­
fenng the phase front with a reference phase 
fr?nt and recording the resulting fringe pattern. 
Th1s could be used to produce an off-axis type of 
hologram. Although the off-axis approach avoids 
the problems associated with bleaching film to 
create ~ phase record, it requires a higher spatial 
resolut1on ?n the phase record; thus, it puts more 
severe requ1 remet~ts on the plotting microdensi­
tometer. · 

Another problem with the holographic display 
approach is that the data. tends to cover an ex­
tremely large dynamic range (see Fig. 5). Computer 
ho~ograms, however, are only ~apable of recording 
fa1rl.y small dynamic range objects. A number of 
techn1ques were explored to overcome this diffi­
culty. One such technique was an iterative tech­
nique whereby the object was first reconstructed 
digitally, then a random phase was imposed on the 
reconstruction. ·This was Fourier transformed to 
get a _first approximation to the desired hologram. 
In th1s hologram the phase information was retained 
but the amplitude was set equal to some predeter-



mined function with low dynamic range requirements. 
Both a constant function and a Gaussian function 
were used in this regard. From this modified 
Fourier transform, a reconstruction was made. 
Here also the phase was retained, but the ampli­
tude was set equal to the original amplitude in 
the reconstruction. This process was repeated 
after each Fourier transform, setting the amplitude 
equal to the predetermined values, until a hologram 
was obtained whose amplitude deviated only slightly 
from the desired function. This technique was 
successful, particularly when the Gaussian ampli­
tude was applied to the holograms. However, it is 
time-consuming and, furthermore, is only suitable 
for planar or nearly planar objects. The resultant 
holograms are shown in Fig. 6. It should be noted 
that gn of these holograms are of the Lohmann 
type. The amplitude of the field is encoded 
through a type of pulse width modulation while the 
phase is encoded through pulse position modulation. 

A second method consisted of digitally pre­
compensating the data to reduce its dynamic range. 
This could be done, for instance, by multiplying 
it with an appropriately scaled inverse Gaussian. 
A hologram was generated fr~ this compensated 
data. Then upon reconstruction, the hologram was 
illuminated with a nonuniform beam which restored 
the original dynamic range. If the compensation 
function was an inverse Gaussian, which proved 
most practical, the natural Gaussian profile of a 
laser beam in the TEM mode could be used to illu­
minate the hologram. The main problem with this 
technique is th~t there are strict alignment re­
quirements in the reconstruction stage. 

A third technique of avoiding the dynamic 
range problem promised to overcome some of the 
difficulties of the other two, but lack of time 
prevented its thorough investigation during this 
project. In this approach, an arbitrary plane 
near the object is reconstructed di gi tally. From 
this reconstruction an image plane hologram is 
generated. By recording in the image plane, the 
problem of extremely large dynamic range signals 
are avoided. The image plane hologram is then 
viewed through a coherent spatial filtering imaging 
system to convert the interference fringe informa­
tion into phase information. Figure 7 shows a 
preliminary version of an image plane computer­
generated hologram. For practical utilization a 
higher carrier frequency would be desirable. This 
approach is suitable for arbitrary three-dimen­
sional objects and does not have the severe align­
ment problems of the previo~sly mentioned tech­
nique. 

Digital Reconstruction of Individual Planes -
By multiplying the data with a given quadratic 
phase factor and performing a digital Fourier 
transform (DFT), we obtain an image of a given 
plane. The position of this plane along the 
"viewing axis" is determined by the quadratic 
phase factor. Thus by varying this phase factor 
we can scan through the depth of the object. By 
imaging several such planes we obtain a three­
dimensional picture of the object in layers. Al­
though this is the simplest ~ethod to implement, 
it gives the least satisfying presentation of 
information. Each contains an in-focus image of 
the section of the object which lies in that par­
ticular plane, but also all other planes are in 
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the picture but out of focus. This method is 
computationally time-consuming if several planes 
are to be imaged. 

One particular instance arose during the 
project in which this approach did prove quite 
useful, suggesting an important potential in eval­
uating transducers. A focused transducer was used 
as a test object. Since we have the capability of 
imaging any plane, it is possible to search for the 
focal plane of the transducer. This not only 
allows one to determine accurately and easily the 
focal plane from just one set of measurements, 
but it also allows one to measure the performance 
of the transducer by examining the quality of the 
point image in the focal plane. Figure 8 shows 
plots of the field intensity in various planes in 
front of a focused transducer. 

Stereo Imaging - In this approach the measured 
data is used to generate a stereo pair of images. 
Stereo imaging is a simple means of conveying a 
large amount of information about an object. 
Stereo imaging has received renewed attention as a 
research subject in recent years.6 To generate 
the stereo pair the recorded data is split into 
two groups; all data points recorded to toe left 
of an imaginary center line being grouped in the 
"left hologram" and the points lying to the right 
of the line going into the "right hologram." Each 
hologram is used to generate an image of the object 
by means of a DFT. The two images fonn a stereo 
pair. The appropriate viewing system allows the 
observer to see a three-dimensional image. This 
approach has several advantages. It is consider­
ably easier to implement than the optical hologra­
phy approach. It is computationally preferable to 
the strictly digital method described above since 
it requires only two OFT's. It also gives a presen­
tation that is easily digested by the human obser­
ver. The necessary software has been developed for 
this approach. A means of simultaneously displaying 
the two stereo images in the form of a green and a 
red image has been developed. These i11ages can 
then be viewed through anaglyph glasses for a 
stereo image. Experiments on test data have demon­
strated the feasibilities of this approach. 

Phase Contours - The above techniques are 
well suited to displaying depth information of a 
few wavelengths or more. However, for variations 
of a wavelength or less, another approach is much 
more fruitful. This method consists of displaying 
contours of constant phase. Preliminary results 
in this area are very promising. Figure 9 is a 
picture of the reconstructed phase at the surface 
of a focused transducer. The surface is approxi­
mately spherical with a depth variation of about 
one wavelength (.03 em). The phase variations are 
recorded here as intensity variations. The verti­
cal fringe system is due to the fact that the 
transducer was tilted slightly, producing a linear 
phase variation across the face of the transducer. 
The curvature of the fringes indicates the spheri­
cal curvature of the transducer face. 
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Figure 1. 
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Digital imaging system: (a) Actual system. T1 is the acoustic transducer being studied, T2 
is a transducer used as a scanning detector, a(x) is the apodization factor, epx(-iex2) is the 
quadratic phase factor, D.F.T. represents a discrete Fourier transform; (b) Optical analog to 
the system shown in (a). L1 is a collimating lens which corresponds to the quadratic phase 
factor, a(x) is the apodizing filter, and L2 is a Fourier transforming lens. f1 and f2 are the 
focal lengths of L1 and L2, respectively. · · 
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Figure 2. 

zation. 

Effect of apodization. A test object consisting of a square pulse was low-pass filtered with 
various apodization filters to eliminate ringing. 
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(a) No apodization, 
grey scale images 
of amplitude. 

(b) No apodization, per­
spective plot of 
amplitudes. 

{d) Reconstruction of a transducer 
with apodization. 

(c) No apodization, perspective plot 
of phase. 

{e) With apodization, 
perspective plot of 
amplitude. 

(f) With apodization, 
perspective plot of 
phase. 

Figure 3. Effects of apodization on reconstruction of a transducer's amplitude and phase. 

-- -... 

Figure 4. Telecentric imaging system. f1 and f2 
are the focal 1 engths of 1 enses L 1 ana 
Lz. respectively. For this system, 
d1splacements along the optical axis 
are imaged without distortion, i.e., 
z2 = (f2/fl)zl. 
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Figure 5. Plot of the field amplitude in the 
measurement plane. 



(a) Uncompensated hologram. 
Limited dynamic range 
of the plotting system 
causes only the central 
peak to be plotted. 

(b) Compensated hologram. 
Amplitude has been 
forced to be approxi­
mately constant by the 
iterative method. 

(c) Compensated holo~ram. Amp­
litude has been forced to 
approximate a Gaussian by 
the iterative method. 

Figure 6. Binary computer-generated holograms of the data. 

Figure 7. Binary computer-generated image-plane 
hologram. 

{a) Image of the trans­
ducer surface. 

(c) Image of a plane 
21.6 em in front of 
the transducer. 
This is approximately 
the focal plane. 

(b) Imaqe of a plane 
9.6 em in front of 
the transducer. 

(d) Image of a plane 
30.2 em in front of 
the transducer. 

Figure 8. Images of various planes in front of a 
focused transducer. 

Figure 9. Phase contours on the surface of a focused transducer. Each intensity represents a constant 
phase. The frinqes are due to a slight tilt of the transducer causing a linear phase variation 
across the face of the transducer. 
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