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NOMENCLATURE

cm?°C/cm

Description

Voltage response ratio for thin-film
gages

Acoustic velocity, . /yg RT ; also a
dimensionless constant 8efined in
Equation 82

Constant defined in Equation 82

Ratio of density-viscosity product,

o
(pu)W

Thermal-energy capacity of thin-film
gage backing material

Specific heat at constant pressure
Specific heat at constant volume
Voltage drop across a thin-film gage
Dimensionless enthalpy, %Q- also
stagnation enthalpy in Equation 17
Enthalpy

Current through thin-film gage
Thermal diffusivity

Thermal conductivity

Molecular weight; also dimensionless
Mach number, 2
Slope of line“defined in Equation 80

Nusselt number,-if

Dimensionless pressure ratio
C_H

Prandtl number, X

Pressure
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vi

Thermal-energy flux
Thermal-energy flux (same as Q)

Gas constant, Ru/M; also resistance of
thin-film gage in ohms

Reynolds number, REE

Universal gas constant, 1.9873

Recovery factor, </ Pr for laminar flow

9 = _ A
Stanton number, ou(n _hw) p

aw
Laplace variable

Temperature; also dimensionless
temperature ratio

Time

Dimensionless velocity, u\/[E; also
velocity ratio P

Velocity for x direction in the shock-
wave attached coordinate system

Velocity for x direction in the
laboratory fixed coordinate system

Velocity for y direction in the shock-
wave attached coordinate system

Uncertainty interval of any variable
denoted by x, *+ %

Dimensionless independent variable in
mathematical model for regression
analysis '

Coordinate direction; distance from
shock~wave in the shock-wave attached
coordinate system

Dimensionless dependent variable in
mathematical model for regression
analysis

-



1/°c

2
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vii

Coordinate direction normasl to the
shock-tube wall

B

Compressibility factor ORT

Temperature coefficient of resistance,

AT
R AR
o}

Thermal product, /[ pke
c

Specific heat ratio,-—c-;E
v

Thermal boundary layer thickness
Velocity boundary layer thickness

Correlation coefficient defined by
Equation 83

Transformation variable defined in”
Equation 13

Heat-transfer coefficient (surface
conductance) defined in Equation 68

Coefficient of viscosity (absolute
viscosity)

Kinematic viscosity, %

Transformation variable defined in
Equation 12

Density

Shearing stress, u %?g also a dummy
time variable or an exponential time
constant in microseconds

Temperature change from an initial
value, T - To = AT

Dimensionless enthalpy difference,
H - Hl

Stream function defined by Equation 1k
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Subscripts Description

o] Variables at time zero; subscript for stagnation properties;
and subscript for shock~tube driver section properties

1 Variable in the driven section of the shock tube before
passing through the shock wave

2 Variable in the driven section of the shock tube after
passing through the shock wave

® Denotes a reference condition which is usually taken to be
the free-stream condition above a boundary layer

aw Adiabatic wall condition

b Pertains to the thin-film gage backing material

c Pertains to the combustible mixtures

e Free-stream condition; same as 2

T Pertains to the thin-film gage; also represents a

calibration fluid

i Pertains to any variable evaluated in Region i where i
may be either 1 or 2; also represents inert mixtures

i Used in dimensionless parameters formed by ratios of like
quanﬁltles, for example, Uij = Ui/Uj’ Pij = pi/pj and
T.. =T,/T,
ij i°73
L Pertains to laboratory time
hs) Pertains to particle time
o] Pertains to heat-transfer technique of obtaining
transition times
r ~ Quantities associatedwith recovery factor
S Pertains to the shock wave
T Pertains to temperature technique of obtaining transition
times
t Pertains to any quantity evaluated at transition

u Represents a universal quantity

-
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w Wall condition; same as 1
Superscript Description
%

Quantities evaluated at Bckert's reference temperature;
also dimensionless variables defined in Equation 68



INTRODUCTION

Object of the Investigation

In shock-wave studies it is well known that any boundary layer behind
the shock wave will cause some attenuation of the shock-wave. Before an
estimation of shock-wave attenuation can be made it is necessary tc know
if the boundary layer is laminar, turbulent or both. Thus, one muét know
whether or not boundary layer transition has cccurred.

When using optical instrumentation in shock tubes, where measurements
depend on changes in fluid density, refractive index, absorption or emit-
tance, the interpretation of data often depends on the assumption'fhat
changes in the measured variable occur in the main stream and that boundary
layer effects are negligible. In these cases, it is necessary to predict
the extent of the validity of this approximation. This prediction will
naturally.depend on the type of boundary layer, hence, on whether or not
boundary-layer transition has occurred.

In detonation-wave studies, the effect of the boundary layer on the
formation process of the detonation wave may be required. In this process
the flame-front velocity depends on fluid turbulence as well as viscous
effects in the boundary layer. The extent of the boundary-layer effect
will depend on the type of boundary layer in addition to- duct size. There-
fore, in certain instances, boundary-layer transition could be a con-
tributing factor in transition from a flame front to a detonation wave.

If the shock tube is to be used as a short duration aerodynamic wind
tunnel, fhé testing time available may depend on the time for boundary-

layer closure to occur. The closure time will depend on the type of



boundary layer and, consequently, on whether or not boundary layer transi-
tion has occurred.

A concept of major importance 1s the boundary-layer development
behind a shock wave moving along a solid surface. When a moving shock
wave passes through a gas at rest, that gas is instantaneously compressed,
heated, and set into motion. If this resulting flow of gas particles is
constrained to move along a solid surface, such as a shock-tube wall, a
boundary layer will be formed on that surface. Such a shock-induced
boundary layer is'normally laminar for a short distance behind the shock
wave then goes through a transition regime to a turbulent boundary layer.
When the test gas is inert, boundary-layer transition is known to be
affected by surface roughness, pressure gradient, free-stream turbulence
level and thermal-energy flux passing through the boundary layer (1). For
the case of an inert gas and a laminar boundary layer, the thermal-energy
transfer at the wall and the wall temperature rise have been determined
analyticallyJ(E) and experimentally (3), using rapid-response thin-film
resistance thermometers developed especially for studying shock-tube flows.
The thin-film resistance thermometer can also be used to discriminate
-between laminar and turbulent boundary layers.

If the test gas is not inert, but combustible, the shock wave may
induce an exothermic chemical reaction and a new flow situation occurs
that has until recently been neglected experimentally and discussed
theoretically only in qualitative terms. Some features of this new flow
situation follow (k).

First, there is a region immediately behind the shock wave called the



induction zone, in which temperature, pressure, and composition remain
nearly constant. The duration of this zone can be calculated if the
chemical reactions and corresponding reaction rates are known. Second,
the exothermic reaction occurs causing a temperature rise and density
gradient in the gas. Under some circumstances a pressure gradient is
also generated. Finally, if the reaction proceeds fast enough, an
irregular flow structure with considerable turbulence is generated.

It is not clear what effects these new features in the flow will have
on the stability of the shock-induced laminar boundary layer and on the
thermal-energy transfer to the wall of the shock tube. For example, one
would believe that the disturbances in the main flow caused by combustion
would promote early transition from laminar to turbulent flow in the
boundary layer. However, theory (5) indicates thermal-energy release
above the boundary layer will stabilize it so that transition will not
occur as it normally would without the thermal-energy release. In
addition, some investigators (6) have observed a so called "transition
reversal" effect where the boundary layer is first stabilized by heat-
energy release and then destabilized when the heat-energy release becomes
large enough.

Boundary-layer transition and, thﬁs, heat-transfer rates to the shock-
tube wall will be governed by the effect which dominates. Accordingly,
this investigation was initiated in order to obtain data that would help
in defining and understanding this new problem.

The primary objective of the investigation was to study, experimental-

ly, the effect of free-stream thermal-energy release, as obtained from
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shock-wave induced exothermic reactions, on boundary-layer transition and
to measure the corresponding surface heat-transfer rates at transition in
shock-tube flows. The results should serve as a guide for future analysis
of the effect of incident thermal energy on boundary-layer transition.

The experimental results should asgist in the estimation of heat-
transfer rates to the wall of combustion chambers and nozzles in rocket
engines or in any other equipment that might have burning gases flowing
adjacent to solid surfaces. These applications are, of course, in addition
to those involving shock-tube studies in which it is necessary to know
how the boundary layer and other flow characteristics develop so that the
shock tube may be used effectively and intelligently as an experimental

testing facility.

General Considerations in Planning

Use of the shock tube

During the last decade the shock tube has become prominent as a
device for producing and studying high-temperature short-duration gas
flows and it is an especially convenient vehicle for this investigation
because the boundary layers and exothermic reactions can be produced
simultaneously with relative ease.

In its simplest form the shock tube consists of two closed chambers
separated by a diaphragm. Gases such as hydrogen, helium or air are
introduced at a relatively high pressure into one of the closed chambers
while a test gas of desired composition is introduced at a relatively low
pressure into the other closed chamber. The high pressure chamber is

called the driven or expansion section. .



When the desired pressures are obtained in the driver (compression)
and driven (expansion) sections, the flow is generated by rupturing the
diaphragm separating the two sections. This allows the driver gas to
expand into the driven section causing compression waves to propagate
ahead of the driver gas into the test gas. At the same time rarefaction
(expansion) waves propagate back into tﬁe high pressure driver gas. As
the compression waves move into the test gas they coalesce to form a
shock wave. Passage of this shock wave through the stationary test gas
causes a compression, heating and acceleration of test gas particles.

The velocity of compressed gas depends on the strength of the shock
wave Inducing the motion as well as the molecular weight of the test gas.
For a given test gas, it 1s possible to achieve various shock strengths,
yielding a wide range of flow temperatures, pressures and velocity, by
merely adjusting the pressure ratio across the diaphragm before the burst-
ing operation. The details of controlling shock-wave strength as used in
this investigation are discussed later.

The expanding driver gas, behaving much like a piston in a cylinder,
forms a contact surface (that is, a surface which separates driver gas
from test gas) as it moves into the driven section. The region between
the contact surface and the shock wave was used as the testing region in
this investigation. Ideally, this region has uniform properties of pres-
sure and temperature. Actually, there may be deviations from the ideal
case depending on shock-wave strength and nature of the test gas. Figure
1 illustrates the initial and operating conditions of a typical shock

tube. The testing region is denoted as Region 2 in Figure 1-b. The



Figure 1.

Ideal shock tube flow
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theoretical_testing time in Region 2 is shown on the x-t diagram in Figure
1-b. Actual testing times are about 50% Qf this value because of non-
ideal conditions which occur (such as particle diffusion across the con-
tact surface) and boundary-layer formation behind the shock wave.

Flow model

The flow model presented schematically in Figure 2 is that of a
boundary layer developing in two-dimensional unsteady flow over a flat
surface. The following regions are illustrated.

Region 1: 1In a laboratory fixed coordinate system the test gas in
Pigure 2-a is at rest with pressure Py and temperature Tl respectively.

A normal (plane) shock wave is moving from right to left with velocity
Vl into the stationary test gas.

Region 2: The moving shock wave compresses, heats, and accelerates
the test gas to a new pressure, temperature and velocity denoted by Pss T2
and V2 respectively. Boundary-layer development occurs in Region 2 as
illustrated in Figure 2-a and is unsteady in this coordinate system.

If, instead of the laboratory fixed coordinate system, one fixes a
coordinate system to the moving shock wave the flow is reduced to steady
state. This coordinate transformation is illustrated in Figure 2-b.

In the shock-fixed coordinate system the shock wave is stationary
while both the test gas in Region 1 and the shock-tube wall approach the
shock wave with velocity ul. The shock wave reduces the test gas velocity
to Uy while the wall velocity is unaffected. This results in a boundary

layer along the wall behind the shock wave in Region 2 since the "no-slip"

condition applies at the wall surface.



Figure 2. Flow model
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For this case of a two-dimensional laminar boundary layer in steady

flow, the following equations are given by Mirels (2) to make up the

mathematical model of the flow.

a(pu) . 3lpv) _

Mass conservation (contlnulty): 9% 3y 0
udu vou 82u
Momentum conservation: — t —=v—=
X y
oy
pudh  pveh _ 3 u_ 2h, (2wy2
Energy conservation: 0x oy 9y 'Pr oy oy

Equation of state: p = ZpRT

The boundary conditions needed for solution of these equations are:

(1) u(x,0) = uo =g
(ii) v(x,0) =0

(iidi) h(x,0) = h

(iv) u(x,») = u, = u,
(v) h(x,») = h, = h,

(1)

(2)

(k)

Equations 1 through U4 are those that apply to the laminar flow of a

gas over a semi-infinite flat plate. It should be noted, however, that

boundary condition (i) differs from those for semi-infinite flat-plate

flow. Thus, the solutions to Equations 1 through 4 differ from solutions

for semi-infinite flat-plate flow.

In addition to Equations 1 through L4 the following relations are used

at the surface of the shock-tube wall.

u

Wall shear stress: 1. = u(
W y’'w

(6)
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Heat flux into wall: q_ = k('%)w = %E(%)w = Mn__ - n) (7)
Equations 1 through T are solved by Mirels for the case of an inert
gas with both Prandtl number and heat capacity constant. His solutions
are indicated in the Literature Review section. Equations 1 through 7 are
also used in the Dimensional Analysis section to indicate the set of

dimensionless variables relevant for data correlation.

Test gas mixtures

It was deemed necessary for this study to obtain experimental data
from matched sets of combustible and inert-gas mixtures over a range of
shock-wave strengths. Proper selection of shock-wave strength would in-
sure that the flow temperature in the test region would be above the
ignition temperature of the combustible mixture and within a temperature
range where the appropriate chemical kinetiés were known. Thus, one would
be certain to obtain both ignition after a suitable ignition-delay time
(induction time) and the induction time from the known chemical kinetics
and reaction rates.

Combustible and inert mixtures were made up by matching molecular
weights between hydrogen-oxygen-nitrogen combustible combinations and
hydrogen-nitrogen inert combinations. Thus, both combustible and inert
diatomic mixtures would have the same sound speed and virtually the same
transport properties. In this way, any peculiar results arising from
uncontrolled factors in the experiment would be detected and separated
from effects attributable only to the combustion reactions. ™

Combustible mixtures consisting only of diatomic molecules of hydrogen,

oxygen and nitrogen (an inert diluent) were used. The volume percentage of



hydrogen in the mixture was kept below that for which detonation would
occur and above the lower flammability limit. This limitation was used
as a safety precaution and also because the boundary layer normally
becomes turbulent directly behind a detonation wave (7).

Concept of laboratory and particle time

At this point it is necessary to introduce some definitions and
important concepts associated with shock-tube flows. Reference to Figure
3 is necessary for their understanding.

Laboratory time, tz, is defined, for a given position on the shock-
tube wall, as the time interval between arrival of the shock wave and
arrival of the so called "transition point" of the boundary layer. This
time is that which would be detected by a transducer placed in the side
wall of the shock tube. Particle time, tp’ is defined as the interval
between passage of a fluid particle in the free stream through the shock
wave and the time at which the moving transition point reaches this flﬁid
particle. Thus, as illustrated in Figure 3, tz = t3 - t2 and tp = t3 - tl.
The length X, is the distance measured from the shock wave to the transi-

tion point and is equal to Vltz' The length Xp is the distance a fluid

particle moves relative to the wall from the time it passes through the

shock wave until overtaken by the moving transition point. This distance

is equal to V Consideration of similar triangles in Figure 3 yield

2tp'

important results given below for relating both laboratory to particle

time and xp to X, - From Figure 3
X +x X t X
e_t__t . L_,_ R (8)
LY t t x,t



Figure 3. Illustration of laboratory and particle time
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Using x, = V,t, and x_ = V2tP along with the velocities u and U, in the

t 1

coordinate system fixed to the moving shock wave and mass conservation

across the shock wave, this relation becomes

Vo i T U T o,
or
p
t. =Ut, = -2 t
P Loy R

Substitution of Equation 9 into Equation 8 yields the relation between

and xp as follows

xp = xt(U—l)

(9)

X

(10)
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LITERATURE REVIEW

Historically, the initial reason for studying shock-tube boundary
layers was to determine their role in departures from ideal shock-tube
flow. In particular, emphasis was placed on determining the influence
of a boundary layer behind a shock wave on shock-wave attenuation.
Additionally, estimates of decreased testing time were desired.

More recently, the reason for studying shock-tube boundary layers
has been to examine effects of high-temperature phenomena such as dis-
sociation and ionization on boundary-layer behavior. This is because such
high temperature phenomena can be produced with relative ease in shock
tubes as compared to conventional steady-flow facilities.

In current investigations, knowledge of the shock-tube boundary layer
is necessary in order to correctly interpret experimental data. This is
especially true with optical measurements as was indicated in the Intro-

duction section.

General References
Glass and Hall (8) have presented an excellent review of shock—tube
investigations made before 1960, and Bernstein (9) has evaluated attenua-
tion studies prior to 1961. In an experimental investigation, Bernstein
(10) not only extended previous attenuation studies to shock tubes of
arbitrary cross section, but included effects of converging or diverging

passages.



18

Shock-Tube Boundary-Layer Solutions and Pertinent Experimental Observations

Constant pu across the boundary layer

Hollyer (11) was the first to employ the appropriate differential
equations and correct boundary conditions to investigate shock tube
boundary layers. His analysis, based on the Karman-Pohlhausen integral
technique, yielded laminar skin-friction and heat-transfer coefficients.
Later (12), he used a numerical procedure to solve the boundary layer
equations for the same coefficients and, after a correction in Reference
11, found the integral results to agree reasonably well with his numerical
results as well as with other numerical work by Mirels (13).

Since that time Mirels (13,14,15,2) has completely solved the case
of a laminar boundary layer in a non-reacting gas with zero-pressure
gradient and a uniform-surface temperature. Under these conditions, and
others to be mentioned later, Mirels obtained velocity and temperature
profiles along with skin-friction and heat-transfer coefficients, and
recovery factors. A brief summary of Mirels' analysis based on Equations
1 through 7 of the Introduction section is pfesented below because his
results are applicable to the inert éés experiments in this investigation.
Understanding of items in later references to be mentioned will also
depend on this analysis.

Mirels uses a stream function ¥ such that

2 . pu and N _ _ev (11)

oy pw ox pW

in order to satisfy the continuity relation (Equation 1). To transform

the partial differential equations of energy and momentum for the boundary
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layer to ordinary differential equations Mirels uses a similarity parameter
n. This similarity parameter is of the Dorodnitsyn-Howarth type such that
density p and coordinate variable y are replaced by n in the partial

differential equations. The transformation equations are

£ =X (12)
u 1, 3
n=(2xi )% | g—-dy (13)
W O W

In terms of the new independent variables £ and n Mirels takes the stream

function Y to have the form
= (2 )% £(n) (14)
v=lau & v, n

and the following definitions are used.

_ _pu
C = At (15)
(pu)W
uW
U = 1-1— (16)
54
2 2
h+u/ u
_H 2 _h |, e 2
g EF g gt (F) (17)
e e e

The relations above allow the following ordinary differential equation for

momentum and energy, respectively, to be obtained.

[ce"]r + ££" = 0 (18)
2
[9—-g']' + fg' + ES-[20(1 - 1/Pr)f'f"]' = 0 (19)
Pr oH
e

The boundary conditions for Equations 18 and 19 become
(1) £(0) =0

(ii) £ (0) =U (no-slip condition) (20)
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(iii) £ () =1

h ui U
(iv) g(0) = 55+ 5

e e
(v) g(e) =1

It should be noted that the value of £'(0) in boundary condition (ii) is
the difference between semi-infinite flat plate boundary layers and shock

tube boundary layers.

The shearing-stress and heat-energy transfer at the wall, in terms of

the transfarmation variables, become

T = (u—g%)w =y, ue(ue/zavw)% £1(0) (21)
= (10T u %y
q, = (ké—;)w = (F:c?)w (ue/EEvW) h'(0) (22)

By assuming pu is constant (C=1) across the boundary layer Equation
18 reduces to the familiar Blasius form f''' + f" = 0. If, in addition,

Pr = 1 Equation 19 reduces to g" + fg' = 0. When (U-1)<<l, the problem
reduces to that of an infinite plate impulsed suddenly to velocity U-1.

This special case is called "Stokes first problem" although, as indicated

in Reference 16, it is commonly called (without justification) the "Rayleigh
problem".

Mirels (13) "re-solves" this special case analytically and also solves
Equations 18 and 19 numerically for C = Pr = 1 with U values of 1.5, 2, 3,
4, 5 and 63 and for C = 1, Pr = 0.72, with U values of 2, 4 and 6. The
numerical procedure used is presented by Albers in Appendix B of Reference

17. Even though Mirels solves the flow governing equations from a steady
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flow viewpoint, he defines dimensionless Reynolds and Nusselt numbers based
on the unsteady flow coordinate system by using the flow velocity relative
to the wall. He also uses a characteristic length (uw - ue)t which is the
distance a particle in the free stream moves relative to the wall in time

t. These dimensionless correlation parameters are given as

(u - ue)2 t

Re = —% (23)

v

W

L
Nu = s'(0)(2Re/U)"* (2k)
where s satisfies s" + (Pr)fs' = 0, and when Pr = 1 becomes

s = (£'-1)/(U-1) (25)

For transition, t becomes tp and the transition Reynolds number becomes

(uW - ue)zt (U—l)zuext
Ret = S P 5 (26)
W w

in view of definitions presented in the Introduction section.

In Reference 14, Mirels extends this work for C = 1 to include
boundary layers behind expansion waves of zero thickness (so called
"negative shocks"), turbulent boundary layers and wall temperature.
Because values of U and Pr have to be specified for each numerical solu-~
tion Mirels also obtained integral solutions of the Karman-Pohlhausen
type to provide a guide for obtaining expressions which would accurately
represent the numerical data. The expressions presented for evaluation
of wall-surface heat transfer and wall-surface shearing stress (via

Equations 21 and 22) for Pr = 1 with laminar flow are

U-1 -h
W -

=£7(0) _ h'(0)  _ 4 )89(1 + 1.6650)°"° (27)
r



22

where

=3

2.2
[ue

_k_l;'f_ =1 + [U—l] r0.39-—0.023U (28)

e

/2he]P

when Pr # 1, h'(0) is multiplied by the factor

Pr-(o.l+8+o.022U) (29)

These formulas allowed agreement within 1% of the numerical data for

Pr = 0.72 and U between 1 and 6. Other expressions for turbulent boundary
layers were obtained by assuming a 1/7 power profile in velocity relative
to the wall. For data correlation the‘Reynolds number as given in Equation
23 was used.

Mirels also found the wall-surface temperature to be constant with
distance behind the shock wave for laminar boundary layers and to vary
non-linearly with distance behind the shock wave for turbulent boundary
layers.

Bromberg (3), in a study independent of Reference 1k, used a Crocco
type transformation where u and x are used as independent varigbles in
the momentum and energy equations. The dependent variables become viscous
stress T and enthalpy h. This transformation allowed a separation of

variables type solution for viscous stress of the form tv = x(x)U(u) when

By assuming the shock-tube wall behaves as a semi-~infinite body to
heat-energy flux, and that no relaxation processes occur in the shock-tube
flow, Bromberg found the wall-surface temperature t0o remain constant behind
the shock wave in laminar flow. This was in agreement with Mirels' result

as previously presented. More significantly., Bromberg was one of the first
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(if not the first) to recognize the importance of this result whereupon
he suggested using wall-temperature measurements to study shock-tube
boundary-layer characteristics. In recent years this has become a common
technique with thin-film resistance thermometers used to discriminate
between laminar and turbulent boundary layers, and to obtain "transition
points". A modification of this technique has been used in this experi-
mental investigation.

Bershader and Allport (18) present a treatment of the shock-tube
boundary-layer problem under the same assuﬁptions as Bromberg. In addition,
they obtain laminar-flow measurements of density profiles with an inter-
ferometer and wall-surface temperatures with a thin-film resistance
thermometer. The wall-surface temperature variation was in agreement with
the theoretical predictions of Bromberg and Mirels.

Trimpi and Cohen (19), using the Karman-Pohlhausen integral approach
for C = 1 and Prandtl numbers of 0.72 and 1 respectively, present results
for the entire shock tube problem. In particular, they solve the complete
shock-tube flow for driver-chamber to driven-chamber gases of air-air,
hydrogen-air and helium-air with Pr = 0.72; and air-air with Pr = 1.
Skin-friction and heat-transfer coefficignts for the region behind the
shock wave agree with those predicted by Mirels in Reference 1k.

Duff (20), using Mirels' theoretical development, solved the boundary
layer equations on an analog computer for argon with values of U of 1.5,

2.0, 2.5, 3.0 and 3.5. Agreement with the previous work of Hollyer and

Mirels was good.
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Variable pu across the boundary layer

An assumption common to the investigations previously mentioned has
been constant pu (C=1l) across the boundary layer. This was a convenient
assumption since it allowed simplification of Equations 18 and 19. How-
ever, Mirels (15) in extending the results of References 13 and 1L to
stronger shock waves estimated the effects of variatle pﬁ on both
laminar and turbulent shock—tube boundary layers in air. Real gas pro-
perties were used and the boundary layer was assumed to be in thermodynamic

equilibrium with Pr = 1. Later, Mirels (2) extends this work for Pr = 0.72.

Numerical results for shear-stress and heat-transfer coefficients are ex-

tended up to U = 11.33 (Ms = 14). The resulting interpolation formula

for Pr =1, T 522°R and p, = 0.001 atmospheres agreed within 3% of the

1

numerical results and is a modification of Equation 2T by the factor

929, thus,

e
" (QU)
-£"(0) _ n'(0) _ 0.5 e,0.29
-1 " hh 0.489(1 + 1.665U) ((557;) (30)

The effect of a constant Prandtl number other than one can be estimated in
the same way as given previously by Equation 29. Mirels obtained compari-
sons with numerical resvlts within 4% for Pr = 0.72 with this modification
and within 2.5% if, in addition, the exponent on_Ce is changed from 0.29

to 0.265.

Theoretical wall-surface temperatures were also determined in more
detail than before with the following result. Wall-surface temperature
rises discontinuously across the shock wave, remains uniform behind the

shock wave until boundary layer transition occurs, then increases non-
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linearly with distance from the effective origin of the turbulent boundary
layer raised to the 0.3 power. Experimental measurements of References

18 and 21 agree approximately with this prediction especially for the
laminar case.

Mirels defines a transition Reynolds number for correlation of ex-
perimental transition data. As in Reference 13, the characteristic
velocity 1s taken to be the velocity of the free stream relative to the
wall (uw—ue) and the characteristic distance is taken as Xp (that is, the
distance a particle in the free stream would move relative to the wall
before being overtaken by the transition point). However, the kinematic
viscosity is evaluated at the free-stream temperature rather than the wall
temperature. Recall from the Introduction section that x, = x, (U-1) so
that

(u -u_) (U-1)2
Re =_11w_u§_ x =ui.__x’° (31)

t Vo D ve

Mirels apparent justification for selecting this particular form of Reynolds
number is that it reduces to a result commonly used in flat-plate steady-
flow analysis when uw =T =0.

Glass and Hall (8) define a similar transition Reynolds number except
for kinematic viscosity evaluated at the wall temperature. This is
equivalent to Equation 26.

Mirels expresses the need for experimental data in all of his
references and specifically, in Reference 15, points out the need for
boundary-layer transition data.

Several experimental investigations have been carried out to verify
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assumed velocity profiles as well as to determine transition Reynolds
numbers for the shock tube boundary layer. In addition to the previously
mentioned work of Bersuader and Allport, Martin (22) and Gooderum (23)

have made interferometer studies of turbulent boundary layers. Results

of both Martin and Gooderum have indicated power profiles in velocities
relative to the wall from 1/5 to 1/7 depending on free-stream velocity

and wall roughness. Thus, Mirels assumption of a 1/7 power profile was
approximately verified. Martin also obtained transition Reynolds numbers
by Schlieren and shadowgraph measurements to compare with simultaneously
obtained thin-film resistance thermometer data. Using the transition
Reynolds number defined in Equation 31 Martin found considerable differences
between the optical technique and the thin-film technique. Typically, the
thin-film technique gave larger transition Reynolds numbers than the optical
technique and in some cases, was more than 100% larger. No explanation

for this difference was given.

Becker (24) presents a survey of studies before 1959 for non-steady
compressible boundary layers behind both shock and expansion waves. He
also includes experimental interferometric data for turbulent flow velocity
profiles with values of U from 2.0 to 3.3. His experimental results are
between 1/5 and 1/7 power profiles. Becker defines a Reynolds number,
different than that generally used by Mirels and others, which is equivalent
to the following equation at fransition.

2

2
) V2 Vl X, (U-1) u_X
Re, = =

t N v U=
W W

L (32)

Instead of using this Reynolds number to correlate data Becker uses Ret(U)
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which is equivalent to using Equation 23 as defined by Mirels. At transi-

2 for the range of U given above.

tion Ret(U) was approximately 7 x 10

Daiber (25) developed a Schlieren-photomultiplier combination to
obtain transition Reynolds numbers as well as local density within the
boundary layer. His transition Reynolds numbers are'slightly less than
those obtained optically by Martin.

More recently, particle tracer techniques used to measure velocity
profiles by Chen and Emrich (26), and Gion (27) gave reasonable agreement
with Mirels' assumption for turbulent flow. However, Chen and Emrich show
appreciable differences for laminar flow. The "zero slip" condition is
guestioned by Chen and Emrich on the basis of their experimental observa-
tions and they suggest that finite slip at the wall may be the reason for
poor comparison of velocity profiles in laminar flow. Gion obtains good
comparison of laminar velocity profiles except when his measurements are
made'yery close to the shock wave. His observations also surport the
notion of finite slip at the wall at least during the initial formation of

the boundary layer behind the shock wave.

Variable free-stream properties

The most recent references attempt to account for non-uniform free-
stream properties in the flow direction.. Such variable properties may
occur behind shock waves that are either attenuating due to viscous action
or accelerating due to detonation phenomena. Mirels and Hamman (28) have
extended the previous references of Mirels by a theoretical analysis of
the shock-induced laminar boundary layer behind shock waves moving at non-

uniform velocity. The shock wave velocity is represented by the power
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law u, = cmtmrl where ¢ and m are constants. Plane, cylindrical and
spherical shock waves are studied with particular emphasis on shock waves
generated by explosions, electrical discharges or conventional shock
tubes.

Bertin (29) solves the flow field behind a moving shock wave with a
laminar boundary layer considering variations in thermodynamic properties
as well as velocity. The momentum and energy equations are solved subject
to a gross continuity equation where the mass flow across any given cross

section of the shock tube is equal to the mass flow across the shock wave.

Bertin uses the so called Levy-Lees transformation equations in the fol-

lowing form:

: X
3 = £ p w U dx (33)
n_pwuw Zp_dy. (311-)
- _
(28)% ° Py

The momentum equation has one additional term because of the pressure
gradient dp/dx. Equation 18 is then replaced by the following transformed

momentum equation while the energy equation (Equation 19) remains the same.

' p u du
[ort]" + £2" + 28 558 22 =0 (35)
u

w

Bertin determines testing times from solutions of the momentum, energy and
continuity to compare with measured testing times and finds good agreement
with testing times measured by hot-wire anemometers in investigation by

Roshko (30) and Sandborn (31). Additionally, theoretical calculations of

the heat-transfer correlation parameter St /Re yielded an approximately



29

constant value of 1.13 over a range in MS from 4.5 to 9.5. This is nearly
100% larger than experimental results of Hartunian et al. (32) to be dis-
cussed later.

Exact numerical solutions of the non-steady compressible Navier-
Stokes equations have been carried out by Kurzrock and Maées (33). They
agsume an ideal, non-reacting gas with both Prandtl number and specific
heat constant. In applying their solutions to shock-tube flow they find
their results to be in gqualitative. agreement with existing experimental
and theoretical results.

Breeze and Ferriso (34) have recently measured, with thin-film
resistance thermometers, transition Reynolds numbers in argon and carbon
dioxide. They have found good comparison with previous results reported
for air. Average values of their transition Reynolds numbers are about

5

8 x 107 as determined by Equation 31.

Effect of Thermal-Energy Transfer on Shock-~Tube Boundary-Layer Transition
The effects of heat transfer on boundary-layer transition on a flat
plate in steady flow have been studied theoretically.by Low (5) and ex~-
perimentally by Van Driest and Boison (35). Their investigations indicate
that a boundary layer can be stabilized by heat addition near the outer
edge of the boundary layer or by cooling the plate surface. For example,
energy release by combustion in the free stream, condensation of a vapor
in the free stream or evaporation of liquid on the plate surface would
result 1in a heat-energy flux in a direction from the free stream to the
plate surface and possibly delay boundary layer transition. The experi-

mental results of Jack et al. (6) , Higgens and Pappas (36), and Kline



30

and Shapiro (37) have indicated this possibility of delaying boundary
layer transition as long as an extreme heat-energy flux is avoided. When
the heat-energy flux becomes too high the boundary layer is destabilized
and boundary layer tfansition occurs sooner than expected. This is the
so called "transition reversal" effect.

In shock tubes, Stetson (38) has observed for flow over blunt bodies
that transition Reynolds numbers did not change appreciably with surface
cooling. Thus, some uncertainty exists concerning the effects of heat-
energy flux on boundary layer transition.

Hartunian, et al. (32), performed an experimental investigation to
obtain, for air, systematic bouﬁdary—layer transition data as well as
laminar and turbulent heat-transfer rates on the shock-tube wall. The
data was obtalned by means of thin-film resistance thermometers placed on
a glass sidewall of the shock tube. Values of the shock wave Mach number
ranged from 1.5 to 10 while values of the wall-to-stream temperature ratio
TW/Te ranged from 0.8 to 0.07. Available transition data from other prior
investigations were included in this work for comparison purposes.

The effect of heat-transfer rate on boundary-layer transition was
shown indirectly by a plot of wall-to-stream temperature ratio Tw/Te as
a function of transition Reynolds number as given in Equation 31. The
transition Reynolds number increased as the stream temperature increased
for a given wall temperature indicating an increase in boundary-layer
stability with increased temperature difference (and thus, heat flux)
across the boundary layer. Some additional data taken in this investi-

gation with argon, where an increase in heat-transfer rate over convection
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occurred because of radiation, for a range of TW/Te between 0.37 and 0.15
gave considerable increases in transition Reynolds numbers over those of
the air data for the same rapge of TW/Te. Thus, the effect of an increase
in heat-transfer rate from the free stream to the wall was to stabilize
the boundary layer and increase the transition Reynolds number. Of the
results presented, none indicate any "transition reversal" phenomena. It
should be noted that more explicit results could have been obtained if
actual heat-transfer rate had been used rather than a temperature ratio.

Considerable scatter existed in the data mentioned above for which
there are at least two possible explanations. Cross-sectional dimensions
and surface finishes of the shock tube varied widely, and some of the data
was obtained by optical means while other data was obtained by transient
surface-temperature measurements using thin-film resistance thermometers.
Also, there was some uncertainty as to what length should be used in the
transition Reynolds number. Using boundary-layer thickness for this
characteristic length yielded a poorer correlation while a displacement
thickness yielded slightly better results compared to X, .

Heat transfer rates measured on the shock-tube wall where correlated
in terms of a plot of St(Re)l/n as a function of the shock wave Mach number
Ms. The value of n was 2 for a laminar boundary layer and 5 for a tur-
bulent boundary layer. Even though considerable scatter characterizes
this data, general trends have been established. For the laminar case
St(Re)l/2 Wwas approximately 0.7 at an Ms of 3 and did not change signifi-
cantly with MS within the scatter of their data. This was in reasonable

agreement with theoretical calculations of Mirels. Agreement was not so
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good in the turbulent case as St(Re)l/5 remained approximately constant at
0.037 as Ms was varied while Mirels' theory predicts a decrease in
St(Re)l/5 as MS is increased. ﬁowever, at an MS of 3 good agreement for the
turbulent case existed.

Sichel and David (7) have calculated expected heat-transfer rates
behind detonation waves in hydrogen-oxygen mixtures. By assuming a tur-
bulent boundary layer and using turbulent relations presented by Mirels
in Reference 15 they obtain a value 0.0L46 for the correlation parameter
St(Re)l/S. This value is applicable over a wide range of pressures and
temperatures for Chapman-Jouguet detonations when U is between 1.71 and
1.79. Presumably, the value of St(Re)l/5 is higher than the experimental
result of Hartunian et al. for air because of the increase in heat trans-
fer to the wall due to combustion.

Ostrach and Thornton (39) have presented a theoretical analysis of
the stability of shock-tube boundary layers with particular emphasis on
determining the effects of surface cooling on boundary-layer transition.
They determine minimum critical transition Reynolds numbers to compare
with the experimental data of Hartunian et al. and others. The compari-
son is very poor as there are large differences in magnitudes and the
general trends of the data are in complete opposition to the theory.
Ostrach and Thornton conclude that the theoretical model studied and the
phenomena observed in the shock tube do not appear to be closely related.
Thus, as they indicate, one should not conclude that either the theory or

the experiments are incorrect, however, more applicable transition data

as well as new theoretical approaches are necessary.

*
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Recent investigations by Sheetz (40), and Rumsey and Lee (L41) have
verified that boundary-layer transition is delayed with surface cooling
over various geometric shapes while investigations of Brinich (L2), and
Deem and Murphy (43) show virtually no effect of surface cooling on
boundary-layer transition.

The data of Richards and Stollery (kL) is of particular interest
because they obtained a "double reversal" effect on flat plates in a gun
tunnel. The boundary layer was first stabilized with wall cooling, then
destabilized with further wall cooling and finally stabilized again with
even more wall cooling. This "double reversal' effect had been predicted
earlier by Wisniewski and Jack (45) experimentally, and then analytically
by Reshotko (46) in a boundary-layer stability analysis. The result of
Richard and Stollery for a Reynolds number per unit length of 7.1 x lO5
and a flow Mach number of 8.2 show that as the ratio of wall-to-recovery
temperatures decreases between 0.3 and 0.2 the entire "double transition"
phenomena occurs. Transition iengths were obtained optically with a
shadowgraph technique and also with wall mounted thin-film resistance
thermometers. It was found that the optical measurements corresponded to
the end of transition as measured by the thin-film detectors. Maximum
transition Reynolds numbers could not bé established as in some cases the
boundary layer was still laminar at the end of the flat plate.

Most of the investigations mentioned above have verified that wall
cooling will stabilize the boundary layer and that a "transition reversal"
effect occurs. However, there has been no satisfactory explanation of the

reversal phenomena. Furthermore, the maximum transition Reynolds number

v
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which can be reached by wall cooling has not yet been established.
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EXPERIMENTAL INVESTIGATION

Experimental Facilities and Instrumentation

The apparatus used in this investigation consisted of a shock tubel,
its associated instrumentation and gas mixtures. Figure L4 shows a
schematic diagram of the installation. Figures 5, 6 and T are actual
photographs of the apparatus. Extensive description of typical shock
tube apparatus and performance exist in the literature (8) while deserip-
tion of the specific apparatus and procedure used in this investigation
is given below.

Shock tube

The shock tube used in this investigation has been partially
described by Belles and Lauver (47) and further description follows.
The compression (driver) section was a stainless steel cylinder with an
internal diameter of T8 mm and a length of 1177 mm. The expansion sec-
tion consisted of four smaller sections bolted and sealed together.
Adjacent to the compression section was a diaphragm section 78 mm in
internal diameter designed to hold and seal the diaphragm. Next, there
was a transition section designed to couple the 78 mm diameter circular
cross section to a 37 by T4 mm rectangular cross section. The third part
of the driven section was made of waveguide tubing (37 by T4 mm rectangu-

lar cross section). The walls of the waveguide tubing were reinforced

lThese facilities were located at the Lewis Research Center of the
National Aeronautics and Space Administration in Cleveland, Ohio and
provided by the Kinetics Section of the Chemistry and Energy Conversion
Division.



Figure 4. Schematic diagram of experimental facility
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Figure 5. View of shock tube from driver section
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Figure 6. View of shock tube from test section



b1

\

|

i
BE
i

" RA PYROMETER -
SOURCE UMY y
SENIAL X0 103
ot
v
T

P lbTs:



Figure 7. View of shock tube instrumentation
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with steel backing plates. The last part of the driven tube was made of
stainless steel plates bolted together. All of the flow measurements were
made by instrumentation placed in this section, hence, it will be referred
to heregfter as the test section. The lengths of the diaphragm, transition,
waveguide and test section were 45, 155, 3660 and 260 mm respectiveiy yield-
ing a total length ¢ 4120 mm for the expansion section. All of the sections
indicated above are illustrated in Figure L.

Instrumentation

Instantaneous heat-transfer rates can be obtained in shock tubes by
means of thin-film resistance thermometers. A thin-film resistance thermo-
meter is a thin metallic film of negligible heat capacity and very rapid
response. The proper operation of this type of gage depends on the film
having a negligible thermal capacity so that any incident heat flux is com-
pletely absorbed by the film backing material. Under these conditions the
film will function to give instantaneous surface temperatures of the back-
ing material.

In use, a thin-film resistance thermometer is supplied with a nearly
constant electrical current by means of a ballast circuit as shown in
Figure 8. A change in gage resistance with temperature will then yield a
voltage change across the £ilm by virtue of Ohm's law. This voltage change
can be directly measured by a cathode-ray oscilloscope as shown in Figure
8. A typical sensor of this type made of platinum deposited on a pyrex
substrate has a thickness less than 1 micron and a response time (risetime)
less than 1 microsecond (48). Detailed description of the construction and
use of such thin-film resistance thermometers is contained in existing

literature (L49,50).



Pigure 8. Heat-transfer gage operating ciréuit
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To obtain quantitative heat-transfer data, knowledge of the thermal
properties of the backing material in the form of the "thermal product",
B8 f/E_E_EZ as well as the temperature coefficient of resistance, o, of
the gage is required. Descriptions of the techniques required and used
to obtain o and B are presented in Appendix B along with a tabulation
of the calibration results for gages used in this investigation. The
technique for calculating heat-transfer rates from surface-temperature
histories is discussed in a later section.

For all shock-tube testing times of interest, the backing material
behaves as a semi-infinite body even though its actual thickness may be
only a few hundredths of a centimeter. For example, a pyrex bécking
material and shock-tube testing time of 10 milliseconds requires a sub-
strate thickness of only 0.022 cm (48). 1In practice, the backing
material is made an integral part of the surface on which temperature
and heat—transfer rate is desired. In this case, the surface is the
shock-tube wall.

Five thin-film resistance thermometers were flush mounted in the
upper wall of the shock tube. One of these sensors was used to trigger
the readout instruments so outputs from all other detector-transducers
in the test section could be recorded. The thin film used for the
trigger signal was located upstream of the test section while the other
four thin films used for measuring surface-temperature history were
located 226.5, 182.0, 108.5, and 75.5 mm respectively from the downstream
end of the shock tube. The relative location of these gages is illus-

trated in Figure L.
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A1l of the thin-film detectors were placed in ballast circuits and
except for the thin-film used as a trigger, their voltage outputs were
recorded on Tektronix Type 555 dual-beam oscilloscopes. The voltage out-
put from the thin-film used as trigger was amplified 60 db (a factor of
1000) before it was fed into the external trigger circuit of the record-
ing oscilloscopes. Outputs from each of two adjacent thin-film gages
were recorded by Polaroid type 46L film in Dumont type 2620 cameras
attached to each dual-beam oscilloscope. Both 10~ and 100-microsecond
timing marks from a Tektronix Type 180A secondary standard time-mark
generator were superimposed on these recordings. T&pical recordings are
shown in Figures 9-a and 9-b.

Instantaneous flow pressures were measured by means of a Kistler,
type 601 piezoelectric pressure transducer flush mounted in the lower wall
of the shock tube. The position of this transducer was directly below
the thin-film resistance thermometer located 182.0 mm from the end wall
of the shock tube. In this way both instantatneous pressure and surface
temperature are sensed at the same axial potition in the shock tube. The
detected pressure level was transduced to an analogous voltage signal,
amplified by a Kistler type 655 amplifier-calibrator, then displayed on a
Tektronix type 541 oscilloscope. This signal, along with superimposed 10-
and 100-microsecond timing marks from a Tektronix Type 180A secondary
standard time-mark generator, and a 50 psi calibration trace were recorded
from the oscilloscope by means of Polaroid type 47 film in a Tektronix

type C-12 camera. A typical recording is shown in Figure 9-c.
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Gas Mixtures

The mixtures of test gas were prepared from commercially obtained
compressed gases by the method of partial pressures. This technique con-
sisted of first evacuating and outgassing a closed container or mixing
tank. Hydrogen was then admitted very slowly and carefully to the mixing
tank to a pressure level (relative to the final pressure desired in the
mixing tank) corresponding to the volume percentage of hydrogen desired.
For example, if the final pressure in the mixing tank was to be 100 psia
and the desired volume percentage of hydrogen was 12 percent, then enough
hydrogen was admitted to the mixing tank so that its pressure was 12 psia.
After the hydrogen was placed in the mixing tank, either dry air or
nitrogen was admitted very slowly to yield the final pressure desired.

The air and nitrogen were passed through a "dry ice" condenser as
shown in Figure 4 to insure that no water vapor would enter the test mix-
ture from the commercially obtained compressed gases. This was necessary
because spectroscopic analysis of the air and nitrogen in their compressed
gas containers indicated slight amounts of water vapor presenﬁ. For all
mixtures the component gases were admitted slowly enough so that the gas
temperature remained virtually constant at room temperature. This pre-
caution was necessary to insure the validity of the method of partial
pressures for making up the test gas mixture. After each mixture was
made up steam was passed externally over the mixture tank. This promoted
molecular activity and mixing of the component gases to insure obtaining
a homogeneous test-gas mixture. Approximately 3 hours was required to

make up a test mixture and an additional 3 hours of steam promoted mixing
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was used. The mixture was then allowed to cool to room temperature before
use in the shock tube.

To insure the validity of the mixture proportions, two of the eight
test mixtures made up were checked spectroscopically. Both of these mix-
tures were correcﬁly proportioned, as desired, within a precision of i_l%
of the pressure measurements used to make up the mixtures by the partial-
pressure technique.

A total of eight mixtures were used in this investigation. ' For each
combustible hydrogen-air mixture there was a matched inert hydrogen-
nitrogen mixture. Molecular weight was used to match inert and combustible
mixtures since this would yield identical sound speeds and virtually
identical transport properties between the matched mixtures. The follow-
ing equation was used to perform the matching where x is the percent

hydrogen with air and y is the percent hydrogen with nitrogen.

+ 0.791 MN2) =y Mﬁe + (1-y) MN = Mhix

x + (1-x)(0.209 M
Mﬁe 0 2

2
..y = 1.032(x) - 0.032 } (36)
Equation 36 represents a molecular weight balance with air assumed to con-

sist of 20.9 percent oxygen and T79.1 percent nitrogen.

Since the amount of hydrogén in air to yield detonation is near 16
percent (51,52), the maximum portion of hydrogen used in these test mix-
tures was 15 percent. The minimum portion of hydrogen with air was 3.1
percent since this conveniently allowed pure nitrogen to be used as one
of the inert matching mixture. Listings of the proportions of the gas

mixtures used, in this investigation, are given below in Table 1.
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Table 1. Mixture proportions for combustible and inert test gases

Combustible Test Gas Mixture Molecular Weights Inert Matching Gas
3.1% H, in air 28.0 100% N,
7.0% H2 in air 27.0 4 .0% H2 in N2
11.0% H2 in air 25.9 8.2% H, in N2
15.0% H, in air 24.8 12.3% H, in N,

2

Operating Procedure

The driver gas used in this investigation was helium as supplied
commercially from compressed-gas cylinders. The test gas was either
combustible hydrogen-oxygen-nitrogen or inert hydrogen-nitrogen mixtures
prepared as previousiy described.

Diaphragms initially separating the driver and test gas were made of
Mylar polyester film. Shock-wave strength was varied by using different
thicknesses of Mylar since the driver pressure required for bursting is
directly related to diaphragm thickness. Mylar diaphragm thicknesses
used were 10.0, 7.5, 5.0 and 3.0 thousands of an inch which required
bursting pressures of approximately 150, 120, 90 and 50 psia respectively.
For a given diaphragm thickness, shock-wave strength (and therefore flow
properties) were further controlled by selection of the test gas pressure
(pl) before the bursting operation. Initial test gas pressur;s of 5, 10,
20, 35 and 50 Torr were used for each diaphragm thickness selected. These

values of diaphragm thickness and initial test gas pressure were selected

because, with few exceptions, they yielded test gas flow temperatures (T2)

-
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between 900°K and 2100°K. The intent here was to keep the temperature of
the flowing test gas above the ignition temperature of hydrogen in air but
within a temperature range where the chemical kinetics of the combustion
reactions are known. Lewis and von Elbe (53, Figure 1) show temperatures
above 853°K would provide ignition of stoichiometric hydrogen-oxygen mix-
tures for pressures between 1 and 10,000 Torr. For leaner mixtures using
alr instead of oxygen the expected ignition temperature would be higher
than 853°K. Belles and Lauver (L47) use temperatures above 1000°K in their
investigation to insure ignition of 5% H2 in air mixtures. They have also
presented the appropriate chemical kinetics which apply to this investiga~
tion (5k4).
The procedure followed to obtain a given experimental run was:
(1) select the desired diaphragm thickness and place the diaphragm
in the shock tube
(2) evacuate and outgas, by means of a vacuum pump, both the driver
and driven sections until the absolute pressure in the shock
tube was below 1 micren
(3) adjust and ready the instrumentation for recording
(4) introduce helium in the driver section to a pressure slightly
below the diaphragm bursting pressure
(5) introduce test gas into the driven section to the desired
pressure
(6) raise the pressure of helium in the driver section until the
diaphragm bursts thus generating the shock tube flow.

Since there were five initial test gas pressures used for each of
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four diaphragm thicknesses, at least twenty experimental runs were re-
quired for each of eight test gas mixture. In order to duplicate each

of the experimental runs, forty runs on each of eight test mixtures were
obtained yielding a total of 320 runs. Some of these runs were not useful
because of the flow-temperature limitation previously described, because
‘boundary-layer transition occurred too soon behind the shock wave, or
because of mistakes made in taking the data. Any run in which boundary-
layer transition occurred within 10 microseconds after passage of the
shock wave was not used. It was felt this data would be unreliable because
of lack of desired precision of recorded and calculated data this near

the shock wave where the boundary layer was being initiated. A total of
239 runs were eventually used in this investigation. Measurements, cal-

culations and reduction-of-data for each run are described in the next

section.

Measurements, Calculations and Data Reduction

Surface-temperature measurements

Instantaneous surface-temperature changes are determined from voltage-
time measurements of thin-film resistance thermometers by combining Ohm's
law with the temperature coefficient of resistance for the film as follows
below.

Ohm's Law (constant current): AE = I(AR)

temperature coefficient of resistance: o = AR/(ROAT)

combination: ¢ = AT = AE/(IROa) _ (37)
Equation 37 shows that gage current I, gage initial resistance RO, and o

are required to relate gage-voltage change to surface-temperature change.
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Heat-transfer calculations

Basic equations Surface heat-transfer rates are calculated from

surface-temperature histories by means of the one-dimensional non-steady
heat-conduction equation. The solution of this equation for an arbitrary
surface-temperature variation is given in detail by Hall (48) and
summarized below.

For the physical model, consider a semi-infinite solid bounded by a
surface at y = 0 and extending to infinity in the positive y direction.
It is assumed that the energy transfer and temperature distribution
through the body are governed respectively by the one-dimensional non-
steady, Fourler conduction equation and the Fourier temperature field

equation. These equations are given below for an isotropic homogeneous

solid.
_ KRBT _ -kbg
T (38)
32 3
26 -y (39)
3y2 ot

In these equations ¢ = T—To represents the temperature change from some
initial temperature while k and K represent thermal conductivity and
thermal diffusivity respectively. The boundary and initial conditions

are listed as follows.

() $(y,0) = 0 y 20
(i1) gim ¢(y,8) = 0 t >0 (k0)
(111)  ¢(0,8) = ¢(¢) t >0

Using Laplace transforms, Equation 39 can be changed to an ordinary

differential equation in the transform plane (i.e., the y-s plane), where
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it can be solved by conventional methods. Then, 1f desired, the solution
to Equation 39 in the actual physical plane (i.e., the y-t plane) can be
obtained by taking the inverse transform of the y-s plane solution. One
can proceed as shown in Reference 48 to obtain the equations of interest

here.

The transform plane solution of Equation 39 is given as

alo,s) = 8 fs ¢(0,s) (k1)

where B is the thermal product of the backing material and ¢(o,s) is the
Laplace transform of ¢(o,t). The physical plane solution of Equation 39

is obtained by using the convolution theorem on Equation 41 to yield

a(o,t) = =B }( 1 )3¢(o,t) at (42)
N[;f o/t -1t 9T

where T is a dummy time variable. When the surface-temperature variation

with time, as obtained by thin-film resistance thermometer, is known and

can be expressed mathematically, Equation 42 can usually be used to obtain

heat-transfer rates at the substrate surface. When the surface temperature

variation is arbitrary and cannot be explicitely expressed in mathematical

form it is more convenient to integrate Equation 42 by parts. This result

can be manipulated to give the following expression

_ B ro(oyt) 2 F 6(ost) - ¢(o,r)
qlo,t) = : [ o * 3 £ " -1)3/2 ar] (43)

Equation 43 is the basic equation used to obtain heat-transfer rates from
arbitrary surface-temperature changes. The form of Equation 43 is desir-
able because the integral term can be integrated, numerically., on a

digital computer. Hence, the surface heat flux may be any arbitrary
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function of time and still be determined as long as the thermal product,
B, is known and the arbitrary temperature history is recorded (e.g., in
the form of voltage-time oscilloscope recordings from outputs of thin-
filﬁ resistance thermometers). Before proceeding to illustrate the
numerical integration procedure, it is of interest to note some special
cases, thus, simplifying Equations 42 and L43.

When the surface heat-transfer rate is a constant value, > the
surface temperature (hence, gage voltage) will vary parabolically with

time (i.e., ¢(o,t) = constant./ t) according to the following relation

2 q
Qjo,t) = L= = constant (k)

JE e 7

Conversely, if ¢(o,t) varies parabolically with time, q, Will be constant.

This important result is used to determine B as shown in Appendix B.
When the surface experiences a step change in temperature, ¢o’ the

surface heat-transfer rate is given by the following relation

¢
2 (k5)

Jr

From Equation 45 it is evident that g(o,t) varies inversely with.J/ t.

qlo,t) = B

This important result is used to discriminate between laminar and turbu-
lent boundary layers as described later.

Combination of Equation 37, expressing the relation between surface
temperature and voltage output of a thin-film resistance thermometer, and
Equation 43‘yields the following expression relating surface-heat transfer

rate to the thin-film voltage recording.
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(0,8) = q(t) = —— [E&) 1 fEC) - Bl0) o (46)
o : Jromr St ? £ (6 - 0)32

If the voltage-time oscilloscope recording from the resistance thermometer
is approximated by a piecewise linear function using arbitrary time in-
crements Equation 46 can be changed to a form whereby numerical integra-
tion can be used for its solution. This procedure has been used by Cook
and Felderman (55) for the special case of equal time increments and their
result is presented as Equation 4 in Reference 55. For unequal time

increments the following equation may be derived as shown in Appendix D.

n E(t.) - B(t. .)
alt) = q(t ) = —=2 [ 3 1 il (47)

T fr oIR. i=1 \/t T, +\/ T %,
o) n 1i n i-1

For the special case of equal time increments At, where b = i(At) and i

is an integer ranging from 1 to n, Equation 47 reduces to the following

result.

)
alt ) = —= I g (48)

8
n 7 /6t IR [izl i + [l+n-i
J™ o W uiix

Equation 48 can also be obtained from the result of Cook and Felderman by

o E(t,) - B(t,

expansion of their summation terms followed by appropriate cancellation
and recombination, and, in addition, realizing that E(to) and t_ are
actually zero in their equation. Equation 48 is slightly more efficient
than the result of Cook and Felderman and therefore saves digital computer
time when a large amount of data must be reduced.

Calculation procedure Voltage-time traces from thin-film gages

were recorded from oscilloscopes by means of Polaroid type L6L film as
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previously mentioned. Each recording was a positive transparency which
was later enlarged by a Thermofax enlarger-printer so that a grid could
be superimposed on the enlarged voltage-time trace to determine the vol-
tage amplitude for any desired time. Typically T5, but in no case less
than 40, values of voltage amplitude and time were read from each enlarge-
ment of each thin-film output. These discrete values of voltage-time data
were used in Equation 47 to calculate heat-transfer rates for each dis-
crete time value by means of an IBM 360/50 digital computer. The flow
chart for this digital computer program and a copy of the actual program
are included in Appendix E as Figures 33 and 34, respectively.

In a test case, where Equation 4l is valid (i.e., ¢(o,t) = \/"%),
Cook and Felderman (55) have shown that three equal time intervals are
required, using their equation for the calculated heat-transfer rate, to
be within 2.8% of the true heat-transfer rate as determined from Equation
4L, In the same manner 10 intervals yield heat-transfer rates within
0.4%. Therefore, in this investigation, the minimum time used to calcu-
late a corresponding heat-transfer rate was the time at the end of the
third interval. Actually, calculated heat-transfer rates using less than
10 intervals in Equation 47 were not presented in this investigation. In
all cases 10 intervals corresponded to a time slightly less than 10 micro-
seconds, thus, if transition time océurred within the first 10 microseconds
the run was discarded.

Figures 9-a and 9-b show actual recordings of thin-film outputs while
Table 2 tabulates voltage, time and calculated heat-transfer rates for a

given thin-film recording. Figure 10 is a plot of the heat-transfer rate



Figure 9. Typical oscilloscope recordings

NOTE:

Traces a and b should be read
from right-to-left. Vertical
sengitivity is 2 millivolts
per major graticule division.
Trace ¢ should be read from
left-to-right. Vertical
sensitivity is 100 millivolts
per major graticule division
with 50 psi calibration lines
shown.

All traces have a horizontal
sensitivity of 50 microseconds
per major graticule division.
Timing marks are superimposed
on all traces at intervals of
10 and 100 microseconds.
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b) gage 3and 4 ] gage Id

¢) Pressure Trace



Table 2. Typical heat-transfer data obtained from thin-film resistance thermometer
taa Eas t, E, Q(t), ta: Ea: t, E Q(t)
grid grid 5 grid grid . >
lines lines usec mv cal/em” sec lines lines usec mv cal/cm” sec
200.0 102.5 212.7 k22 27.7 32.0 32.8 34.0 1.35 19.4
190.0 101.7 202.1 4.19 31.7 30.0 32.3 31.9 1.33 19.7
180.0 98.1 191.h L .ok 32.1 28.0 31.8 29.7 1.31 20.0
170.0 93.3 180.8 3.84 28.1 26.0 31.3 27.6 1.29 20.4
160.0 91.0 170.2 3.75 28.2 24h.0 30.8 25.5 1.27 21.1
150.0 89.0 159.5 3.67 30.7 22.0 30.2 23.4 1.24 21.2
140.0 84.7 148.9 3.49 27.1 20.0 29.8 21.2 1.22 23.3
130.0 83.2 138.2 3.43 29.8 19.0 29.3 20.2 1.20 22.7
120.0 80.0 127.6 3.29 30.3 18.0 29.0 19.1 1.19 23.2
110.0 76.3 117.0 3.1k 30.h4 17.0 28.7 18.0 1.18 23.8
100.0 72.1 106.3 2.97 28.4 16.0 28.4 17.0 1.17 25.4
95.0 70.8 101.0 2.91 28.8 15.0 27.8 15.9 1.14 25.3
90.0 69.7 95.7 2.87 31.1 1k.0 27.3 14.8 1.12 26.2
85.0 67.6 90.k4 2.78 31.4 13.0 26.6 13.8 1.09 25.0
80.0 65.3 85.1 2.69 32.2 12.0 26.4 12.7 1.08 28.0
75.0 62.3 T9.7 2.56 30.5 11.0 25.7 11.7 1.05 29.3
70.0 60.0 Th.h 2.47 30.9 10.0 2h.7 10.6 1.01 28.h
65.0 57.3 69.1 2.36 30.1 9.0 2k.0o 9.5 0.98 29.7
60.0 55.0 63.8 2.26 31.3 8.0 23.2 8.5 0.95 32.6
55.0 52.0 58.5 2.1k 31.3 7.0 21.7 7.4 0.89 31.2
50.0 48.7 53.1  2.00 30.9 6.0 20.5 6.3 0.8 31.9
45.0 45.3 LT7.8 1.86 32.3 5.0 19.3 5.3 0.79 35.2
"40.0 40.2 2.5 1.65 29.1 .o i7.3 h.2 0.71 35.h
35.0 35.2 37.2 1.45 24 .8 3.0 15.1 3.1 0.62 36.9
-33.0 33.2 35.1 1.36 20.1
#This data is from RUN 1005 of 8.2% H, in N, gage #2. Voltage scale factor is 24.3 grid lines/

millivolt and time scale factor is 0.940 grid lines/microsecond.

9



Figure 10. Heat-transfer rate history
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as a function of time for a given run as obtained from Equation 47. and
thin-film data. The drop in heat-transfer rate is nearly inversely
parabolic (i.e., q(o,t) " l/\/rg) for short periods of time. This is
characteristic of laminar flow because Bromberg (3) has shown ¢(o,t)

will be constant in laminar flow for pu constant through the boundary layer.
If ¢(o,t) is then constant for laminar flow Equation 4L shows q(o,t) will.
vary as (t)—%. This is an extremely important result because it provides

a technique of using outputs from thin-film resistance thermometers for
discriminating between laminar and turbulent boundary layers. In turbulent

1
%

flow ¢(o,t) is not constant, thus, g(o,t) will not vary as (t) This

concept is used to obtain boundary-layer transition points as illustrated

in the following section.

Transition times

In this investigation ¢(o,t) was not quite constant for laminar flow
but increased slightly with time as can be seen from Figures 9-a and 9-b.
This variation from ideal may be a result of additional heat-transfer from
the hot test gas by a radiation mode as well as an indication of variable
pu through the boundary layer. Thus, g(o.t) does not quite vary as (1:)—7/2
but instead varies as ('l:)_l/P where p was found by a least-squares curve
fit to be nearly 3 in many cases and close to 2 in other cases.

The beginning of transition is characterized by increased diffusion
and mixing of particles in the boundary layer. Hence, the heat-energy
flux to the shock-tube wall increases and continues to do so until the

boundary layer is fully turbulent. This transition process can be readily

seen from the time variation of heat-transfer rate shown in Figure 10.
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Typical transition periods for these experimental runs were in the order
of 10 to 20 microseconds.

Even though the transition process does not occur instantaneously a
transition point or time must be selected to characterize the end of the
laminar boundary layer. Correspondingly, this point was selected as that

1/p

point where the heat-transfer rate ceased to decrease as (t)” and

started to increase, thus, indicating an increased mixing or diffusion of
particles as is physically characteristic of turbulence. This technique
is different from that of others (e.g., 18,32,34) who have used thin-film
resistance thermometers, in that heat-transfer rate history is used to
determine transition rather than surface-temperature history. The advan-
tage of using heat-transfer rate is that it depends on temperature gradient
at the surface and is therefore more sensitive than temperature level.
This is extremely important when the thin-film output does not indicate a
sudden temperature change at transition but instead indicates a slightly
smoother temperature change. With this condition, using temperature level
to determine transition may not be sensitive enough to give accurate
transition points compared to the heat-transfer technique. A comparison
of values obtained by both techniques for the data of this investigation
may be observed in the tabulated comparisons of Tables 15 through 22 in
Appendix A.

To obtain transition times using heat-transfer rate history an IBM
360/50 computer program suﬁroutine was used to plot the heat-transfer rates
as they were calculated by means of a California Computer Products Model

1627 digital incremental plotter. This subroutine is a portion of Figure
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34 in Appendix E. This routine was also used to draw a smooth curve
through the data points. The transition time, as well as heat-transfer
rate at this time, were thén taken from the smooth curves as illustrated
in Figure 10. These values of transition time correspond to laboratory
time and not the actual time it takes the particle (gas time or particle
time) to go from the shock wave to the transition point. Multiplication
of the laboratory time by the density ratio across the shock wave yields
the particle time .as shown in the Introduction section.

The particle transition times and the heat-transfer rates at transi-
tion were then combined with appropriate flow properties to calculate
dimensionless Reynolds and Stanton numbers respectively. Flow-property
calculations and dimensionless variables for data correlation are pre-
sented in following sections.

Flow properties

Application of the one-dimensional conservation and state relations
across the normal shock wave yields free-stream flow properties in the
test region directly behind the shock wave. These relations are listed
below for steady flow in a constant area duct with the coordinate system

affixed to the moving shock wave.

Pyuy = Py, = P, = constant (49)
2 2 2
w u, uy
hy +—5=h,+—5=h +-—5= constant (50)
2 2 2
P, + P = P, *opyuy = Dy ot piu; = constant (51)
b b b.
% ; =3 ; = constant (52)
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The following dimensionless quantities are convenient to use in the

above relations to facilitate their solution.

Ujy = U3 /0y = u;/uy x; = Hy -1y
X%
By = {og/py) By Piy = pi/pj

Substitution of these dimensionless quantities into the conservation and

state relations yield the following set of dimensionless equations.

p1/05 = Uyy (53)
- b - 54
Ppy =1+ Ui - (Ulg)Ug (55)
Pop = Uip Ty

Solution of Equations 53 to 56 can be accomplished for any arbitrary
composition of a gaseous mixture provided the test gas composition and
corresponding temperature—enthalpy (x = x(T)) data are specified. Tables
of thermodynamic data, for the 8 mixtures listed in Table 1, were provided
by Roger A. Svehla (at Lewis Research Center of NASA) according to techni-
ques outlined in References 56 and 57. Markstein (58) has presented a
graphical method that avoids iteration procedures in solution of the con-
servation relations across shock or detonation waves. IHowever, in this
investigation, an iterative method was developed in order to use the
capacilities of a digital computer. This was necessary because of the
large amount of data and resulted in considerably less calculation time

than the graphical technique would have required.
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The iterative scheme requires known values of Ul’ pl, ‘I'l and tempera-
ture-enthalpy data for a given composition. The dimensionless shock-wave

velocity U, is determined by calculating the shock-wave velocity Uy from

1
values of measured time it takes the shock wave to travel measured distances
between thin-film detectors. With 133 and Tl measured before the shock wave
was generated, orne can combine u;s By and Tl to obtain Ul' The iteration
process can then be initiated by combining Ul with an assumed U12' For all
experimental runs in this investigation the minimum density ratio across
the shock wave was 4.5 and, by virtue of Equation 53, the minimum value of
U12 was %.5. This value of U12 was found to be convenient as an initial

assumption. The iterative process is itemized below.

(1) with Ul known and U12 assumed calculate U, from the relation

2
Up = U /U,
(2) Calculate Xo» Py, and T, respectively from Equations 54, 55
and 56.
(3) Use T21 to interpolate in the temperature-enthalpy data to
find §2.

(4) Compare X, and ié. If they do not agree within a specified
emount change U, and repeat steps 1 through L.

In step 3, Sterling's interpolation formula was used in a computer
program to find ;é from temperature-enthalpy data stored in thé computer
memory .

After several different correction methods were tried, a convenient
and efficient technique was found by forming the ratio of Xo and ;é. This

X5 ratio was then multiplied by U12 to give a new U12 for another iteration.
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This procedure was continued until the x, ratio was within 1.0000 + 0.0005.
This value was found to be appropriate since differences in T2 and Eé
(corresponding to X, and ié respectively) were not significant. Further-
more, éomparison of these calculations for the case of pure nitrogen with
the more exact partition function calculations of Bernstein (59) show good
agreement. This agreement substantiates the use of one for the value of
compressibility factor Z in this investigation. Typically, on the order
of 10 iterations were required before the X5 ratio converged to the desired
value.

A flow chart illustrating the flow-property calculations as well as
a copy of the IBM 360/50 computer program are included in Appendix E as
Figures 35 and 36 respectively.

Induction-zone kinetics

If a combustible mixture containing hydrogen, oxygen and an inert
diluent is suddenly heated and compressed by means of a shock wave to a
temperature greater than its ignition temperature (for the prevailing
pressure), its ignition is preceded by a short delay or induction period.
During the initial part of this induction period an unknown chemical
reaction iﬁitiates the production of either H, O or OH radical (47). The
rest of the induction period allows concentration of H, 0, and OH to
increase with time by means of chain-branching reactions. However, at .
the end of the induction period the resulting concentrations of free
radicals of H, 0, and OH are not appreciable with less than lO—A mole/
liter being typical (4T). In>fact, the end of the induction périod is

identified, after Schott and Kinsey (60), to be the time when 10_6 mole/

-
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liter of OH radical is produced. Recombination reactions then occur which

result in the formation of H2

energy release. Induction times range from a few to a few hundred micro-

O vapor and an appreciable amount of‘heat—

seconds for the pressures and temperatures used in this investigation.

Belles and Lauver (54) have shown that only four reactions are needed
to describe the build up of atoms and free radicals during the induction
period. First, the initiation reaction for the range of temperatures of
this experiment (900°K - 2100°K) is uncertain but has been postulated (LT)
to be:

(1) H, + 0, > 20H (57)

After a short initiation period which is only a small part of the total

induction period, the following reactions branch the chain.

(1) OH + H, + H,0 + B (58)
(1I) H + 0, ~ OH +0 (59)
(III) 0+ H, > OH +H (60).

Reaction rates ki’ kI’ kII’ kIII are available for all of these reactions
and are of the form k = A exp (-E/RT). Table 3 is a listing of these
reaction rates as well as their source.

Using heats of formation from Reference €1, it can be shown that
Reaction (I) is exothermic by 15.0 kcal/mole OH at 1500°K (the midrange
temperature of these experiments) while Reactions (II) and (III) are
endothermic by 15.9 and 1.9 kcal/mole OH respectively. Thus, the set of
chain branching reactions is endothermic by 2.8 kcal/mole OH. However,
since the production of OH radical is so small (10—6 mole OH/liter) the

3

net energy required for the induction period reactions is 2.8 x 10
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Table 3. Reaction rates

Collision Factor, A Activation Energy, E
Reaction (liter/mole-sec) (cal/mole) Reference
(1) 2.5 x 10° 3.90 x 10" 5yt
I 6.3 x 1070 5.90 x 10° 62
I 4.0 x 10%t 1.70 x 10" 5
111 1.2 x 1000 8.95 x 10° 5k

lBelles, F. E., Cleveland, Ohio. ©Suggested reaction rate replacement.
Private communication. 1965.

cal/liter. Hence, except for the possibility of vibrational relaxation
effects concerning diatomic molecules, isothermal conditions prevail
during the induction period.

As concerns vibrational relaxation in mixtures of diatqmic molecules,
White and Millikan (63) have presented a general correlation rélatiqn that
permits the relaxation time of Og,in any mixturé of 02,.H2, Ar and N2 to be.
estimated. Subsequently, they discovered (6L4) that H, is extremely
effective in collisionally exciting the vibrational degrée of freedom of

0,, thus, the vibrational relaxation time of 02_with H2 present is much

2’

faster than their correlation relation indicates. Asaba et al. (65) in a

shock-tube study of H2 - Oz_reactions, show that the greatest contribution

to O2 relaxation comes from collisions with H2= even when H2 is in concen-
trations lower than 1%. Calculations by Belles and Lauver (54) of the
vibrational relaxation times for 02 in Hg-air mixtures gave much faster

relaxation times than induction times because of the presence of H2. For

example, at 1500°K, their observed induction times were 6 and 10 times
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longer than calculated O, relaxation times for 5% H2-95% air-and 20%.

2
H2-80% air respectively. They also point out that the N2 relaxation times
are much faster than induction times because of the exchange of vibrational
energy from the easily excited‘Oe, The vibrational relaxation time of H2 ‘
in H2—gir mixtures has not been measured, has not been reliably calculated
(54), and is, therefore, unknown. White and Moore (66) have found this
relaxation process so fast that it could not be resolved interferometrical-
ly in their experiments. Thus, it is believed the effect of H2 vibrational
relaxation on induction time is very small if not negligible.

Since the induction period comes before the heat-energy release re-
actions, and because vibrational relaxation times of all species present
in the combustible mixture are very much shorter than thé induction time
(65), the temperature of the induction zone during most of its history will
be the thermal-equilibrium value. Furthermore, since the resulting con-
centrations of atoms and free radicals are so small, the chemical composi-
tion of the mixture (hence, mixture molecular Weight) rémains virtually
constant throughout the induction period. The induction period is thus
characterized by thermal equilibrium with slight chemical non-equilibrium
where pressure, temperature, and reactant concentrations remain nearly
constant. The induction zone temperature, pressure and composition are
taken as thoe calculated through the shock wave for a fixed chemical com-
position. These calculations have been previously explained in the Flow-
properties section. Calculated equilibrium temperatures in the induction

zone behind the shock wave ranged from 900°K to 2100°K while the corres-

ponding pressures ranged from 100 to 1100 Torr. Calculation of induction

v
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times depend on these thermodynamic properties as well as the reaction
rates given in Table 3 and are obtained by solution of the chemical kinetics
of the induction zone as explained below.

In order to calculate the time variable concentrations of H, 0,.and
OH during the induction period it is necessary to integrate the following

set of differential-rate equations based on reactions (i) through (III).

dg,SH] = —kI[He][OH] + kII[OQ][H] + kHI[HE][o] * 1oy (61)
517[1%]—= kI[H2][OH] - kII[Og][H] + kIII[HE]'[o] + i (62)
o) - x o )m] - k(81000 + 4 (63)

In these equations, k's are the reaction rate constant, [ ] represent con-
centrations, and i's represent rates at which the atoms or radicals are
generated spontaneously. Belles and Lauver (47) have numesrically inte-
grated these rate equations for a 5% H2 - 95% air mixture and they were
used to explain the chemiluminescence of hydroxyl radical during the in-
duction period in their investigation. Their calculations show that
during the induction period the time dependence of free radical concentra-

tion is exponential and is given as

(H] . _ [o]  _ [om] _ t
(el = Tol_ = Toml_ = @) (64)

where t is the time, To is the exponential time constant, and concentrations
with subscript zero are obtained by extrapolation of the calculated time-.

variable concentrations to zero time.

Brokaw (52). has presented an approximate technique for obtaining an

analytic solution to Equations 61 through 63 that gives excellent agreement
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with the results of numerical integrations by Belles and Lauver.

Induction times

The results obtained by Brokaw (52). are used herein. He has obtained

the following relations which are applicable to. this investigation.

7
2

. % .
2kaIII[{l+(8kII[02]/kIII[H2])} - 1]

: (65)
e F |e# (eI, 1/w, [0, 1T (B [0, ]/ [H,1)FE + 1))

[OH]O.= 2 ki[OZ]/kI (66)

Combination of Equations 64, 65 and 66 yield the following relation for

induction time t, where [oH] = 10—6 mole/liter.

, ‘ -6
2 2+[1+(kI[H2]/kII[02])][{1+(8kII[02]/kIII[H Dy + 11 k (1077)
N P o (81, 10,1/ [8,]) %41 [2k [0,] )
pEprritlt pl/epp [ 101 + 1

(67)

Belles and Lauver (54) point out that large errors can be made in
[OH]O‘Without appreciably affecting the result calculated from Equation
67. This is extremely important because they stress that thére is no in-
dependent evidence as to the rate constant or evén the occurrence of
Reaction (i).
' Excellent agreement between experimental data and Equation 67 has been
obtained. The data covers a range of [H2}/[02] ratio from 0.0075 to 24, a
temperature range from 1000°K to 2000°K, and include observations in H,-air,
H O -Ar, and HE-—O2 mixtures. Comparisons and discussions of these experi-
ments are made in Reference 5k.

In this investigation Equation 67 is solved for induction time by an

IBM 360/50 computer in a subroutine of the Flow-Property Calculation
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program previously described and is presented as a portion of Figure 36 in
Appendix E.

Dimensional analysis

In order to predict a basic set of suiﬁable dimensionless variables
for data correlation, a dimensional analysis must be performed on the flow
model. The differential-equation method is used here instead of either
the Buckingham or Rayleigh methods. The advantages of this approach are
that the dimensionless groups are obtained directly in the logical form
for use and this method possibly conveys more clearly the meaning of the
derived dimensionless groups (6T7). Thus, the differential equation
technique is more efficient to use than the other methods. However, it
does require more knowledge of the nature of the problem since the
appropriate differential equations must be known. For the case of an
inert gas, Equations 1 through 7 in the Flow Model section apply. Equa-
tions 1 through T are non-dimensionalized by defining an appropriate set
of dimensionless variables, such as those given below, to replace the

dimensional variables in these differential equations:

u¥ = u/uoo v¥ = V/uoo
2
h* = h/u_ p* = p/p
1

T* = T/T_ U, = u (e, /p,)" (68)
p* = o/p vE = v/v_ =V op_[u

* = c¥ = ¢ c

u w/u 5 P/ -

x¥* = X/X. y* = y/x

% = T/P k¥ = k./k.
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Substitution of the above definitions into.Equations 1 through T yield
the following dimensionless relations:

(a) continuity

o) L 2B (69)
(b) momentum
o B B e e 2 (0)
oo e ay*
(c) energy
PR:) il %% oh¥ _ Ke oo 3 ,ﬁ*' dh¥
PTUTE TPV gy T [(cp uw)(pmuwxm)] dy* Pr¥ ay*)
o] e (E)? (12)
(d) state
p* = p¥R¥T¥* . (72)
(e) wall shear stress
Po i Heo Ju*
R (13)
and (f) wall heat flux
o = [(Piwup;:xm)(_p;:”)] SoF S (74)

In Equations TO through T4 the reference variables are specially
grouped within brackets. Each group is dimensionless and will be

recognized by the following names.
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Reynolds number: Re = =——

Stanton number: St = &-= - a
¢ pu{h_~h )
r oW
pe
Prandtl number: Pr = __;R

Dimensionless velocity: U = u(%?

M = —
\/Tr

The set of dimensionless differential equations will apply to a two-

(Note: Mach number

dimensional, steady flow, laminar boundary layer of an inert gas with

zero pressure gradient. For two given flow situations governed by Equa-
tions 69 through T4, flow similarity will exist when the dimensionless
parameters in brackets (i.e., Reynolds number, Prandtl number, Stanton
number and Mach number) are equal in the two cases. Hence, some appro-
priate combination of these dimensionless parameters should come very close
to correlating the data in this investigation.

An appropriate reference length X_ must be selected in thils investiga-
tion to characterize boundary-layer transition. All other reference
quantities are taken, for convenience, to be free-gtream equilibrium
values above thé boundary layer. The exact form of the dimensionless
parameters and characteristic transitioq length found to correlate data

of this investigation are presented in the Results and Discussion section.
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RESULTS AND DISCUSSION

Raﬁge of the Experiménts

For a given mixture of test gas at room temperature free-stream flow
properties were varied by selection of initial test gas pressure and con-
trol of the shock-wave strength by selection of different Mylar diaphragm
thicknesses to yield free-stream temperatures before combustion from 900
to 2100°K, free-stream pressures from 100 to 1100 Torr, and shock-wave
Mach numbers from 3.5 to 5.5. Tabulations of flow properties are pre-
sented in Appendix A in Tables T through 1kL.

Heat-transter rates, transition times and induction times are
tabulated in Tables 15 through 22 of Appendix A.

ideal flow duration times were calculated and then decreased by 50%
to obtain a "rule-of-thumb" (8) estimate of actual flow duration. A plot
of estiméted flow duration as a function of velocity factor ul(U—l) is
included as Figure 25 in Appendix A.

Transition times presented in Tables 15 through 22 include those
obtained from both surface-temperature histories and surface heat-transfer
rate histories. There is some disagreement betwéen the two methods in
several cases, therefore, the values from the more sénsitive heat-transfer
rate history have been used in this investigation. Values of these transi-
tion times are nearly always much larger than induction times and well
within estimated flow duration times. This precludes boundary-layer
transition caused by either contact surface arrival or initial heat-energy
release portion of the combustion process. This allows the measured and

calculated data of this investigation as presented in Appendix A to be
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used for studying effects of heat-energy flux on boundary layer transition.

Correlation of Data

Dimensional considerations

To accomplish the stated objectives of this investigation correlation
of experimental data must be made in such a fashion to show the effect of
incident heat-energy flux on boundary-layer transition. As indicated in
the Dimensional Analysis section the dimensionless Stanton number, Reynolds
number, Mach number, and Prandtl number should combine in an appropriate
way to permit such a correlation.

The Prandtl numbers for the gas mixtures of this investigation are
between 0.57 and 0.70 and do not vary appreciably within a given mixture
for the range of pressures and temperatures used herein. This may be ob-
served in Tables T through 1Lk of Appendix A. Thus, Prandtl number shoﬁld
not have a significant effect on the data correlation of this investiga-
tion; With this idea in mind correlation was attempted using Stanton
number, Reynolds number and Mach number.

The Mach number selected was that of the moving shock wave since it
is unique in that it characterizes both the flow Mach number and the
strength of the shock wave that induces the flow. The shock-wave Mach

number, Ms’ was determined by the following relation.

ul ul / M

— (75)
1 / Y 8, Ru T

Stanton numbers were used to represent heat-energy flux measured at

M =
S

transition and was calculated by the following equation.

-
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_ a ‘
St, = 5 S5 (76)

A transition Reynolds number based on an appropriate transition dis-
tance was used to represent boundary-layer transition. The relation to

calculate this Reynolds number is

Uy %y

p
Re, = =2 (77)

t My
where X represents a characteristic transition length which will be dis-
cussed in a later paragraph. The flow properties in Stanton and Reynolds
numbers were evaluated at the free-stream temperature for convenience.

The effect of using a different temperature for property evaluationlis

small and is illustrated in a later paragraph. The free-stream velocity

is used because it is the velocity above the boundary layer in the steady-
flow coordinate system. This is the coordinate system for which flow model
and boundary-layer equations, as given in the Introduction section, apply.
However, Mirels (15) and Hartunian et al. (32) use the free-stream

velocity (u2 - ul) based on the unsteady-flow coordinate system even

though their flow models are based on a steady-flow coordinate systemn.

Their velocity is that of the flow relative to the wall. Their reasoning
for using this velocity is that their Reynolds number will reduce to the
conventional flat-plate value when uy is zero. It should be noted, how-
ever, that the Reynolds number used herein is already in the form applicable
to conventional flat plate flow. Another feature of using the flow

velocity relative to the wall is that the vélocity profile through the

boundary layer is the same shape as those of conventional flat-plate
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boundary layers. The relative merits of this feature may be questionable.

Before proceeding to determine a correlation équation from a dimen-
sional analysis viewpoint alone, it was felt desirable to analyze the data
from a statistical viewpoint. There were two important reasons for using
the statistical approach. First, the statistical approach would indicate
the important dimensionless variables influencing the variation of experi-
mental data. Thus, a check on the results of dimensional analysis would
be provided. Second, a correlation equation might be obtained to repre-
sent the data variation by means of regression analysis.

Statistical considerations

Both the statistical analysis of data and regression analysis were
made by Mrs. Gretchen Snowden of the Iowa State University Statistical
Laboratory on the computation center's IBM 360 Model-50 digital computer
by means of a "stepwise" regression analysis.

Detailed explanation of statistical testing procedures including
regression analysis are contained in standard textbooks such as Snedecor
(68) and Bartee (69). Only a brief summary follows. The analysis was
carried out by first determining the most significant independent variable
and then, in turn, according to a preselected mathematical model fitting
a curve through tﬁe data by the method of least squares. This process
was then repeated using both the most significant and second most signi-
ficant independent variables. Repetition of this process (hence, the
reason for the connotaticn "stepwiseﬁ) was continued until all significant

independent variables were determined and used in the least-squares curve

fit. The equation of the curve passing through the data would then be the
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desired correlation equation provided the curve fiﬁ was good enough. The
so called multiple-correlation coefficient was then calculated since it
is typidally used as a measure of goodness of fit of the mathematical
model (regression equation) to the déta (68,69).

In this investigation the Stanton number was taken as the dependent
variable while the possible independent variables were selected from
several predefined dimensionless numbers such as temperature ratio,
pressure ratio, density ratio, Prandtl number and Reynolds number, to
name a few.

The form of the mathematical model was chosen as

b bl b2 b
Y = (constant) ° D T ¢ n (78)

where the dependent variable Y is Stanton number, the X's are possible
independent variables, and the b's are constants called regression
coefficients. This model was chosen because it is the form found most
effective in correlation of heat-transfer data from fluids flowing in
ducts and pipes (70).

To test the hypothesis that any proposed independeht variable had a
significant effect on the dependent variable the F test was used. At a
preselected probability level (or significance level) calculated values
of F were obtained from the variance (standard deviation squared) of the
appropriate variables and compared to values of F found in published tables.
If'the calculated F value exceeded the table value, the hypothesis was
accepted. The significance level is the risk the investigator is willing

to take in being wrong when accepting the hypothesis. At a significance

>
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level of 0.05 the table value of F was typically close to 2.0 therefore
an F value of 2.0 was always used in the computer program for comparison
with the calculated F value.

The results of the stepwise regression analysis were not entirely
successful in that a correlation equation was not obtained. However, the
significant variables from a statistical viewpoint were determined. As
expected, Reynolds number was consistently found to be the most important
variable in all of the test mixtures. The only other variables con-
sistently included as significant were those that were measures of shock-
wave strength such as T21’ PQl and p2l' Sometimés two or more measures
of shock-wave strength were indicated as significant in a given mixture.
This has littie practical meaning since one measure of shock-wave strength
shouldAhave been enough. Sometimes various other dimensionless numbers
such as Prandtl number or flow Mach number were indicafed as significant
but not in any consistant manner and not highly significant compared to
Reynolds number or shock-wave strength. At times these inconsistent
dimensionless numbers had extremely high b values. It Wés decided after
discussions with G. Snowden:L that such inconsistencies were invalid. The
ratio of induction time to transition time was selected as one of the
dimensionless X variables. At the significance level chosen it was found
to be unimpértant in correlating the data. This verified that boundary-
layer transition was not essentially related to initial heat-energy

release of the combustion reactions.

1 . . . .
Snowden, G., Ames, Iowa., Discussions of regression analysis.
Private communication. 1966.
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A correlation equation to fit all the mixtures could not be obtained
because the regression coefficients (b values) kept changing from mixture-
to-mixture. For example, the b values on Reynolds number varied from
-0.44 to -1.22 in an inconsistent fashion throughout the mixtures. This
was partly due to the lack of selecting a single measure of shock-wave
strength as mentioned in the previous paragraph. It was also partly due
to the dimensionless variables which were not consistently significant
throughout all test mixtures. However, it should be noted that multiple-
correlation coefficients were always greater than 0.77 and as high as 0.96.
Values close to 0.85 were common. This means that typically about 85% of
the variation in the dependent variable was accounted for by variation of
the independent variables according to the mathematical model selected.
The other 15% was attributed to lack of fit of the mathematical model,
unconsidered variables and experimental error. Thus, at least the form
of the mathematical model was approximately correct.

These results from statistical analysis surely complement those from
dimensional analysis in that Reynolds number and a measure of shock-wave
strength (perhaps shock-wave Mach number) should combine with Stanton
number to correlate the experimental data. Further, by fixing some of
the b values and dropping unimportant variables from the regression equa-
tion one might obtain a correlation eqﬁation to fit all test mixtures.
However, in doing this, the multiple regression coefficient (goodness of
fit) would be expected to drop as the number of variables and therefore
degrees-of-freedom would be decreased. With these ideas in mind a trial-

and-error approach was then attempted.
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Final correlation

A parameter for which there is some theoretical basis (70) and is
sometimes used for correlation of heat-transfer data in laminar flow
(32,70) up to boundary-layer transition is the product of Stanton number
and square root of Reynolds number. The use of this parameter was

attempted according to the following expression

(st / Re)t = F(Ms) (79)

The form of the function F(MS) was determined from the data. A very
simple result was found which would approximately correlate the data of

all test mixtures. It is

6 = m(Ms—l) (80)

(st Rea)

where m is a particular constant for each given mixture.
In obtaining this correlation equation there were three important
findings. First, either absolute flow velocity (u2) or flow velocity

relative to the wall (u, - uW) yields the same value for this correlation

2
parameter. Thus, one does not have to worry about which velocity best
characterizes the flow in using St\/_ﬁg for a correlation parameter.

Second, evaluation of fluid properties at a temperature other than
the free-stream value had little effect on obtaining better data correla-~
tion for a given mixture and heat-flux gage. This is illustrated in the
top two plots of Figure 1l1. Free-stream temperature (T2) was used for
fluid property evaluation in the first plot while Eckert's (71) "reference
temperature" (T*) was used in the second plot.

Third, and probably most important, the appropriate transition length
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to use in the Reynolds number was found to be boundary-layer thickness at
transition rather than the distance from the shock wave to the transition
point. This fact is illustrated in the bottom plot of Figure 11 where
considerable improvement in correlation can be observed compared to the

top plot of that figure. Furthermore, it seems reasonable that a boundary-
layer thickness should be the important length because this is the length
over which the thermal resistance to the incident heat-energy flux occurs.
Strictly speaking the appropriate boundary layer thickness to use would

be that of the thermal boundary layer (A). However, the thickness of the
velocity-boundary layer (8) should correlate the data just as well because

the two thicknesses vary approximately according to the relation (72)

= (pr)7* | (81)

o[>

when frictional dissipation is not neglected for steady flow of a constant
property fluid over a flat plate. Thus, for the conditions stated, when
the Prandtl number is 0.6 the thicknesses differ by approximately 11%.

In this investigation, where the flow moael is different by one boundary
condtition from that of a flat plate, & cannot be obtained without solving
a non-linear differential équation. However, § can be éetermined as

shown in Appendix D by the following relation as developed from a Karman-—

Pohlhausen integral approach.

(82)

§_ _a
% .

JRe, J1+1U
In this relation the constants a and b depend on the degree of polynomial

used for the velocity profile in the Karman-Pohlhausen .technique of

.



Figure 11. Illustration of correlation improvement
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solving the boundary-layer equations in integral form. It is interesting
to note that these constants are identical to those obtained in conven-
tional flat-plate flow for a given degree polynomial representing the
velocity profile and, for a third degree polynomial, become 4.64 and 1.693
respectively. Also, the difference between shock.tube boundary-layer

thickness and that of conventional flat-plate flow 1s the factor </ 1 + bU.

Consequently, a shock-tube boundary layer is thinner than that of conven-

tional flat-plate flow for corresponding x values.

Experimental Results

Presentation of data

The data in final form is presented in Figures 12 through 19. For
each figure the top three plots represent data from thin-film gages 1, 2
and 4 respectively and the bottom plot is the average data of the three
plots above. The heat-transfer data from gage 3 was not used because it
gave erratic results compared to the heat-transfer data of the other
gages. Furthermore, as indicated in Appendix B, gage 3 would not recali-
brate properly for B after the experimental runs had been made. However,
gage 3 was still useful as a shock-wave detector and its output was used
for determining shock-wave velocities and corresponding shock-wave Mach
numbers.

The experimental data from each individual gage follows the same
general trend as can be observed in Figures 12 through 19. However, there
is some variation in the correlation parameter St\/—ﬁgg among gages from

a given run. No consistent pattern to this variation was noticed and it

[ 4



Figure 12. Correlation results for pure nitrogen
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Figure 13. Correlation results for 4.0% hydrogen in nitrogen
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Figure 1k. Correlation results for 8.2% hydrogen in nitrogen
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Figure 15. Correlation results for 12.3% hydrogen in nitrogen
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Figure 16. Correlation results for 3.1% hydrogen in air
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Figure 17. Correlation results for 7.0% hydrogen in air
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Figure 18. Correlation results for 11.0% hydrogen in air
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Figure 19. Correlation results for 15.0% hydrogen in air
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was therefore presumed to be random. If this variation is random, the
average data as presented will be a better representation of the results
of an experimental run than results from any one of the individual gages.
Thus, conclusions drawn from this investigation are based on trends of
the average data.

Precision of data

The precision or measure of uncertainty in the data has been found
by the suggested technique of Kline and McClintock (73) .and Beers (Tk)
for single-sample experiments. This technique is described and used in
Appendix C to determine the precision of the correlation parameter St vrﬁg
and shock-wave Mach number M_. These precisions are + 10% and + 3% of the
variable values respectively and they represent the range or uncertainty
interval within which the actual values of the variables are believed to
be according to a specified probability level. Herein the experimenter is
establishing 20-to-1 odds (95% probability) that the value of the variable
is within the range (uncertainty interval) given.

The scale factors and smallest scale division on the data plots were
selected according to these respective values of uncertainty so that the
data presented would not be unduly distorted by any particular plotting
technique.

Data trends

An apparent trend of the data is that the correlation parameter
St\jrﬁgg increases nearly linearly with Ms and is zefo when MS is one.
This trend is different from that of Hartunian et al. (32) in that they

found no effect of Ms within the scatter of their data. To check this
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trend so the data would "speak for itself'" a straight line was fit by the
method of least squares to the average data of each mixture and a test of
the goodness of fit was performed by a method presented in References T5

and T6. First, a correlation coefficient € was obtained by the following

relation as given in Reference 75.

e = Nixy - IxIy . (83)
2 .
[wzx® - (z0)Hy® - (29)%}]

In this equation, x and y represent Ms and St.Vfﬁgg respectively, N repre-
sents the number of data points, and the summations are carried from 1 to
N. An e of one represents perfect correlation and an e of zero represents
no correlation. Because of random error e will be scmewhere between zero
and one. After € had been determined for each mixture it was necessary
to know hov large it must be in order to indicate a significant correlation
between the variables Ms and St\/ﬁﬁgg. Thus, it was necessary to find the
probability of obtaining by chance the value of & for each mixture if the
variables were not really related. Equivalently, for a given probability
levei it was necessary to find the value of e expected 1f the variables
were not really related. Tables have been presented (75,76) to.obtain
such information. A "rule-of-thumb" presented in Reference 76 in inter-
preting values of € is to regard the correlation significant if there is
less than 1 chance in 20 (a probability of 5%) that the value will occur
by chance. Thus, if the calculated e exceeds the table value of £ a sig-
nificant correlation exists with a probability of 5% of having drawn the

wrong conclusion. Table 4 is a tabulation of the calculated values of €

for each mixture and corresponding values of ¢ at both the 5% and 1%
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Table 4. Correlation coefficients for goodness of fit test

Mixture gﬁﬁs Calcilated at 5% proiability at 1% prozability
100% N, 35 0.927 .337 435
L.0% Hé in N, 33 0.829 3k o WJhhe
8.2% Hy in N, 31 0.847 .355 456
12.3% H, in W, 29 0.769 367 170
3.1% H, in Air 36 0.901 .330 ok
7.0% H, in Air 31 0.769 .355 456
11.0% H, in Air 21 0.762 433 .5k9
15.0% Hé in Air 23 0.743 413 .526

probability levels.

As shown in the above table the straight lines fitted to the data
give a significant correlation of the data with less than a 1% probability
of being wrong.

Within the precision of the data, five of eilght mixtures had straight
lines passing through zero for St~V[§;; at an Ms of one. Two other mixtures
had values close to this zero but not zero within the precision of the data.
It 1s interesting to note that all of the inert runs were in the group
that had slopes passing through this zero. A plausible explanation of the
data passing through this point might include the following reasoning.

When MS is one the shock wave becomes an acoustic wave with only
extremely‘small changes in pressure, temperature and velocity across the
wave. This would result in essentially zero heat-transfer to the wall of

the shock tube since the initial test-gas temperature is the same as the
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wall temperature. Consequently, the Stanton number would be expected to
be zero and the product St\/TE;; would also be zero for finite Reynolds
number and a shock-wave Mach number of one.

By plotting the data in the manner shown, one then gains the advantage
of an additional point through which any curve or line fitted to the data
must pass. Straight lines passing through this point were then obtained
by the method of least squares for the average data of all mixtures. This
was to provide a consistent form of correlation eguation for all mixtures.
These straight lines are shown on all of the average data plots. Similar-
ly obtained lines are shown on the data plots of individual gages and fol-
low the indicated trend of the average data. It is significant to note
that, within the precision of the data, the slopes of straight lines pass-
ing through average data of all inert mixtures are nearly identical. The
slopes of straight lines passing through average data of the combustible
mixtures increase with percentage of hydrogen contained in each combustible
mixture. A tabulation of the straight line slopes 1s presented in Table 5
below. The ratio of combustible mixture slope to the average of the inert
mixture slope is also presented.

The following equation has been.found to relate the slope m to
hydrogen content of the combustible mixture and is illustrated in Figure
20.

%H2

m, = 0.327 + 2.79 (IBE) (84)

Equation 84 is only valid between 3% and 15% hydrogen in air. This

corresponds approximately to the range of hydrogen content between the



Figure 20. Variation of slope m, with hydrogen content
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Table 5. Slopes of correlation lines through data of Figures 12 through 19

n /m,
(] 1
Inert Combustible
Compositions Slope, m, Compositions Slope, =R Slope ratio
100% N2 - 0.26 3.1% H2 in Air 0.33 1.22
L.0% H2 in N2 0.28 7.0% H2 in Air 0.34 1.26
8.2% H2 in N2 0.28 11.0% H, in Air 0.36 1.33
12.3% H2 in N2 0.26 15.0% H2 in Air 0.39 1.4k

lower flammability limit and the lower detonation limit for hydrogen in
air mixtures. Equation 84 allows data from all combustible mixtures
composed of hydrogen in air and containing more than 3% hydrogen but less

than 15% hydrogen to be represented by the correlation equation

w2
(st /Reé)t = (0.327 + 2.79 {—l—(%} ) (Ms - 1) (85)

The data of all inert mixtures of this investigation may be represented

by Equation 86 given below
(st ) Reg), = 0.27 (M, - 1) (86)

Effect of heat-flux on transition

To arrive at a relation which would indicate the effect of heat-flux
on transition the ratio of the correlation equation for a combustible

mixture to that of its matched inert mixture was formed. This equation

is
(st [Reg)y 4 (M - 1)
c_._¢ _ s ¢ (87)
(st [Re.), ™5 (Mg-1)3

8%,
i

-
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[
where the subscripts ¢ and i represent "combustible" and "inert" respective-

ly. The ratio form of Equation 87 is extremely important in that uncon-
trolled factors in the experiment would tend to be cancelled out and only
the effects of heat-flux on transition indicated. Such uncontrolled fac-
tors include shock-tube wall surface roughness, free-stream turbulence
level other than that caused by combustion, and any other anomalous factor
unique to the particular shock tube used in this invéstigation.

The slope ratio mc/mi is a constant greater than one for a given set
of matched mixtures as shown in Table 5 and it increases parabolically with

percent hydrogen according to the following relation

2

2
160/) (68)

m, %H
— = [1.21 + 10.33 (
i

One can show explicitly the effects of heat-flux on boundary-layer
transition by éimplifying Equation 87 according to the following restric-
tions.

1. Select any given set of matched mixtures herein so that molecular
weight M fixed. This will allow the velocity-of-sound aq at a
given value of Tl to be identical for both mixtures since the
matched mixtures have the same specific heat ratio of 1.4k in

this investigation.

2. Select P T. and Ms' These are to be the same for both mixtures.

1> 71
These restrictions are important because they involve the exact variables

an experimenter can fix or control in a shock-tube experiment. The dimen-

sionless parameters in Equation 87 can be rewritten in terms of actual flow
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variables so appropriate quantities can be cancelled according to the
restrictions listed. Thus using the continuity and state equations

respectively in combination with the Stanton number from Equation T6 yield

R T
- qt u 1 (89)

t M Plul(hr—hw)

St

The steady flow energy equation across the shock-wave in the free-stream
combined with the definition of recovery factor can be used as shown below

to replace (hr - hw) in Equafion 89.

= hr ~ h2
ho - h2
by -h =h -h =(h-h) - (b-h,)
= r(ho—he) - (hl"hz)

Luy)? = H(u)? - (w)F)

(ul)2 ' (1-r)
—5— {1 -5 (90)

2 U

Comtination of Equation 89 with Equation 90 and forming the ratio of
Stanton numbers ore obtains
: 2
(st,), (ag), {1 - (1-r)/U07},

] (92)
(56,0,  (a); (5 - (1-r) /0%

The Reynolds number may be manipulated by using Equation 82 to yield

6t a . /(Rex)t
(Reé)t = (Rex)t ;; = (92)

/ 1+ bU
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From the definition of Reynolds number and mass conservation across the
shock wave we have from Equation TT
PyuEy P M X

(). = (22)
Re = (— =
Xt eyt My RyTMo

(93)

By combining Equation 92 with 93 and forming the ratio of Reynolds numbers

one obtains

1
z

(Rest)c _ (‘V/l+bU)i \/(Xt)c ‘V/ku2)i §

(Reat)i ) (S0, [ ) ), .
Substitution of Equations 88, 91 and 94 into Equation 87 yields
F (U,r., x ). & 0. 2
E:ziz = FEEU’ri’:ii Ex:§z]u [1.21 + 10.33 (log) ] (95)
where the function F(r,U,ue) is given by
1 1
F(0,rp0m,) = [1 = ((1-r,) /PHIL( + b0, 1 [2001" (96)

Figures 21 through 24 show there is insignificant difference between the
functions FC and Fi at any given value of shock~wave Mach number for the
matched sets of mixtures in this investigation. Tables 23 through 30 of
Appendix A are detailed tabulations of data used in Equation 96 to evaluate
F(U, P “2)' Table 6 below is a summary of slopes, ordinates and correla-
tion coefficients for straight lines fit through the data presented in
Figures 21 through 24.

Taking the ratio Fc/Fi to be unity allows Equation 95 to reduce to

the following significant result of this investigation



Figure 21. Variation of F with Ms for a molecular weight of 28.0
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Figure 22. Variation of F with MS for a molecular weight of 27.0
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Figure 23. Variation of F with MS for a molecular weight of 25.9



121

(o]: 34

09¢

ove

v NI % %011 o
M %ze +

N

o, 23

-

-{oce

~0v'6

(3" 2nyg



Figure 24. Variation of F with M, for a molecular weight of 24.8
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Table 6. Summary of least squares fit of straight lines to data of
Figures 21 through 24

Mixture Correlation

Composition QOrdinate Slope Coefficient
100% N, 5.12 0.70 0.99
4.0% H, in N, 5.17 0.70 0.99
8.2% H, in N, 5.29 0.67 | 0.99
12.3% H, in N, 5.52 0.66 0.99
3.1% H, in air 5.21 0.70 0.99
T.0% H, in air 5.18 0.70 0.99
11.0% H, in air 5.21 0.69 0.99
15.0% H, in air 5.26 0.68 0.99

1 2 1
E:;z - [%J[Ez’z;ilﬂ C 2035 G 1[&52@ (s7)

Equation 97 shows explicitly the effect of heat-energy flux on boundary-
layer transition for a given value of hydrogen content in the combustible
mixture. It should be emphasized that Equation 97 is only wvalid for
hydrogen contents between 3% and 15% and may not be extrapolated outisde
this range because of the flammability and detonation limits previously
mentioned. Examination of this result shows the boundary layer is stabi-
lized (longer transition distance Xt) by heat-energy release above the
boundary layer only as long as the additional heat energy due to combustion
does not allow (qt)c/(qt)i to be larger than mc/mi. Otherwise, the

boundary layer is destabilized and the transition distance (Xt)c becomes

).

less than (xt N
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Although transition reversal has not been observed in shock tube
flows, Equation 97 indicates it is possible. Further, such explicitness
in showing the effects of heat-energy passing through the boundary layer
on boundary-layer transition has not been presented in available litera-
ture. Instead, plots of the ratio of free~stream to wall temperatures as
a function of Reynolds number have been used (32). This temperature ratio
alone does not necessarily indicate the actual quantity of heat-energy
passing through the boundary layer to the wall. This is especially true
if radiation modes of heat-energy exchange are present. Furthermore,
results of dimensional analysis do not show temperature ratio to be im-
portant in correlating data but instead show Stanton number to be important
along with Reynolds number, Mach number and Prandtl number. Thus,
measurements of heat-energy transfer to the wall are necessary before
one can be guantitative as well as qualitative in determining the effects

of incident heat energy on boundary layer transition.
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SIGNIFICANT FINDINGS AND RECOMMENDATIONS

In attempting to satisfy the objectives of this investigation the

following items were found.

1.

Boundary-layer transition could be correlated with heat-energy
transfer through the boundary layer to the wall in terms of

dimensionless parameters by the relation

(st / Res)t = m(Ms - 1) .

The factor m was found toc be approximately constant at a value
of 0.27 for the inert test gases used in this investigation.
For the combustible mixtures m was found to vary parabolically

with percent hydrogen according to
2

%H
2}

100

m, = [0.327 + 2.79 {

For a fixed set of initial shock-tube conditions and a given
shock-wave Mach number the effect of heat-energy release
above the boundary layer on boundary-layer transition was

governed by the relation

(o), m (Xt)i% -y - (x, i%;—
zz;:y; = [Egﬂ[zga:z:] = [1.21 + 10.33 {lOO} ][(Xt)c]

This relation indicates the boundary layer may be either
stabilized or destabilized depending on the magnitude of the
heat-transfer ratio relative to the ratio mc/mi.

The significant length in transition Reynolds number was found

to be boundary-layer thickness at transition rather than

.
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distance from the shock wave to the transition point. No
attempts were made in this investigation to use either
"momentum" or "energy" thicknesses for characteristic lengths.
Further work should include such attempts.

Evaluation of fluid properties at Eckert's reference temperature
had little effect on improving data correlation over that based
on fluid properties evaluated at free-stream temperature.
Surface heat-transfer rates are more sensitive than surface
temperature in determining boundary-layer transition. In
addition, heat-transfer rate histories provide measures of

time for the entire transition process to occur while surface-
temperature histories do not. Thus, surface heat-transfer
histories yield more information than do surface-temperature
histories. Further comparison between these two techniques

for determining boundary-layer transition are needed.

Free-stream properties behind the shock-wave and before combustion

were calculated equilibrium values. No other measure of flow
temperature during the induction period or during combustion
was obtained. Continuous temperature measurements, possibly by
optical means, should be considered in further studies of this
nature. Measurements of turbulence level in the free-stream
should also be attempted.

Heat-energy release above the boundary layer was obtained by
means of hydrogen burning in air. Additional experiments

should be made using some other mode of energy release in

-
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order to check the results herein. Combustible gases with
specific heats different from 1.4 should also be tried.
Experiments such as these should be obtained in shock tubes
of different geometry to determine if geometric factors cause
an important variation of the data or if the techniques used
in these experiments have indeed cancelled geometric factors.
Uncertainties in the correlation parameter St\/7§; and
shock-wave Mach number MS were found to be i_lO% and i_3%
respectively. Uncertainties in heat-transfer rates were

the predominant factor in causing the stated uncertainty of
the correlation parameter. Thus, efforts to improve uncer-
tainties in the correlation parameter should start with

improvement of uncertainties in heat-transfer rates.
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Table 7. Flow properties for SLOO%,N2

Egge BRn M Po1 Toy Ho ko p Pr,
Torr °K x 10", x 10"
1001 50 300 3.695 15.90 3.457 409.6 164.9 0.695
1002 50 300 3.787 16.72 3.576 418.6 169.6 0.695
751 50 300 3.783 16.69 3.571 418.2 169.9 0.695
752 50 300 3.703 15.97 3.467 L1o.4 - 165.3 0.695
501 50 302 3.4hk7  13.77 3.159 386.6 153.3 0.695
303 35 304 3.521 14.36 3.265 394.9 157.L4 0.695
503 35 300 3.893 17.70 3.715 u28.7 175.0 0.695
504 35 300 3.894 17.71 3.717 428.9 175.1 0.695
753 35 300 Lh.o77 19.45 3.966 LL6 .6 18k.7 0.695
754 35 300 3.998 18.69 3.858 439.0 180.5 0.695
1003 35 305 3.975 18.41 3.866 439.6 180.8 0.695
1004 35 305 3.8u48 17.22 3.694 ho7.2 17k.2 0.695
1005 20 305 L.524 2L .00 L .662 495.9 210.2 0.695
1006 20 305 L .594 2L .76 L. 769 503.2 213.9 0.695
755 20 305 4 .587 2k .68 4.758 502.5 213.6 0.695
756 20 305 L.579 2L .59 L. 745 501.6 213.1 0.695
505 20 304 4,315 21.79 4.339 473.3 198.5 0.695
506 20 304 4 .258 21.21 k.257 h67.5 195.5 0.695
507 20 300 4 .349 22.21 4.350 L7k .1 199.0 0.695
305 20 299 3.755 16.45 3.527 41k.9 167.7 0.695
306 20 299 3.922 17.98 3.748 431.1 176.3 0.695
307 10 301 L. 463 23.41 k.529 h86.7 205.h 0.695
308 10 301 k.390 22.63 L oo 179.1 201.5 0.695
508 10 301 L .609 25.00  L4.750 501.9 213.3 0.695
509 10 301 4,634 25.27 4.787 50L.5 214 .6 0.695
757 10 302 4.93L 28.71 5.271 537.6 231.6 0.69k
1007 10 . 302 4 .865 27.90 5.160 530.0 227.7 0.694
1008 10 302 4.954 28.96 5.305. 539.9 232.8 0.694
1009 5 302 5.521 36.13 6.267 604 .8 266.2 0.693
1010 5 302 5.452 35.26 6.147 596.8 262.0 0.693
759 5 301 5.540 36.41 6.286 606.1 266.8 0.693
510 5 300. 5.257 32.73 5.781 572.3 2kg. L 0.694
511 5 300. 5.287 33.12 5.832 575.7 251.2 0.694
309 5 300 . 5.015 29.73 5.379 545.0 235.4 0.69k
310 5 300 4,958 29.0k 5.286 538.7 232.1 0.694
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Table 8. TFlow properties for L.0% H, in N,

Run Pl Tl Ms P2l ‘I‘21 Ll2 k2 Prg
Code 6 6
Torr °K x 10 x 10"
1001 50 297 3.887 17.84 3.579 bi7.7 186.6 0.653
1002 50 297 3.739 16.49 3.38L 403.1 178.4 0.653
752 50 298 3.894 17.89 3.596 419.0 187.3 0.653
753 50 298 3.711 16.23 3.355 400.9 177.1 0.653
501 50 298 3.455 1k.05 3.035 375.8 163.5 0.653
502 50 298 3.485 14.30 3.072 378.7 165.1 0.653
503 35 298 3.632 15.54 3.255 393.2 172.9 0.653
504 35 299 3.921 18.13 3.640 h22.3 189.1 0.653
754 35 299 3.943 18.34 3.670 Lok .5 190.4 0.653
755 35 299 3.960 18.49 3.691 426.0 191.3 0.653
1003 35 299 3.867 17.63 3.568 4b17.0 186.1 0.653
1004 35 299 4.099 19.8L 3.88L 439.8 136.6 0.651
1005 35 299  h.ho2 23.1h 4,347 472.9 218.L4 0.652
1006 20 299 L .537 24 .39 4,520 485.0 225.5 0.652
756 20 299 L .54 24 46 4,531 485.8 225.9 0.652
757 20 299 4 ho2 23.89 4. 452 480.3 222.7 0.652
505 20 299 4.163 20.47 3.973 Lh6.1 202.9 0.653
506 20 299 4.130 20.1k 3.926 4h2 .8 201.0 0.653
305 20 299 3.808 17.09 3.490 411.1 182.8 0.653
306 20 299 3.762 16.68 3.430 L06.6 180.3 0.653
307. 10 299 4,388 22.78 L.297 469.3 216.3 0.652
507 10 299 5.040 30.19 5.309 539.0 258.7 0.647
508 10 299 4,880 28.27 5.050 521.5 247.2 0.650
758 10 299 5.022 29.97 5.280 537.1 257.4 0.648
1007 10 299 5.003 29.75 5.249 535.0 256.0 0.648
1008 10 @ 299 h,o17 28.72 5.111 525.6 249.9 0.6k49
1009 5 299 5.107 31.02 5.420 546.5 263.7 0.646
1010 5 299 5.225 32.49 5.617 559.7 272.8 0.643
760 5 29k 5.595 37.45 6.176 596.7 303.L 0.628
761 5 29l 5.277 33.25 5.635 560.9 273.6 0.643
509. 5 295 5.061 30.52 5.291 537.8 257.9 0.647
510 5 295 L.973 29.46 5.150 528.2 251.6 0.649
309 .5 296 L.618 25.33 4.610 491.3 229.1 0.651
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Table 9. Flow properties for 8.2% H, in N,

Run P, T Mg Po1 Toy Mo k, Pr,
Code 6 6
Torr °K x 10" x 10
1001 50 296 .589 15.39 .069 377. 181. 0.616
1002 50 @ 296 .708 16.40 .221. 389. 188. 616
751 50 296 .550 . 15.0L .020. . 373. 179. 616
752 50 296 Nann 15.85 .139 383. 184, .616

616
616

187.
183.

.201 387.
.118 381.

687 16.21
.622 15.6L

503 35 297
504 35 297

753 35 297 176 17.00 317 396. 192. .616
754 35 297 .926 18.38 517 411, 201. .616
1003 35 298 .932 18.42 .533 hio. 202. .616
1004 35 298 .839 17.56 409 4o3. 196. .616
1005 20 298 .323 22.28 .083 451, 227. .615
1006 20 . 298 260 21.63 .901 hhs, 223. .615

615
.615
615

228.
227.
213.

.103 453,
.066 450.
175 430.

.337 22.4h3
311 22.16
.107 20.10

755 20 298
756 20 . 298
505 20 298

506 20. 299 .obk 19.47 .695 hol, 210. .615
305 20 299 .751 16.75 .299 395. 191. .616
306 20 . 299 .Th0 = 16.65 .285 394, 191. .616
307 10 299 .231 21.33 .959 hh3, 222, .615
308 10 . 299 .234 21.36 .96L 443, 222, .615
507 10 299 A437 23.46 .261 L6k, 235. 61k

.615
611

228,
270.

.095 452,
.021 517.

.325 22.28
.919 28.86

508. 10 . 299
757 10 . 300
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758 10 . 300 .92h 28.93 .029. 518. 270. 611
1008. 10 = 300 .16L4 31.84 Lok 5L, 291. .606
1010 . 5 300 1438 35.35 892 575. 317. .597

759 5 300 . .322  33.85 .693 562. 306. .601

760 5 300. . .346 34.15 .733 565. 308. .600

511 5 301 076 30.Tk .291 535. 28l .608

309 5 301 .T69 27.10 794 501, 259. 0.613

310 . 5 301, .T02. . 26.34 .688 Lol , 255, 0.613




Table 10. Flow properties for 12.3% H, in N

R P, Ty Mg Por 21 Ho ko Pr,
Code 6 6
Torr ox x 107, x 10,
1001 50 297 3.835 17.70 = 3.279 391.8 208.1 0.583
1002 50 297 3.719 16.79 3.038 373.0 195.9 0.583
751 50 298 3.759 17.00 3.186 384.6 203.4 0.583
752 50 298 3.907 18.36 3.385 399.8 213.5 0.583
503 35 301 3.731 16.73 3.172 383.5 202.7 0.583
504 35 301 3.802 17.36 3.266 390.8 207.5 0.583
753 35 300 3.840 17.71 3.309 394.0 209.7 0.583
754 35 300 3.940 18.6L4 3.446 Lok .k 216.6 0.583
1003 35 300 3.7h1 16.82 3.177 383.9 202.9 0.583
1004 35 300 3.87L4 18.03 3.355 397.6 212.0 0.583
1005 20 300 L. hoT 23.50 h.1k5 45k .k 252.3 0.582
1006 20 300 4,389 23.10 4,088 450.3 249 .k 0.582
755 20 299 4.333 22.54 3.996 uL3.7 2Ll .8 0.582
756 20 . 299 4,289 22.08 3.932 439.3 241.5 0.582
505 20 299 3.986 19.09 3.501 L08.k4 219.k4 0.583
506 20 299 h.1bh 20.62 3.723 Lok .6 230.8 0.583
306 20 299 3.617 15.76 3.008. 370.9 19L.h 0.583
307 10 . 296 4.706 26.62 k.529 481.5 271.6 0.581
308 10 . 297 4.630 25.75 L. Lo2 Lh7h.0 266.2 0.581
507. 10 . 298 4.56kL 25.01 4.332 L6T7.7 261.7 0.581
508 10 298 4,705 26.58 k.551 483.1 272.7 0.581
758 10 . 299 4.978 29.73 5.000 514.0 295.0 0.579
1007. 10 = 298 4.838 28.10 4,763 Lhot.7 283.2 0.580
1008, 10 298 4.803 27.70 4,705 493.8 280.3 0.580
1009. 5 298 5.315 33.94 5.551 550.9 327.7  0.570
509 5 298 5.015 30.19 5.0L47 517.2 297.7 0.578
510 . 5 298 5.088 31.09 5.169 525.4 30k.6 0.576
309 5 298 4.988 29.87 5.003 51k4.2 295.2 0.579
310 5 298 4.901 28.83 4.863 504.6 288.2 0.579
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Table 11. Flow properties for 3.1% H, in air

ggge BT Mg Poy Toy Mo p k) p Pry
Torr oK x 107 x 10
1001 50 298 3.750 16.47 - 3.522 431.9 174.8 0.694
1002 50 298 3.625 15.36 3.363 419.2 168.2 0.694
751 50 299 3.795 16.31 3.587 436.9 177.4 0.694
752 50 299 3.779 16.71 3.566 435.3 176.6 0.694
501 50 300 3.510 14.35 3.23L4 408.7 162.9 0.69k
502 50 300 3.521 1L .4k 3.247 409.7 163.4 0.694
5C3 35 300. 3.742 16.37 3.526 432.2 175.0 0.694
504 35 300. 3.873 17.55 3.699 Lh5.6 182.0 0.694
753 35 301 L.148 20.13 L.oT71 L73.3 196.9 0.693
754 35 301 3.979 18.55 3.849 156.9 188.0 0.693
1003 35 301 3.910 17.90 3.756 L4hg.9 184.3 0.695
100k 35 301. 4,023 18.98 3.909 461.3 190.4  0.693
1005 20 301 4,583 24 .79 b7k 519.5 223.3 0.692
1006 20 301 4.577 2L .73 4.705 518.9 222.9 0.692
755 20 302 L. 423 23.0L4 4 . L87 503.5 213.9 0.692
756 20 . 302 4. b76 23.61 L.565 509.1 217.2 0.692
505 20 302 4,532 24 .21 4,648 514.9 220.6 0.692
511 20 303 4,268 21.39 i .268 488.0 205.1 0.693
506 20 303 L.1Th 20.43 4.135 L78.1 199.5 0.693
305 20 303 3.990 18.63 3.879 459.1 189.2  0.693
306 20 303 3.883 17.62 3.733 LL8,2 183.4 0.69k
307 10 303 4. 227 20.97 h.211 483.7 202.7 0.693
308 10 303 Lk.207 = 20.78 L.183  481.6  201.5 0.693
507 10 = 303 L. 6h1 25 .41 .82 527.1 227.8 0.692
508 10 303 L. 483 23.66 }.585 510.5 218.0 0.692
757 10 . 303 k.928 28.7k 5.271 557.7 au7.1 0.690
758 10 303 4L.861  27.9k4 5.164 550.h  24k2.3 0.691
1007 10 303 4.857 27.90 5.159 550.0 2h2.1 0.691
1008 10 303 4.755 26.70 . 4.999 538.9 235.0 . 0.691
1009 5 304 5.559 36.80 6.316 627.9 303.5 0.680
1010 5 304 5.368 34.25 6.000 607.0 282.0 . 0.686
759 5 304 5.348 33.98 5.966 604.8 280.3 0.686
509 5 304 5.089 30.68 5.540 . 576.1 259.6 0.689
510 5 304 5.010 29.71 5.413 567.5 253.7 0.690
309 5 304 4,765 26.80 5.026 540.8 236.1 0.691
310 5 304 L.661 25.6 4.866 529.9 229.5 0.692
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Table 12.. Flow properties for 7.0%.H2 in air

P
Run Py Ty Mg Poy Toy Ho ko To
Code 6

Torr °K x 10 X 106

.69k
694
.693
.69k
.693

.385 418.0 172.
.252 4o7.1 167.
.723 Ll .5 187.
.508  La27.7  178.
.792  hho. 190.

.628 15.34
.522 1h.43
.88l 17.63
.719 16.13
.93k 18.11

752 50 297
501 50 297
503 35 298
504 35 298
753 35 298

754 35 298 .96k 18.39 .833 L52, 192. .693
1003 35 298 Ak 22.93 46T 499. 219. .691
1004 35 298 .009 18.82 .89k 457, 19k4. .693
1005 20 298 .T22 26.33 .928 532. 238. .689
1006 20 298 .539 24 .28 .651 513. 227. .690

755 20 298 627 - 25.26 .78k 522. 232. .690

.69G
691
L6901

226.
218.
21k,

.638 512.
JA52 408,
.354 Lo,

.530 2h,19
Lok 22 .82
337 22.11

756 20 298
505 20 . 298
506 20 298

305 20 298 .102 19.73 .022  L66. 199. .692
306 20 298 27 19.97 .057 L69. 201. .692
307. 10 298 AL2o 22.99 L76 500. 219. .691
308 10 298 .1o8 23.84 .591 508. 22k, .690
507. 10 298 .693 26.01 .88L4 529. 237. .690
508 10 298 .965 29.19 .305. 559. 256. .688

.688
.690
.687
.688

255,
228,
258.
25k,

.276 557.
.680 515.
.328 560.
.26L 556.

.9h6 28.97
.558 24 kg
.995 29.59
.954 29.10

757 10 . 298
758 10 298
1007. 10 296
1008 10 & 296

FUVIVIVIVIV Il rrrwwwww
\n\nO\O\\nO\O\\n\nr\n\nrrrrrrrrrrrwrwwwwww
VRHNMWORNH ®PONEFOOFVMEFONFEFFIOOVRHEOWMN &= w0
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1009. 5 296 592 . 37.35 .29h 625, 317. 675
1010 . 5 296 LT 34.97 .008. 606. 29l , .682
759 5 297 .360 3L4.20 .928 601. 289. .683
T60 5 297 431 35.1k .045 609. 297. .681
509 5 298 430 35.11 .058 609. 298. .681
510 . 5 298 .103 30.90 .525 5Tk, 268. .686
309 5 298 .951 29.03 .28k 557. 255. 0.688
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Table 13. Flow properties for 11.0%. H, in air

Run Py Ty Mg Poy To1. Ho £y Pry
Code 6 6
Torr oy x 10", x 10",
1005 20 299 4,801 27.18 5.091 542.4 254.6 0.687
1006 20 299 4.501 23.79 4 .636 510.0 233.4 0.689
755 20 299 L.612 25.01 L.801 521.9 241.0 0.689
756 20 . 299 L .657 25.52 L .870 526.8 24L 1 0.688
506 20 300  L.609  2k.97  L4.808  522.4  241.3  0.689
507 20 300  k.hh9 23,22 L.569  505.1  230.k  0.689
305 20 300 4.080 19.43 L.037 465.3 206.2 0.692
306. 20 300 3.868 17.41. 3.746 L3,k 193.2 0.693
307 10 301 4.503 23.78 4.659 511.7 23L.5 0.689
308 10 301 4,515 23.92 . L.678 513.0 235.3 0.689
508. 10 302 4 .828 27 .4k 5.167 547.8 258.6 0.687
509 10 302 4.916 28.48 5.307 557.6 266.0 0.686
757 10 302, 4.882 28.07 5.252 553.8 263.1 0.686
1007. 10 = 303 5.029 29.82 5.499 571.0 276.6 0.68L4
1008 10 303. 5.099 30.68 5.61k 578.9 283.1 0.683
1009 5 303. 5.259 32.69 5.878 596.8 298.6  0.681
1010 . 5 303 5.214 32.12 = 5.803 591.8 29Lh.2  0.681
759 5 295 5.475 35.69 6.125 613.5 316.5 0.676
760 . 5 295  5.532  36.48  6.219  619.9  325.0  0.672
510 5 296  5.019 29.83 5.397T  563.9  271.0 0.685
309. 5 297 l.955 29.03 5.308 557.7 266.1 0.686




Table 14. Flow properties for lSQO%.H2 in air

Ron Py Ty Mg Po1 Toy Hy ks Pry
Code 6 6
Torr °K x 10", x 10"
1005 20 297 - L4.683 25.77 4.933 529.3 254.8 0.687
1006 20 297 4 .732 26.32 5.009. 534.6 258.5 0.686
755 20 297 L. Loo 22.90 L .538 500.7 235.8  0.689
756 20 297 4,513 23.88 b.6Th 510.7 22, 0.688
505 20 298 4,319 21.80 4.395 490.0 228.9 0.689
305 20 298 4.230 20.88 4,266 480.3 222.7 0.690
306 20 298 4 .253 21.12 L.299 482.9 22h k. 0.690
307 10 298 L .566 2L . Ll 4.765 517.2 2u6.7 0.688
308 10 298 L 460 23.29. L. 605 505.6 239.0 0.688
507. 10 298 4.789 26.97 5.109 541.9 264.0  0.686
508 10 298 L. 797 27.06 5.121 5L2.7 264 .6 0.685
757 10 . 298 L9170  29.11 5.393 562.0 280.2 . 0.683
758 10 . 298 4,932 28.65 5.333 557.8 276.7  0.684
1007 10 . 299 5.078 30.41 5.579  575.0 291.3 0.681
1008 10 = 299 5.113  30.8k 5.636  579.0  29k.T 0.681
1009, 5 299 5.683 38.40 6.567 642.8 378.7 0.652
1010 . 5 299 5.461 35.35 6.207. 618.2 337.9 0.669
759 5 299 5.472 35.49 6.22k 619.4 339.7 0.668
760 5 299 5.503. 35.91 6.275 622.9 345.0 0.666
509 5 299 5.333  33.65 5.997  603.8  317.8  0.676
510 . 5 299 5.325 33.55 5.98L 602.9 316.9 0.676
309. 5 299 4.905 28.31 5.302. . 555.6 27h.9 0.68k4
310 5 299 4,784 26.89 5.113 5Lh2.1 26Lk.2  0.686
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Table 15. Transition data for 1’00%.1\12

GAGE 1 GAGE 2 GAGE L
Run (tt)q (tt)T q (tt)q (tt)T q (tt)q (tt)T
Code
1001 23.4 19.6 19.6 25.5 21.1 18.4 27.1 20.7 22.1
1002 26.0 20.6 20.6 22.7 21.6 19.9 27.2 17.5 25.h
751 25.7 17.8 26.8 23.5 20.6 17.7 25.8 23.5 25.3
752 25.6 20.6 12.8 22.7 20.k 25.8 23.1 23.1 2k .3
501 19.5 22.1 25.1 17.4 24.1 25.0 20.1 2k.2 25.2
303. 13.3 29.3 30.3 12.8 29.5 30.4 13.0 32.7 3h.1
503 18.0 20.1 21.8 18.5 28.6 29.9 19.8 27.1 25.6
504 17.7 23.6 25.1 18.9 21.6 28.4 18.5 26.6 29.0
753 22.4 19.6 23.3 23.4 22.1 27.0 26.1 24.8 26.6
75k 21,4 22,4 22.6 22.0 28.8 29.0 25.9 23.5 23.9
1003 21.k 21.7 23.2 21.6 24.6 25.4 25.3 23.9 25.3
1004 22.1 23.8 2L .8 22.3 23.8 24 .9 2Lh.9 26.6 27.9
1005 21.5 33.4 35.3 23.0 28.L 30.2 25.1 3k4.0 29.4
1006 23.2 21.5 22.7 24k.8 29.1 30.1 2h.6 36.8 38.1
755 22.0 23.5 25.8 2h.0 27.7 30.2 25.1 28.7 30.4
- 756 21.0 3L4.1 32.7 20.4 28.0 28.1 26.0 31.0 31.6
505 16.5 24.8 26.L 18.8 29.9 30.0 20.5 28.7 31.2
506. 15.7 35.8 38.2 19.7 30.7 32.6 19.5 39.0 0.8
507 15.8 25.9 26.9 17.3 31.3 31.8 18.1 32.7 33.9
305 9.3 58.7 60.0 12.9 30.7 31.9 12.9 32.3 35.3
306. 11.3 35.9 34.8 13.0 37.0 ba.7 12.8 36.3 33.2
307 9.5 LL.6 Lo L 10.5 62.5 60.5 8.4 98.5 107.7
308 8.2 50.3 45.6 10.6 52.3 58.7 9.1 82.2 90.3
508 1k.0 35.6 39.2 15.7 L46.6 48.6 13.5 68.8 68.9
509 12.7 45.8 48.1 15.1 55.7 56.3 12.2 82.9 91.6
- 757 16.0 36.6 37.6 18.5 45.8 48.7 15.6 Th.2 T76.4
1007 17.2 33.7 36.4 18.9 L49.3 55.0 15.0 T2.2 3.7
1008 16.5 37.k4 35.2 18.4 50.2 50.8 15.6 T2.7 Th .k
1009 1L4.7 57.5 61 .k 18.4 L2.1 40.7 1.5 86.9 90.5
1010 10.7 69.1 71.9 15.9 L5.6 4k .9 1.4 8k.0 85.9
759 13.5 57.2 57.9 18.7 53.b4 L9.0 13.8 91.6 92.3
510 9.4 T75.5 87.9 1.2 T70.7 69.4 11.3 113.6 12k.0
511 11.8 56.0 6L .5 14.0 60.3 55.3 11.9 83.5 89.2
309 T.7 82.7 78.2 10.0 - 75.0 77.3 8.3 112.5 113.3
310 6.8 81.6 92.7 10.0 T5.0 78.7 8.8 87.4 119.6
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Table 16. Transition data for h}O%‘H2 in N2

GAGE 1 GAGE 2 GAGE L
gun %L (tt)q By g (tt)q (B lp a8y (Bg
ode
1001 26.1 32.0 . 3L.9 26.7 21.k4 23.8 27.6 22.5 22.5
1002 24.0 30.6 35.1 25.4 23.4 26.6 28.5 22.5 2h .7
752 23.3 28.6 30.8 oL .6 20.9 20.2 26.2 21.5 22k
753 2h.k 29.6 26.6 25.3 20.9 21.7 32.6 18.3 15.3
501 16.8 36.8 36.8 19.0 24.0  25.1 20.2 24.1 2k .9
502 18.4 32.7 27.6 19.h 26.2 28.4 21.1 2L4.3 25.6
503 14.7 37.2 37.2 18.7 28.2 28.6 19.0 28.2 28.8
504 14.4 31.0 32.8 17.3 26.k 21.8 18.9 27.0 28.9
754 18.1 31.8 31.8 23.1 22.6 2.5 2,9 25.7 26.5
755 18.7 29.6 30.4 23.7 22.4 21.7 25.1 25.h4 27.6
1003 19.9 31.7 30.9 23.6 24.7 25.2 25.8 24.8 21.1
1004 20.7 33.6 34.0 25.1 23.4 23.7 27.1 2k.9 23.1
1005 19.6 30.1 35.8 25.7 23.3 2L .5 2h .k 28.5 29.3
1006 19.5 30.5 31.2 23.7 29.9 24,0 25.6 27.6 29.5
756 18.9 36.0 35.4 23.3 25.7 28.2 23.3 28.5 30.1
757 19.8 32.4 32.2 23.0 22.h 26.2 23.5 30.8 30.7
505 1L4.6 37.6 39.8 18.4 27.9 29.0 17.9 3k.5 34.5
506 1k4.1 30.5 30.6 17.8 29.3 31.9 17.5 33.5 34h.2
305 9.3 L43.Lh 43.8 13.2 37.3 37.k4 k.2 36.5 31.2
306 9.2 A43.5 43.6 13.2 37.h4 38.2 11.5 48.8 52.3
307 10.h Lo.2 45.2 12.3 56.7 58.4 9.2 86.8 91.kh
507 1k.6 L40.8 43.0 15.3 5hk.2  54.3 15.4 63.4 65.2
508 1k.9 32.8 36.4 16.7 55.3 54.5 13.0 T1.0 75.9
758 18.6 36.9 38.1 20.9 52.2 53.8 16.8 66.2 66.3
1007 -19.3 Lo.h 43.0 20.0 k2.5 4.8 1.9 T0.6 70.6
1008 18.5 k1.1 1.1 20.2 L4T7.0 49.9 18.2 69.2 72.1
1009 12.3 60.2 59.5 15.0 68.7 69.5 13.2 100.7 103.1
1010 13.9 51.7 54,1 19.5 58.9 60.7 16.0 81.5 85.3
760 1k.8 kk.6 43.3 18.7 51.9 54.6 16.2 68.2 72.9
761 13.1 5k.5 56.5 16.6 T5.0 4.9 15.1 77.8 78.0
509 9.1 73.9 77.0 12.8 T2.1 72.3 11.8 89.3 93.1
510 11.4 59.1 63.0 12.3 T2.h4 2.4 12.3 92.0 94.9
309 8.0 65.3 76.2 9.4k 9k.0 93.8 8.2 98.4 100.0




1kog

Table 17. Transition data for 8.2% H2 in N2

GAGE 1 GAGE 2 GAGE L
iun 9 (tt)q (tt) a (tt)q (tt)T a (tt) (tt)T
ode
1001 2k4.5 3k.5 35.1 22.2 24.k 23.L 29.4h 19.5 19.9
1002 27.8 30.6 32.4 23.6 20.2 20.6 29.9 20.7 22.3
751 25.6 31.2 33.0 23.7 20.8 22.4 28.8 19.6 20.8
752 24.9 30.3 31.4 21.8 21.4 20.9 28.6 19.5 21.2
503 13.8 3L4.4 35.7 15.4 27.4 28.9 19.2 30.6 31.9
504 1L.7 36.4 36.54 16.0 2k.7 26.5 20.1 26.0 27.6
753 18.0 30.1 30.3 20.9 22.2 23.h 23.6 22.3 2L .1
754 19.0 30.5 31.4 20.7 20.k4 20.3 27.2 23.7 24 .9
1003 20.1 32.4 32.8 20.9 23.3 2l .l 25.9 24.6 26.1
100k 19.0 31.1 3Lh.7 1.2 22.2 23.5 25.7 23.2 28.3
1005 18.2 33.9 35.2 19.4 31.9 35.0 22.1 35.8 38.3
1006 17.k 34.3  35.3 19.0 30.6 32.6 19.0 L42.8  L45.2
755 18.2 31.5 33.3 19.7 29.9 32.6 21.0 37.5 38.0
756 18.3 35.5 36.2 19.0 30.k4 33.9 21.4 34.8 38.1
505 13.9 35.5 35.5 15.6 3h4.7 36.5 15.2 k.9 43.9
506 1Lk.0 37.8 39.4 14.9 34.1 36.2 16.5 Lko.5 45,k
305 9.2 43.0 43,1 11.5 36.9 ho.7 11.h 59.1 4.k
306 9.8 L4l.0 4.1 10.2 L40.1 414 11.0 48.6 60.4
307 10.1 L1.7 Lok 10.4 58.9 60.7 8.9 86.3 90.9
308 10.1 L4o.k 50.2 10.5 69.0 Th .1 9.2 86.0 89.7
507 1bk.7 43.7 43.7 15.2 51.0 50.2 13.5. 76.0 77.0
508 1k.5 L42.1 ho.1 4.3 L6.7 40.k 13.0 T8.0 77.9
757 18.3 3kL.7 35.3 17.6 Lh.1 h.1 17.4h 61.0 63.3
758 18.2 35.5 38.1 17.9 51.9 52.6 17.4 63.0 63.9
1008 18.9 k1.7 43.3 19.0 Lh.7 18.2 17.2 63.5 65.0
1010 15.5 u48.7 L8.7 18.1 54.0 56.3 16.5 75.9 76.3
759 15.5 L5.2 L5 .k 16.5 53.7 5L.2 15.2 T79.2 83.6
760 17.1 36.4 35.h 18.0 51.3 51.3 17.0 61.5 61.2
511 11.9 u48.8 48.8 13.0 53.1 544 11.7 T7.0 7.7
309 7.8 T78.2 78.5 9.0 8k.1 8k.6 9.1 93.3 93.0
310 8.1 T6.4 76.5 9.0 66.6 76.5 8.9 94.3 93.3
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Table 18. Transition data for 12.3% H, in N,
GAGE 1 GAGE 2 . GAGE L
lgun a. (tt)q () q, (tt)q (t,) a (tt)q (b )q
ode
1001 22.3 28.3 28.7 19.8 22.3 24 .9 28.0 21.2 22.0
1002 26.1 31.k 32.7 20.2 2L4.9 26.2 27.5 21.2 21.2
751 25.6 30.4 30.4 21.6 23.5 24.0 27.4 18.5 18.4
752 24.9 29.3 29.5 21.1 18.2 25.0 . 27.6 23.8 oL .2
503. 14.8 33.0 33.2 18.7 15.5 15.3°  19.7 25.4 25.9
504 15.1 33.7 33.9 23.8 23.8 23.8 27.6 23.8 27.4
753 19.6 34.9 36.0 20.6 22.0 22.2  24.6 25.5 26.2
754 20.1 30.9 33.3 21.3 22.1 22.8 25.4 26.8 27.1
1003 20.8 31.3 31.3 21.3 16.2 16.0 25.7 2h.h 25.6
1004 20.4 29.8 25.6 22.8 15.2 15.3 25.1 25.8 26.9
1005 19.6 33.2  33.2 21.8 21.8  2L.7 21.6 51.1  5L.T-
1006 20.6 33.3  34.8 22.0 .21.5 26.6 19.7 50.0 52.8
755 18.9 33.9  28.2  19.9 25.9 . 26.0 17.6 55.2 . 55.8
756 18.3 33.6 33.5 20.8 2k4.9 29.6 18.2  48.7 - L8.k4
505 15.0 . 34.9 36.8 16.1 29.2 . 30.3  13.9 54.8 55.8
506 15.5 35.1  37.6  17.6 25.5 26.2 = 14.3 59.2 . 62.8
306 9.9 k2.8 43,k 11.7 36.8 37.0 10.2 .65.5 63.9
307 -10.9 51.0 50.8  10.8 56.k 57.1 9.4 T78.5 82.2
308 10.0 51.5 52.5 10.2 52.0 . 53.3° 8.5 90.8 91.0
507 14.8 39.9 39.5 15.7 51.7 57.5 14.6 69.3 71.5
508 1Lk.7 43.9 4,0  1k.2 15.1 5h. L 1h.5 69.7 75.6
758 19.1 38.1 Lk .0 16.4 51.k4 53.1 16.2 T4.8 4.9
1007 19.7 30.8 30.9 17.0 . 53.1 52.2 15.8 69.5 69.7
1008 19.9 3k4.1 38.0 17.% . 45.6 48.1 17.2 63.4 66.6
1009. 1k.5 L7.5 Lb7.7 15.7 53.1 52.6 14.9 T7.8 78.3
509 10.5 63.2 6h.1 11.8 73.8 T7.3 12.0 92.8 93.4
510 13.0  L42.8 ho.9 13.9 56.9 57.5 12.4 88.7 - 90.3
309 9.8 69.4h  69.8 9.2 60.1  60.k4 9.4 86.0  86.5
310 9.1 59.2  61.h 8.8 T2.h 73.0 . 8.7 90.7 91.7




151

Table 19. Transition and induction time data for 3.1% H2 in air

GAGE 1 GAGE 2 GAGE L4
Run Ind1.1ct10n a (tt)q (tt)T a (tt)q (tt)T a (tt)q_ (tt)T
Code Time

1001 15.4 26.7 19.8 19.5 244 22.8 23.2 31.521.6 21.8
1002 23.0 31.0 16.0 21.7 2k.1 24.6 24.7 32.1 22.4 23.0
751 13.0 . 30.7 13.7 21.5 25.3 24.5 25.2 30.h 22.7 23.2
752 13.6 30.6 11.1 19.8 27.h 22.2 24k.6 32.321.9 24.6
501 32.0 . 22,4k 19.8 21.7 21.1 24k.7 26.1 22.224.7 24.9
502 30.8 23.3 17.5 18.2 23.2 24.8 27.4 26.5 24.5 22.L4
503 21.9 21.7 25.1 25.2 26.0 26.8 26.9 22.624.1 26.9
504 14.8 21.3 26.3 26.5 22.325.0 24,7 22.6 28.4 28.5
753 7.0 29.8 20.2 22.7 29.4 26.7 29.1 30.8 25.7 25.8
754 10.7 28.8 18.2 19.3 29.5 22.6 27.3 28.5 25.9 26.2
1003 12.9 27.5 18.6 19.1 26.3 24.8 27.5 28.8 24.6 25.7
1004 9.5 27.8 23.9 25.9 27.3 25.7 27.4 29.8 25.6 26.2
1005 k.o 25.9 24.7 25.8 29.529.1 29.9 28.4 32.1 32.4
1006 .o 26.6 27.9 29.5 26.8 26.6 28.7 29.8 29.3 30.8
755 6.6 23.3 29.9 31.6 29.4 29.1 30.2° 28.7 3k.6 35.0
756 5.9 28.5 20.4 21.1 27.7 28.8 28.9 23.5 36.7 36.6
505 5.3 20.8 36.5 39.5 26.7 28.9 33.2 23.7 32.5 33.6
511 9.2 20.3 34.7 33.5 23.8 31.6 32.1 25.3 30.6 31.4
506 11.5 22.2 32.6 35.6 23.330.7T 32.1 25.335.5 31.4
305 18.3 15.5 29.8 30.1 16.8 28.6 30.8 18.6 29.8 33.7
306 2L .5 15.1 28.3 19.0 16.7 29.6 32.1 18.0 28.6 29.3
307 21.8 12.6 36.6 3k.0 14.259.7 65.8 11.k 69.3 T1.T
308 22.8 13.0 50.7 1.2 14k.5 55.2 T76.4 11.Lh 97.9 100.7
507 9.2 18.3 43.5 L9.4 18.1 51.5 56.2 16.8 7T2.0 T2.1
508 12.5 18.3 31.8 30.0 19.0 43.2 L45.8 15.6 75.2 . T2.2
57 5.5 20.1 L45.8 4h.0 23.3 48.8 L49.2 19.3 Th.1  T73.8
758 6.2 22.0 34.5 35.9 24,5 4.6 47.8 18.1 70.6 T70.9
1007 6.2 22.6 34.7 37.4 25.5 4k.0 L45.8 19.8 62.9 63.3
1008 7.k 22.3 41.2 Lk.2 26.5 L9.7 50.1 20.4 64.9 60.5
1009 4.8 17.0 45.5 L6.5 23.651.5 54.4 18.9 71.8 T2.2
1010 6.1 20.4 40.3 k2.4 24.1 46.7 50.0 19.5 72.5 T2.9
759 6.3 16.3 57.6 58.6 23.251.7T 56.3 18.9 65.9 T2.5
509 9.2 4.9 L4hk,2 Lh,5 19.255.0 57.2 14.8 79.5 TT7.5
510 10.5 10.3 81.5 88.2 16.0 7Th.3 T78.0 12.7 95.0 95.6
309 15.7 10.0 72.0 T72.2 12.7 69.7 82.5 9.5 105.7 105.7
310 18.9 10.8 48.8 49k 12.5 65.3 67.7T 10.5 95.2 9kL.5
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Table 20. Transition and induction time data for T.O%.H2 in air

GAGE 1 GAGE 2 GAGE L

fun - Imduetion qp (g (8dp gy (Bly (oply ap (Be)y (Bl

752 16.2 26.3 28.3 27.7 35.917.9 18.0 38.0 26.3 28.3
501 . 23.8 21.9 29.5 30.6 22.315.0  15.2  29.6 22.6 25.1
503 5.9 15.8 37.7 35.7 17.5 29.2 30.5 23.9 36.2 31.1
504 10.1 16.3 4.3 L47.6 18.2 27.2 29.5 28.0 28.2 .29.1
753 8.7 2h.,2 41.7 10.2 32.2 15.0 13.9 36.1 k2.0 Lo.2
75k 8.0 23.7 40.7 41.6 31.9 27.6 29.6 33.0 35.7 36.4
1003 2.4 27.5 43.8 29.4 32.326.7 26.8 L41.8 21.3 18.8
1004 7.0 28.3 3.4 35,2 L3.322.8 19.8 38.4 27.3 28.7
1005 2.3 25.0 36.5 37.8 32.330.5 32.1 22.4 63.6 61.8
1006 3.5 26.2 35.3 36.2  33.5 30.8 34.4 23.1 63.2 62.0
755 2.9 2h.7 35.3 35.4 32.232.0 3L.T 22.7 62.5 65.6
756 3.5 2h,2 36.2 35.3 28.6 36.2 37.3 6L.0 22.0 63.9
505 b7 19.4% Lo.4 h1.7 28.8 38.0 35.2 17.7 T3.9 Tk.3
506 5.5 19.6 41.1 L43.7 27.333.2 34.8 20.0 Th.0 TT.2
305 10.0 . 15.2 k2.5 32.6 20.9 1.1 43.4 1k.6 86.4 89.8
306 9.k 15.0 L41.5 ko.h  21.5 45.3 Lho.k 13.9 87.7 87.3
307 9.8 15.2 44,3 k4,1 15.6 6.0 65.3 1hk.2 92.5 94.3
308 8.3 1.8 50.2 50.2 16.6 64.2 63.7 13.5 87.0 90.2
507 5.5 19.2 53.5 56.1 21.k 59.5 62.8 16.7 90.6 95.0
508 3.3 20.7 54.3 55,4 22.6 544 s54.8 16.7 82.4 88.0
757 3.4 23.4 s57T.h 60,4 25,1 54,3 54.9 20.0 T7.7 76.9
758 7.3 20.7 49.5 L9,k 23,5 58.5 61.b 20.2 T5.7  67.0
1007 3.2 oh.,5 k.2 L45.9 28.255.2 58.2 24.0 61.0 66.4
1008 3.5 23.2 bh,9 46.6 27.0 b9.7 52.1 21.5 T6.5 Th.6
1009 2.8 18.8 56.5 57.6 25.251.1 51.0 21.0 T72.1 67.2
1010 3.6 18.0 56.7 58.7 22.9 61.0 59.6 13.7 89.9 92.3
759 3.8 18.6 51.7T 50.3 22.659.3 61.4 19.2 T7.4% T2.7
760 3.5 17.% . 75.7 T76.0 21.9 65.0 63.5 20.2 T0.5 69.9
509 3.4 11.3 90.5 90.2 15.9 91.3 93.5 1k4.5 105.5 107.2
510 5.7 15.5 6L.7 T73.5 19.5 69.7 61.4 16.0 86.5 88.6
309 7.4 10.3 102.2 102.3 15.9 59.9 68.5 12.1 93.4 92.8
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Table 21. Transition and induction time data for 11.0% H2 in air

GAGE 1 GAGE 2 GAGE 4
gzze Ingg;zlon 9 (tt)q (b lp (tt)q (g q (tt)q (ty)g
1005 1.5 30.0 31L.7 31.4 27.3 2.4 L4.8 25,1 81.5 81.8
1006 2.9 30.2 37.0 38.3 29.8 k.6 L6.7 27.3 T76.6 T7.h4

755 2.3 26.4 39.7 Lo.1 31.9 kho.b k1.1 25.6 T2.5 T2.5
756 2.0 27.8 37.3 37.3 31.2 k2.0 k2.1 27.2 T7.6 80.1
506 2.2 26.2 32.4 33.3 24.5 L9.3 55.h 22.8 83.2 26.5
507. 3.2 24,8 37.2 36.8 26.3 k2.7 L2.8 2k.6 T1l.1L T2.8
305 8.2 13.9 83.7 82.8 17.0 .71.% T2.6 15.3 115.5 113.8
306 15.1 19.2 40.0 40.6 18.6 L5.1 45,0 1k.2 105.7 120.8
307 6.0  15.8 65.4 66.8 16.7 T75.8 T76.6 15.0 102.T7 102.5
308 5.9 15.8 58.8 58.1 15.1 T0.3 T0.h 15.7 92.2 95.2
508 3.0 20.9 61.6 64.7 20.3 T0.3 T2.7 19.6 97.0 96.8
509 2.6 22.2 50.6 52.7 21.0 60.7 61.1 19.0 97.7 97.7
757 2.7 17.0 79.3 b5.5 28.5 87.0 62.3 22.6 60.0 83.3
1007 2.0 25.0 53.3 54.6 25.7 S57.0 69.7 22.7 Th.0 Th.k
1008 1.8 27.3 50.7 52.0 28.4 56.3 57.4 23.7 T76.0 T5.1
1009 3.1 18.5 87.0 87.2 24.5 T70.3 93.9 23.0 T3.9 73.3
1010 . 3.3 21.0 k9.0 48.8 23.0 62.2 65.0 22.0 Th.6 T5.2
759 2.5 20.2 80.2 67.9 24.b T2.4 7T3.3 22.0 T7.0 T7.h4
760 2.3 20.4 55,0 55.4 22.8 64.7 66.3 20.3 90.3 95.5
510 5.3 5.4 83.3 80.0 18.5 84.6 85.5 17.7T 97.3 98.5
309 5.8 8.9 136.3 138.4 10.1 160.0 160.0 13.% 100.1 98.5
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Table 22. Transition and induction time data for 15.0%. H2 in air

GAGE 1 GAGE 2 . . GAGE &
Run Induction (t,.) (%) (t,) (%) (t,) (%)
Code Tine L t/q ‘t'r % t/q Uty % t/q \Ut’T

1005 1.8 40.0 20.7 20.7 L1.2 37.2 32.9 L5.3 Lg.T L9.5
1006 1.6 32.3 35.1 34.8 k1.3 34.3 35.3 k2.6 57.6 21.6
755 3.2 . 28.8 44,9 Lh5.1 34.1 L2.3 43.4 38.2 50.1 49.9
756 2.6 30.7 40.5 31.2 Lh.h 23.7 23.6 Lh.5 L7.2 28.8
505 k.o 19.9 Lo.5 kh.2 26.7 32.3 32.8 37.2 L6.T U43.6
305 5.0 23.3 27.1 27.4 18.5 63.3 37.2 26.6 80.9 2k4.2
306 4.8 25.3 32.3 25.4 20.7 67.0 35.4 26.8 82.7 22.6
307 4.9 17.0 62.1 T76.3 18.7 95.6 99.4 2h4.2 T6.2 T9.5
308 6.2 13.4 131.4 132.0 12.7 107.2 118.3 26.2 104.1 106.3
507 3.0 22.6 58.2 58.3 19.7 63.3 65.0 35.0 .55.6 56.5
508 3.0 21.5 58.8 59.7 19.0 68.5 69.9 41.9 35.1 38.6
157 2.1 27.9 52.7 61.2 20.5 69.6 80.0 L40.5 60.4 33.0
758 2.3 28.2 48.1 48.1 24.5 59.5 62.9 L41.8 L9.9 59.0
1007 1.7 30.2 L42.8 46.6 24.2 60.1 63.5 ho.h L6.2 L44.8
1008 1.6 29.8 L45.5 49.3 26.5 50.0 50.1 38.9 55.3 55.8
1009, 1.5 20.0 . 68.6 63.6 17.5 95.T 95.6 39.4 L43.6 Ll.8
1010 . 2.0 15.1 121.5 120.2 12.7 147.7 147.3 Lo.h 38.8 38.7
759 2.0 16.L 88.8 89.5 14.7 103.1 103.9 38.8 L40.0 40.0
760 1.9 14,k 120.1 108.0 13.1 1k2.8 143.0 37.h L5.2 L5.6
509. 2.5 13.0 124.2 127.2 9.6 134.9 135.8 30.8 L47.7 L49.0
510 2.5 12.7 133.6 133.5 10.7 130.8 131.0  32.3 L6.2 k6.0
309. 5.2 10.8 168.7 170.0 9.2 16k.2 171.9 25.8 51.6 51.6
310 . 6.6 9.6 166.4 166.9 . 7.5 158.6 165.4 24.3 66.2 67.5




Figure 25. Estimated testing time between the shock wave and the interface at gage 2 in the test
section
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Table 25. F(U,pg,r

for 8.2% H2 in N

Run M U Uy X 100 o
751 3.55 4.98 373.7 0.78 7.64
1001 3.59 5.01 377.5 0.78 7.67
504 3.62 5.02 381L.L4 0.78 T.69
752 3.64 5.05 383.0 0.78 7.71
503 3.69 5.06 387.8 0.78 7.7
11002 3.71 5.69 389.L 1 0.78 T.76
306 3.74 5.07 394.3 0.78 T.77
305 3.75 5.08 395.4 0.78 7.78
753 3.78 5.12 396.7 0.78 7.81
100L 3.8L4 5.15 L03.7 0.78 7.85
T54 3.93 5.23 411.8 0.78 7.92
1003 3.93 5.21 412.9 0.78 7.92
506 L. oL 5.27 hol .7 0.78 7.99
505 4,11 5.33 430.4 0.78 8.04
307 4.23 5.39 4h3.2 0.78 8.12
308 4.23 5.39 Lh3.5 0.78 8.12
1006 4,26 5.42 hhs k4 0.78 8.1k4
756 L.31 5.45 450.7 0.78 8.18
1005 4 .32 5.46 451.9 0.78 8.19
508 k.32 5.4k 452.8 0.78 8.19
755 4.3h 5.47 L4534 0.78 8.20
507 L. Lk 5.51 L6l .6 0.78 8.26
310 L.70 5.62 Lok .6 " 0.78 8.43
309 Lh.T7 5.65 501.9 0.78 8..48
757 L.g2 5.75 517.k4 1 0.78 8.58
758 Lh.o2 5.75 518.0 0.78 8.58
511 5.08 5.81 535.8 0.78 8.67
1008. 5.16 5.87 54k .8 0.78 8.73
759 5.32 5.95 562.8 0.78 8.83
T60 . 5.35 5.96 565 .14 0.77 8.8k
1010 | 5.4k 6.00 575.9 0.77 8.90
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Table 29. F(U,ug,re) for 11.0% H, in air

Run M ' U My X 10°
306 3.87 L.65 L43.h
305 4.08 4.81 465.3
507 4. 45 5.08 505.1

1006 L.50 5.13 510.0
307 4.50 5.10 511.7
308 4,51 5.11 513.0
506 4.61 5.19 522.4
755 L.61 5.21 521.9
756 4 .66 5.24 526.8

1005 4.80 5.34 5424
508 4.83 5.31 547.8
57 .88 5.34 553.8
509 bh.92 5.37 557 .6
309 4.95 5.47 55T7.7
510 5.02 5.53 563.9

1007 5.03 5.42 571.0

1008. 5.10 5.46 578.9

1010 5,21 5.53 591.8

1009 5.26 5.56 596.8
759 5.47 5.83 613.5
T60 5.53 5.87 619.9
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APPENDIX B: CALIBRATION OF THIN-FILM RESISTANCE THERMOMETERS

Theoretical Considerations

Calibration for o

The temperature coefficient of resistance of the thin-film resistance
thermometers were obtained by measuring the gage resistance with a bridge
circuit when the gage was immersed in a fluid bath at various temperatures.
Freon 113 was found to be a very convenient fluid for this purpose because
it does not chemically affect the gage, in the form of a resistance drop,
as other fluids such as water or alcohol do. A discussion of this adverse
chemical effect is included in a later section. Resistance measurements
were obtained between temperatures of 0°C (ice point) and 49°C (Freon 113
boiling point). This resistance-temperature data was then plotted and
found to be linear as expected as illustrated in Figure 26. Thus, a for
the thin-films were found graphically from the relation below for a pure
metal.

o = (1/R_)(AR/AT) (B-1)
In this equation Ro is a resistance at some reference temperature To.
Here, TO is taken as Tl for any given experimental run.

Since the thin films have negligible heat-energy capacity it is
necessary to use a special precaution in obtaining resistance-temperature
data to determine o. The current must be limited so that the Joule heat-
ing (12R dissipation) is not appreciable enough to cause gage temperatures
different from the fluid bath temperature. In this case, the current was
set at 10 milliamps which resulted in energy dissipations of less than

lO_2 watts. This value of current was used because it was the same as the



Figure 26. Resistance variation with temperature for the o calibration
of a thin-film gage
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operating current used during each experimental run.

A special bridge circuit designed to accomplish both o and B cali-
brations 1s shown in Figure 27 and the actual calibration apparatus using
this circuit is illustrated in Figures 28 and 29. An outline of the pro-
cedure followed in using the apparatus is given in a later section.

Calibration for B

To determine the thermal product of the backing material using Equa-
tion 4h one must dissipate energy in the gage, first while the gage is
immersed in a fluid (such as air) with a known thermal product éf and then
again while the gage is immersed in another fluid (such as Freon ilB or
water) with a known thermal product Bf . Both of the fluids would be at
the same temperature. Since the gage ias a negligible heat capacity the
electrical energy dissipated in the gage must pass immediately and simul-
taneously to the backing material on one side of the gage and the fluid
medium on the other side of the gage. Further, because the gage is ex-
tremely thin (about 0.1 micron) the heat-transter area presented to the
backing material and fluid medium is the same. Thus, writing an energy

balance around the gage one obtains from Equation 41 the following result

in the transform plane.

a(o,s) = (B, + B.)Ss T(o,s) (3-2)
In Equation B-2, Bb represents the unknown thermal product of the backing
material and Bf represents the known thermal product of the flﬁidﬁmedium
in which the gage is immersed. The quantities, g(o,s) and T(o,s) are the
energy input to the gage and the temperature response of the gage to the

energy input respectively in the Laplace transform plane. When the gage



Figure 27.. Thin-film gage calibration circuit
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Figure 28. View of calibration apparatus for calibration in air



clT



Figure 29. View of calibration apparatus for calibration in Freon 113
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is pulsed electrically in the two different fluid mediums one can write

the following two relations:

q,(0,s) = (Bbl + Bfl)\j?? T, (0,s)

(Bb2 + Bfg)\/?? Tg(o,S)

(B-3)

qz(o,SD

If the energy input, g(o,s) is the same in form for each fluid medium the
tempearture response, T(o,s) will also be the same in form as predicted
by Equation B-3. Then, only the magnitudes of q(o,s) and T(o,s) for each

fiuid medium are different and one can write the following relations:

q,(0,s) = B T, (o,s) (5ot)

T,(0,s) = A T,(0,s)

By dividing Equations B-3 and combining with Equations B-L one obtains

the calibration equation of interest.

By, * B¢
:_Bi—_- __J:______l (B"5)
A Bb + Bf
2 2
When the fluid mediums are at the same temperature Bb and Bb are equal
1 2
(i.e., Bb = Bb = Bb). Furthermore, if the temperatures of the fluid
1 2

mediums are the séme the gage resistance will be the same in both fluid
mediums. Hence, the energy dissipation (such as might be obtained from a
capacitor discharge) in the gage is easily made the same in both form and
magnitude and B = 1. If one of the fluids (say fluid #1) is air its
thermal product Bf is negligible compared to the substrate thermal pro-

1
duct By - Thus, for a given temperature level (usually room temperature)

1
and using air as one of the fluids, the value of the substrate thermal

-
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product Bb is obtained from Equation B-5 and the items above as given

below

Y
= (8-6)

Distilled water is normally selected for the second fluid medium when
obtaining the room temperature substrate thermal product Bb because the
thermal properties (hence, Be ) of water are accurately known and tabulated.
However, Freon 113 has been fiund to work better than water for both o and
B calibrations as indicated in the o calibration section and discussed in
a later section.

The temperature-vesponse magnitude factor, A, is determined from an
oscilloscope recording of the gage-temperature response as it is pulsed
electrically in the two different fluid mediums. This technique is
demonstrated in Figure 30-a for a calibration time of interest with the
gage as one arm of a resistance bridge to give A = El/Eé' Skinner (77)
was the first to apply this calibration technique using thin films.

In actual practice it is virtually impossible to obtain a perfect
bridge balance before pulsing the gage and both El and E2 require initial
untalance corrections. Further, it has 5een indicated by Bogdan (78) that
an initial step, over and above the initial bridge unbalance, occurs when
the gage is pulsed. To date, no satisfactory explanation can be given for
this additional initial step. Fortunately, by using a nearly constant
power dissipation (simulating a constant heat-transfer rate) one can

correct for both the initial bridge unbalance and the additional initial

step.
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It is of interest to note that Equaticns B-2, B-3, B-4, and B-5 do
not stipulate the form of the electrical energy dissipation used to
simulate the heat-transfer rate. These equations only require the form of
dissipation to be identical for each fluid medium. However, in order to
make the initial unbalance corrections mentioned above it is convenient
to use a nearly constant power dissipation in the gage. This can bé
obtained by appropriately discharging a capacitor through the gage as was
done in this investigation.

From Equation 4l it is shown that a constant heat-transfer rate a,
gives a constant AT/\JFZEi Also, from Equation 37 it is shown that AT is
directly related to AE. Then, if a plot of AE as a function of\jrg’is
made from the data obtained on an oscilloscope photograph of the gage
response to the electrical pulse, one can obtain the initial correction
as shown below in Figure 30-b. The initial correction for each gage vol-

tage response can then be applied to A to yield:

E, - C
1-

A== (B-7)
2~ "2

This correction method has been used quite satisfactorily by Bogdan (78)
and was also used in this investigation. Figure 31-a is an oscilloscope
photograph for B calibration and Figure 32 is the plotted results from
which A and consequently Bb are determined. Also shown in Figure 31-b is

a recalibration photograph taken after the experimental runs were completed.

Special Considerations

Chemical effect of water and alcohol

A disadvantage of using water as one of the fluid media is that the



Figure 30. Correction technique for slight bridge unbalance
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Figure 31. Voltage response curves for f calibration of a typical thin-
flim gage

Note: Traces a and b have the same arbitrary vertical
sensitivity. Horizontal sensitivity is 50 micro-~
seconds per major graticule division. Timing

marks are superimposed.at intervals of 10 micro-
seconds.
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b)After Experimental Run
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gage-lead wire combination immediately decreases in resistance when
immersed in water. When the gages are removed from the water and allowed
to dry the gage resistance does not recover to its initial value pre-
cluding any ionization and/or heat-transfer affect caused by the water.
Instead, it is believed that the water causes a chemical phenomenon at
the interface between the gage and the lead material. Some proof of this
is given by the fact that the resistance of the gage-lead wire combination
decreases about 1.5 to 4% when silver micropaint is used to attach leads
to the gage and about 1 to 2% when the leads are soldered directly to the
thin film gages. Another possible explanation of the resistance drop as
presented in Reference 77 is that the water molecules adhere to the metal
film and fill voids in the surface structure. In any case the resistance
change is small, but finite and quite disconcerting when one is trying to
calibrate gages.

It has been observed by the author that alcohol also has the same
effect as water indicating that possibly the OH radical is responsible
for a portion of the effect as well as any polar ﬁature of the fluids.

At the same time it has been found that Freon 113 does not cause this
effect.

Another method of eliminating the water effect is to coat the gages
with a thin insulative layer (about 1 micron or less) of silicon monoxide
or calcium flouride before immersion in the water bath. This thin coat-
ing has been demonstrated (77,78, and T79) to have a negligible effect on
the resulting calibration. Further, if the thin film gage is to be used

in an ionized flow the thin insulative coating is necessary, hence, it

-
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need not be a hindrance to Skinner's calibration technique. Also, a
fluid other than water could be used in this calibration technique. To
date, an effort made along this line indicates that Freon 113 works very
satisfactorily.

Two~-dimensional effects

The basic equations governing the operation‘of a thin film gage are
obtained from the non-steady., one-dimensional, heat-flux equation. The
equations listed herein lose their significance if the heat-flux becomes
multi~dimensional in character. Bogdan (78) indicates the calibration
time should be kept as small as possible to minimize any two-dimensional
effects. For pyrex backing he lists maximum times of L4-5 milliseconds and
for substrates of higher thermal diffusivities than pyrex one must decrease
the calibration times below 4-5 milliseconds. Maximum calibration times of
100 microseconds were used in this investigation.

Heat-rate simulation

It has nct been determined conclusively, to date, whether or not it is
important to simulate a heat-transfer rate when calibrating a thin-film
resistance thermometer. Although it is not evident from the calibration
equations that heat-transfer rate simulation should be made, slightly
different thermal products can be obtained by pulsing the gage at differ-
ent energy levels. It has not been determined exactly if the difference
in thermal product is due only to the increased average gage temperature
as obtained from the higher energy level pulse. Some careful and intensive

calibrations along this line are needed.
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Variation of thermal product with temperature

To obtain the substrate thermal product as a function of temperature
the gage is pulsed electrically in air (fluid #1) at room temperature then
again in air (also fluid #2) in this case, at a known higher temperature.

In both cases the thermal products of air (i.e., Bf and Bf )'are negligible
1 2

compared to the substrate thermal products (Bb and Bb ). Equation B-5
1 2
then reduces to Equation B-8 below.

B
P
B

b2

(3-8)

>t

In equation B-8, Bb represents the room temperature substrate thermal

1 .
product and Bb represents the elevated temperature substrate thermal

2
product. The room temperature value of Bb (i.e., Bb) is obtained from
: 1
Equation B-6 and the procedure leading to that equation. The elevated

temperature value of B, is obtained by combining Equations B-6 and B-8.

by

However, in Equation B-8, B may not be equal to 1 because the gage resis-
tance is different for different temperatures. The value of B can be
obtained from Equation B-9 below

2
_ g (IR

= (B-9)
2
% (I,)°R,

B

By adjusting the capacitor discharge voltage to account for gage resistance
change with temperature, one can make B = 1. The gage temperature response
ratio A is obtained in a manner similar to that procedure previously indi-

v

cated in using Equation B-6.

Somers (79) was the first to determine the variation of B with temperature
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in Pyrex, however, such determinations were not required in this investiga-

tion.

Calibration Procedure
The following outline represents the steps necessary to obtain o and
B calibrations using the circuit and apparatus shown in Figures 27, 28 and
29.

o calibration

1. Turn balance-calibrate switch to balance.

2. Attach to the calibration circuit a stable 50-0Ohm Tektronix
" termination resistor".

3. Adjust the current supply to the bridge circuit to the desired
level. A typical value is 10 milliamps.

L. Proceed to balance the bridge by using in combination a decade
box and the variable potentiometer in the bridge circuit for
the adjustable balance resistor while using a precision volt-
meter to monitor the bridge output voltage. When the bridge
is balanced this voltage should be zero.

5. When the bridge is balanced turn thé impedance bridge to measure

the resistance of the balance resistor. Denote this resistance

as RSB'

6. Detach the 50-0hm "termination resistor" from the calibration
circuit and use the impedance bridge to measure precisely and
directly this resistance. Denote this resistance as RSD'

7. The resistance measurements obtained in items (5) and (6)

above are used to determine the resistance correction for
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lead wire and connections as follows:

True Bridge Resistance = RTB = (h9.97/h9.99)(RSD) = RSD/J.OOA
Correction Resistance = RCD = RSD - RTB

With the correction resistance now knownone can proceed to

use a thin~film gage in the calibration circuit following

steps (3) through (5) above to obtain a resistance reading
denoted as RGB'

The true thin-film gage reading is then obtained by subtracting
the correction resistance R from R, . Thus,

CB GB
True Gage Resistance = RGT = RGB - RCB
By immersing the thin-film gage in a bottle of Freon 113 which
in turn is immersed in a thermose to provide a constant tempera-
ture bath one can obtain a 3 point resistance variation with

temperature plot. The temperatures used are the ice point (0°C),

room temperature (20-25°C) and the Freon 113 boiling point (49°C).

B calibration

1.

With a thin-film gage attached to the calibration circuit turn
the balance-calibrate switch to balance, adjust the bridge
current to 10 milliamps and proceed to balance the bridge as

outlined in item (4) under o calibration.

After the bridge is balanced turn the capacitor switch to "on"
and the balance-calibrate switch to calibrate.

The thin-film gage is nowlready for the B calibration. To
this end a Tektronix type 555 oscilloscope should be used to

record the bridge output. The oscilloscope settings should
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be as follows:

a) upper beam - 50 usec/cm via time base B and 5 mv/cm.
lower beam- SO'usec/cm via time base B and 10 v/cm.
delay time - 4.50 milliseconds = (9.00)(0.5)
delay setting - 9.00
time base A -~ 0.5 millisec/cm and on single sweep.
timing marks - 5 and 50 microseconds.

b) Time base A triggers (via the "gate") the reley that in
turn controls the capacitor discharge time to the thin-
film gage. It takes slightly more than 4.5 milliseconds
for the relay contacts to close.

c) Time base A is triggered externally from the triéger
output of a Tekbtronix 180A time mark generator.

d) Time base B is triggéréd by a delayed isgnal from time

base B.

) The gage output is observed on the upper beam sweeping

according to time base B.
f) The timing pulses are observed on the lower beam sweep-
ing according to time base B.
Pushing the reset button on time base A single sweep mode
causes time base A to be triggered thus causing, in turn,
the relay contacts to close and energy to be dissipated in
the thin-film gage.
The amount of energy dissipated in the gage can be controlled

by adjusting the 1 turn variable potentiometer (250 Q) in the



188

capacitor discharge circuit. This potentiometer is adjusted to
keep the oscilloscope trace of the bridge output below the upper
graticule line on the oscilloscope face.

After the thin-film gage has been pulsed at room temperature in
air the process is repeated while the gage is immersed in a
bottle of Freon 113 to complete the calibration procedure.

The calibration traces should be analyzed according to Skinner's
technique as presented previously.

Energy dissipation to the gage is approximately constant for 0.1%
of the RC time constant of the calibration circuit. This RC time
constant will vary with thin-film gage resistance (for the
capacitor indicated) bﬁt is about 375 milliseconds for a 50 ohm
gage. Thus, the calibration time of interest should be below
375 microsecords. A good nominal time is 300 microseconds.
Typical values of a/B in cgs units are between 0.0l and 0.0T7
with 0.02 being typical for a platinum gage on a pyrex substrate.

Resulting values outside the range mentioned should be questioned.

Calibration Results

The result for o and B calibration are tabulated in Table 31 below.

The values listed are for calibrations made before any experimental runs.

After the experimental runs the gages were again calibrated and, except

for gage 3, the results agreed with values listed in Table 3. Gage 3

developed an open circuit during final B calibrations and therefore could

not be checked.
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Table 31. Thin-film calibration results

1
B, ca,l/cme(oﬂc)(sec)/2

1
B/a ca.l/cm.e(sec)/2

Gage No. a, 1/°C
1 0.000909 0.0322 35.5
2 0.000650 0.0327 50.3
3 0.000652 0.0330 50.6
L4 0.000791 0.039k 49.8




Figure 32. Plot to determine corrections for slight bridge unbalance in B calibration of gage L
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APPENDIX C: PRECISION OF RESULTS

Method of Calculation

The precision or measure of uncertainty of the results has been
estimated using a procedure suggested by Kline and McClintock (73) and
Beers (T4) for single sample experiments. For an equation of the form

R = R(xl, xg,...,xn) (c-1)

where R is a dependent variable calculated from independent variables
(xl, xg,...,xn), the uncertainty interval (WR) of the result (R) is given
(73,74) by the following "propagation" equation.
2 oR 2
) )

= (-———WX

aR 2
9x )"+

* (ax wx

(w .
1 1 2 2 n n

R

The restrictions on using the propagation equation are that the
measured x variables must be completely independent of one another and
that the same type of uncertainty interval is used consistently throughout
the equation. For example, if the type of uncertainty interval desired on
R is standard deviation, then standard deviations must be used for the un-
certainty intervals on x variables.

The value of precision or uncertainty interval represents a range the
experimenter believes the value of the variable to be within according to
a specified probability level. Herein 20-to-1 odds are set (95% probability)
that the value of the variable is within the range (uncertainty interval)
given.

The uncertainty intervals Wkl, Wk2,..., Wxn of the independent
variables are estimated by the experimenter. They depend on the quality

and accuracy of the measuring instruments and on the judgment of the
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experimenter.

When R has the special form

P P b
= (cons’cant)(x:L 1 X, 2 cee X n) (c-3)

where pl, pg, ceas pn are given numbers and may bc positive, negative or

zero, the propagation equation reduces to the following convenient form.
W2 W2 w2

b'e X, X
(%) = (o) +(py,) +...# (pn—;;) (c-k)

In this relation WX/x represents the fractional uncertainty or the percent

uncertainty.

Shock-Wave Mach Number

The shock-wave Mach number MS was calculated by the following relation.

px/tt _ __ Ax M (c-'5)

/ g, RT /gcRu At ’Y /Tl

Sihce Ru and g, are universal contants assumed to have negligible uncertain-

_.;L
a

ty compared to other terms only the uncertainties of Ax, At, Tl’ Y, and M

need be considered and the propagation equation reduces to

W2 W, 2
M W2 W, 2 W, 2 T
5 A AN 1M Wy 2 1

( Ms) = ( Ai )+ () Rl + o Y) +( Tl) ] (c-6)

The percent uncertainty on Ax and At are estimated to be i_2% while percent
uncertainty on M., y, and T are estimated to the i_l7. Substitution of
these values into Equation C-6, yields slightly less that i_3% for the per-
cent uncertainty on shock-wave Mach number. For example, this means that
for a nominal M value of 4.5 (the mi&mmgé of these experiments) the un-

certainty interval is + 0.13. Thus, there is a 95% probability (20-to-1



194

odds) that M is actually within the range 4.50 + 0.13. By dropping the
hundreds digit shock-wave Mach numbers are then known to the nearest tenth
(i.e., M = L.5 + 0.1). Thus a tenth should be the smallest scale division
used on the MS scale of a plot so that the data would not be distorted by

any peculiar plotting technique.

Heat-Transfer Rates
The heat-transfer rates invthis investigations have been calculated

by the following relation

n E(t ) - E(t. )
a(t ) = —=—— 1=

7 eE, ~1\/n—\/_— \/_ch

(c-7)
where o and g are experimentally determined calibration factors as ex-
plained in Appendix B, Ef is the nominal value of voltage supplied to the
heat-flux gage, and SUM is found by performing the summation indicated on

digital data as read from enlarged oscilloscope recordings. In view of

Equation C-T, the propagation equation for heat-transfer rates becomes

W, 2 5

W2 W,2 W 2 '
D =D+ D +<?§> +(=20) (c-8)

Since o and B are determined from plots of measured data their uncer-
tainties are estimated to be i_S%,- The uncertainty on Ef as measured by a
voltmeter was taken to be the manufacturerer's stated voltmeter precision
of + 2%. The uncertainty on SUM was taken as + 5% although by checking a
special case, where heat-transfer rate could be directly calculated for

comparison, better than i_3% was obtained. Substitution of these

-
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uncertainty values into Equation C-8 yields an uncertainty of less than
i_9%. This uncertainty will be used in the next section for calculation

of correlation parameter uncertainty.

Correlation Parameter
The correlation parameter CP can be written in terms of measured or
calculated values as given below by using x_ = ultz,plul = Py and

p, = leuT/M in Equations 76 and T7

cP = (st JRe), = %ﬁﬁﬁl (c-9)
© CONENEND

With Ru taken as a universal constant with negligible uncertainty

compared to the other terms, the propagation equation becomes

W, 2 Wu 2 w2 W, 2

2
dey® s fe)y damy® L a Met L ey ey By, Oy
CP q Ah Lt M t u P T
'3 2 1 1
(c-10)
Values of Pl’ Tl’ and M are measured or calculated with an uncertainty

of i_l% or better. Laboratory time increment t2 has the same uncertainty
of i_2% as previously used At in the shock-wave Mach number uncertainty
calculation. Values of Ah and ﬁe depend on calculations of free-stream
flow properties for a given MS and are therefore assumed to: have the same
uncertainty as Ms at 1_37. Substitution of these estimated uncertainties,
and that previously calculated for g, in Equation C-10 yields an uncer-
tainty of less than 3_10% for the correlation parameter. The largest
portion of this uncertainty is due to the uncertainty in heat-transfer

rate as can be surmised from Equation C-10. At a nominal value of 1.00
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(the approximate midrange of these experiments) the uncertainty interval

becomes + 0.10 and by dropping the hundredths digit this nominal value
becomes 1.0 + 0.1 with 95% probability. Thus, to prevent distortion of

the correlation parameter when plotting such data, a least scale division

of 0.1 should probably be used.
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APPENDIX D: SPECIAL DERIVATIONS

Heat-Flux Equation for Computer Reduction
Equation 46 can be reduced to an expression convenient for computer

solution by first noting that for a continuous function E(t) one may write

t_ E(t ) - E(t) m b, E(t ) - E(t)
I(t ) == [0 O T s dt (D-1)
w2 (t, - £)32 235 {i_l (t, - £)3/2

where 0 £ t é_tm. Using the concept of the Mean Value theorem (80) one
may replace the continuous function E(t) by the piecewise linear approxi-

mation

E(t.) - B(t; ;)
E(t) S B(t; o) + [ (t, — %) P e -1, 5) (D-2)

where 1 takes on integer values from 1 to m and the increments of time are
unequally chosen to allow versatility in approximating the continuous

function by the piecewise linear function. Substitution of Eqﬂation D-2

into Equation D-1 yields

- s 1 ‘ E(ti) - E(ti_l)
() =3 121 'L nEa B(t) - E(t; ;) - I CRSE I(t-t, ,)}at
- m

1T b5 at
=5 & {[B(t) -E(t, )] |7 ——=7}

2, m i-1 {. (+ -t)3/2

i-1 "m
-= 5 [= 1/ i-1
23 (g -ty ) t, , (t_- £)3/2 (D-3)

The first integral in Equation D-3 may be directly integrated tc yield
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by %
: . 1 s . .
%, & =p(p )|t 2t - —2 } (D-4)

' 3/2 m
i-1 (tm-t) t. 4 /tm—ti / t b

The second integral in Equation D-3 may be integrated by parts to yield

It

ty (t—ti_ljdt i 2(t-t, }) L ! o(s o)L/ b, )
3/2 1/2 " .
1 (By-t) (t,-t) bia \ o b5

(t,

p{—i 1=l 'l+2( N AT (D-5)
\/___ [t

m

By noting A-B = (A2 2)/(A+B) one obtains
(65 - %)
O N A (D-6)
NN T J t 5 g

Substitution of Equation D-6 into Equation D-5 and subsequent substitution

of Equations D-5 and D-4 into Equation D-3 yields

E(t )-E(t, .) B(t ) - E(t, )

I('t ) = I; : {[ m i-1 _ m i-1 ]
v 0t fnbia

B(t,) - E(ti_l) t 3B 2le-t )

! t -t, ) :
( i-1 /m-ti f —1: + \/tm‘ti—l

Appropriate cancellation and regrouping of terms yields



m B(t )-E(t) m E(t )-E(t, ;)

m E(t - E(%.
+2 3 i-1 } (D-8)

Jt N

The first summation in Equation D-8 has a term that is indeterminate when

i=m, however, use cf L'Hospital's rule indicates it is zero as follows

2im E(t ) E(t ) = Lim (- 2E'(t.) [t _-t. >= 0 (D-9)
£, t—>t t oot
i m £ -t

m 1

Using the result of Equation D-9 it may be noted that the first two
summations in Equation D-8 cancel except for a single term to yield the

following result

m.E(t)—E(t ) o B(t) - E(s)
I(t ) = 1 o= 0 =] (p-10)

-1 Jt sty o+ Jto-t ) [t -5,

In this investigation to=0 and E(to)=0 so that substitution into Equation

D-10 as shown yields the following equation used for digital-computer
calculation of heat-transfer rates in this investigation

m E(t.) - B(t. )
alost) = q(t ) = —=E— [ 1 {—2 i1 11 (D-11)

Ir LoR, =l b, + [tm-ti_l

An approach somewhat similar to that above was used by Cook and

Felderman (55) to obtain a result for the special case of equal time

increments.
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Boundary-Layer Thickness

To determine boundary-layer thickness 6 as a function of distance
from the shock wave one may use Von Karman's integral technique as illus-
trated in Reference T0.. With this technique one considers a two-dimen-
sional region of fluid including the boundary layer and having differen-
tial length dx. Newton's second law is applied to the region so that
forces acting on the region boundaries may be related to the rate of
momentum change within the region. This results in the following integral
momentum equation for zero pressure gradient where fluid properties are
assumed to be appropriate averages and treated as constants throughout

this equation.

2 g ou Tw
5§-£ u(u—ue)dy = - v(5§JW = - Y (D-12)

The Pohlhausen approach (70) is now taken by assuming the following

polynomial for the boundary-layer velocity profile

o]

= 3
u = co + cly + 023" + c3y (D-13)

N and c3 are con. ants to be determined from the follcwing

boundary conditions.

where c¢ c
o> 71

i) u = w aty =0
ii) u = u aty =39
D-1k
iii) oot y =26 ( )
oy
82u
1v)-—25==0 at y = 0
oy

The boundary conditions given in Equation D-1lt apply to shock-tube
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boundary layers and allow Equation D-13 to become

= 3 L¥y3
=35 - 35 (D-15)

Equation D~12 is now manipulated so Equation D-15 may be conveniently

substituted as follows

T

9 = 97 - _ ¥
Y u(u—ue)dy = u{(u—uw) - (ue uw)}dy = )

' )
= 5 L) B - 3HEH - 37 - v

- N 1y3
¥ () (u )Y [0 - 5607 - 1lay] (D-16)
o)

Performing the indicated integration in Equation D-16 yields
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T 3 5 T 2 L $
L o R e
P x &V 1205 10 6 28 § 8 & 0
_3_y_2. _ﬁ_ °
/
* \uw)(ue_uw) {h s 8 63 - v} I
o]
=9 2 39 ¢ 36
=5 [u v )" (-35857) + (u )(u-u)(- 7 )]
=2 [(u-u) (55) (-39 u_ - 66u)]
ox e w' ‘280 e W
(u ~u) (39 u_ + 66 u )
- _ e w e W‘@ (D—lT)

280 dx
Combination of Equation D-15 with the right-hand side of Equation D-12
yields

T

W ou 3(ue—uw)v
— = (=

0 ay'w T 28 (D-18)

so that Equation D-1T7 becomes

(39 u, ¥ 66 uw)

3y _ as
26 280 dx
or
8ds _ 140 v _ 140 v
dx (13w +22u) _ 22 u (D-19)
13 ué{l * 13 ue}
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Equation D-19 may be integrated directly to yield

2

S _ 140 vx /
5= o ¢ {D-20)

Ty

13 u

13w {1+
e

The boundary-layer thickness is zero at an x of zero and the integration
constant ¢ 1s therefore zero. Using the definition of Reynolds number

Re and dimensionless velocity U in Equation D-20 yields

S _ N 280/13 - a
x '\/ReX \/Ef+ (22/13)U \/ﬁex \/1 +DbU

The form of Equation D-21 is important in that it is consistent regardless

(D-21)

of the degree of polynomial chosen in Equation D-13. Only the values of
constants a and b change with polynomial degree. For example, when a first
degree (linear) polynomial is chosen the constants a and b become\jzz;
and 2 respectively while for the third degree polynomial used herein they
become 4.64 and 1.693 respectively in Equation D-21. The value of a turns
out to be the same as for conventional flat-plate flow. The denominator
factorJ 1 + bU is always larger than one, therefore, Equation D-21
indicates a shock-tube boundary layer will always be thinner than the
corresponding conventional flat-plate flow since, except for this factor,
Equation D-21 is the result for such conventional flat-plate flow (70).

A similar approach to that indicated above was attempted on the
integral-energy equation to determine the thickness A of the thermal
boundary layer. The integral-energy equation and assumed third degree

temperature profile are, respectively,
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A A
9 V. ,ouy2 _ 9T ’ .
5 | (T -Tludy + - [ & = k(55 (D-22)
o) p O
T-T
= 3y _ L3 -

Proceeding in a manner similar to that used to find § from the integral

momentum equation yielded the following non-linear differential equation

2 2 L L 6
C.A C_A ChA C_ A C6A

[c 8 + e, 3 2 a _ g (D-2k)

+ + +
J x * x Vx x2 x3 dx 7,

where Cl through C

7 are appropriate constants with respect to x. No
attempts were made to solve this equation for A because of its nature.

Instead, § was used for a characteristic boundary-layer thickness in this
investigation. However, further work might include solving Equation D-2k

numerically or finding a valid simplifying assumption so that it may be

solved analytically.
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APPENDIX E: FLOW DIAGRAMS AND COMPUTER PROGRAMS



Figure 33. Block diagram for computer calculation of heat-transfer rates
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Figure 34. Computer program for heat-transfer rates
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Figure 35. Block diagram for computer calculation of flow properties, induction times and
dimensionless variables
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Figure 36. Computer program for flow property calculations
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Figure 36. (Continued)

612



S 0076 |1 12 (A0rz1-8.0)04,13,2 5 5 | : |
SRS A T | TR EICI P V70 N L N S
$.0078 | 14 CALL OLFIT(LER,TS1,0PHS) ; ! H ¥
25,0879 |1 RSz S9R T(LPRS) ? L i S0 S B S
S.os8C | DHS=C W5 (LHAH0AL) + (04 225%RF S¥U2%U2/2.6) ; ! :
SS.5081 i pHIS=amns-oHL . : | ! L
S.ous2 || CALL ©LFITCUCHT, 1S1,0CHISC) ! ! ; g
NIVIVE: SN LOHISR=0CH]LS/ADTHTSC : 3 o : !
$.208% |! THCAES(UCH I 9R-1.21-0. GO0 E1 16416415 ! ; ;
_S.0%o || 15 18l=1s1x0CHlsR ; | ! ; ;
$.0086 || TRUTSL=2.C)70,17,17 |} 3 g i 3
_5,0087_ || 17 60 TG 1 0 : ; : |
. $.0083 | 16~ CALIL UIFIT(wIS P TS1,VISS) i i : :
 5.0089 | AL D1F110IHC, 151, TnCs) ; | ! |
L S.009C | ! CALL DIFIT(ULE,T1S1,0LES) : i ; |
_S.0391 |t WRHTE(3,3C6)'TSl,UHR.bWQ,VI%S THCIS , DPRS 3 DL'ES 4 RS : :
S.ou92 |1 3Gs FﬁﬁﬂAT(lH(,é%,'Tbl'.?X"Dhn P TXAEDHS T 6X g WVISS Y, 6K, WTHLST 46X,y |
’ ! ZYUPIS 16X,y PULES ! TX, Vi ﬁ/arlo.an i : :
L S.0093 | THUICK) 254 25430 ! 5 i ] ;
_S.0994 L 3¢_CALL OTIwE(W4,P2,VOlHZ4T]2) i N R
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Figure 36. (Continued)
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Figure 36. (Continued)
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