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ABSTRACT 

 

Many basic analog blocks and structures, which contain positive feedback loops, are 

vulnerable to the presence of one or more undesired stable equilibrium points. The phenomena of 

multiple equilibrium points is investigated with emphasis on using a temperature-domain 

representation to identify equilibrium points in some circuits that have a single positive feedback 

loop. By example, it is shown  that the presence of multiple equilibrium points can often be 

observed as hysteresis in a plot of an output circuit electrical variable versus temperature obtained 

from a bidirectional temperature sweep over a temperature interval [ 𝑇1, 𝑇2 ] of interest. The 

hysteresis can be associated with a relationship comprised of a single continuous locus of points 

or comprised of two or more disjoint continuous loci of points.  The concept of an “isolation 

region” that can occur in the temperature transfer characteristics of a circuit is discussed where an 

“isolation region” in the closed interval [𝑇1, 𝑇2] is defined as any continuous locus of points in 2 

that forms a closed path and that does not include either of the temperature interval endpoints, 

𝑇1 or T2 . Challenges of determining the presence or absence of multiple stable equilibrium points 

with standard approaches to simulation and mixed-signal verification will be discussed. 

Vulnerability of circuits to analog hardware Trojans where the location and size of the hysteresis 

window can be engineered to serve as a Trojan trigger will be addressed. Concern associated with 

exploitation of an isolation region as a method for embedding and triggering analog hardware 

Trojans that are extremely difficult to detect will be raised.  

 

Keywords— Positive Feedback Loop; Hardware Trojan; Isolation Region; Inverse Widlar 

circuit; Wilson circuit



  1  

 

CHAPTER I 

INTRODUCTION 
 

 

The Information Technology (IT) industry has experienced dramatic developments in the 

last two decades. Due to the widespread use of electronic devices in the IT industry, both electronic 

hardware and software now play a critical role in human society. They enhance quality of life 

through the variety of products the technology enables. As computer systems become increasingly 

threaded in people’s lives through entertainment, health care, business, finance, defense, and 

transportation, reliability and security issues have arisen and are of growing importance. 

 Currently, Cyber-attacks are common and often spread Trojans that adversely influence 

our daily life. As portrayed in movies, Trojans may initiate abhorrent incidents like air crashes, 

financial crises, or even modern wars but much more commonly they cause aberrations in system 

performance or denial of service which are both annoying and costly.  Various types of Hardware 

Trojans are discussed in this chapter including places where known types of Trojans are vulnerable 

for inserting and current methods that have been proposed for detecting Hardware Trojan.  

 

1.1   Threat from Hardware Trojan  

 

A hardware Trojan is generally defined to be a malicious modification of circuitry and can 

occur at the system level, at the printed circuit board level, or internal to an integrated circuit [1].   

On rare occasion, well-intentioned engineers can make a mistake or have an oversight during the 

design process that is not malicious but that results in undesired consequences like those associated 

with malicious modifications.  I will also classify these mistakes or oversights as Trojans.  In 

contrast to software Trojans that often cause a denial of service, steal proprietary data, cause 
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annoying pop-ups, delete or alter files, or create back doors, hardware Trojans often derange or 

destroy entire integrated circuits or components in addition to causing a denial of services. In 

general, software Trojan can often be mitigated or removed by deleting or removing the Trojan 

files. In contrast, hardware Trojans present in a system will invariably exist indefinitely in the 

system hardware.  

Today, with the development of the IC industry, people are relying heavily on “smart” 

electronic devices, which are based on integrated circuits. Powerful IC chips, the virtual brain for 

all electronics, are influencing our life and release us from repeatable and boring tasks, but they 

also introduce potential risks that can be exploited by hackers or other adversaries. Throughout the 

remainder of this thesis, hackers or other adversaries that exploit system vulnerabilities to 

intentionally and negatively impact performance will be termed the “bad guys”.  

As a worldwide change is occurring in where integrated circuits are manufactured, tested, 

and distributed, both the military and the commercial sectors are concerned about whether 

electronic devices and systems can be trusted. Counterfeit electronic components are rampant in 

the microelectronics supply chain, and those responsible for procuring semiconductor components 

and maintaining cyber, military, financial, and other critical systems are extremely concerned 

about insertion of hardware and software Trojans into components and systems through the 

counterfeit component supply chain [2].  

Since hardware Trojans can be readily hidden within an integrated circuit, and since they 

have the powerful ability to either alter circuit performance or destroy the integrated circuit, it is 

difficult to imagine the terrible incidents that can occur if terrorists are able to insert hardware 

Trojans in critical integrated circuits. As an example, imagine a situation where “bad guys” have 

inserted a hardware Trojan into the control system of a commercial airliner that has been designed 
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so that all the terrorists need to do to trigger the Trojan is to push a button and when the button is 

pushed, all electrical system of the plane will fail or shut down. This electrical system failure could 

cause the aircraft to crash and kill all aboard. Undoubtedly, threat from hardware Trojans will 

become of increasing concern as the volume of integrated circuits increase and as the design, 

production, and distribution supply chain becomes more distributed and diverse throughout the 

world.   

 

1.2 More detail about inserting Hardware Trojan 

 

Integrated Circuit (IC) design companies and manufacturers increasingly rely on untrusted 

parties and entities through the entire IC development, procurement, deployment and utilization 

life cycle. Economic factors including cost of labor and governmental subsidization or support to 

the semiconductor industry in different countries have created a semiconductor industry in which 

most of the modern ICs are manufactured in unsecured fabrication facilities. Furthermore, 

untrusted third-party vendors and outsourced design and test services throughout the 

semiconductor industry now provide intellectual property (IP) cores [3] that are an integral part of 

otherwise trusted designs. Thus there are many points throughout the semiconductor supply chain 

where hardware Trojans can be inserted into integrated circuits.   

A flowchart that shows a typical IC design and fabrication cycle is shown in Fig.1 [4].  The 

design flow has been grouped into four main functional blocks: design, layout, verification and 

fabrication. Design represents the first four steps in the flowchart. Layout represents physical 

design. Verification represents physical verification and signoff.  I am not concerned about the 

processing steps after fabrication since hardware Trojans will invariably exist indefinitely in the 

system hardware once a chip is fabricated. In those four major blocks, I also assume all untrusted 
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third-party vendors can participate and “bad guys” may or may not exist in those untrusted third-

party vendors.  

System 
Specification

Architectur
al Design

Functional Design 
and Logic Design

Circuit Design

Physical Design

Physical Verification 
and Signoff

Fabrication

Packaging 
and Testing

Chip

Design

Layout

Verification

Fabrication

 

Figure 1. Flowchart of IC producing 

1.3 Existing methods for Hardware Trojan detection 

Tehranipoor published a survey of hardware Trojan taxonomy and detection [5]. In his 

survey, he identified three methods for detecting hardware Trojans.   These three methods are 

based upon  

1) Side Channel Signal Analysis 

2)  Evidence of Trojan Activation 

3) Evidence of Architectural Tampering. 
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The analysis of side channel signals, primarily timing and power, can be used for Trojan 

detection. These are descriptively termed Power-Based Analysis and Timing-Based Analysis. The 

authors of [6] discussed utilizing the side-channel information to detect the contribution of power 

consumption from the Trojan. The authors discussed the “extra” signal provided by side-channel 

information such as power consumption, noise and other power-related phenomena caused by an 

inserted Trojan.  

The authors in [7] discussed the use of Timing-Based Analysis. The authors claim that a 

delay-based side-channel analysis similar to that used for authentication with physical unclonable 

functions (PUF) can be adapted for hardware Trojan detection however they specifically point out 

that “a well-hidden HTH (Hardware Trojan Horse) (that) acts fast when sprung at run time ….. 

will most likely go undetected”  by their approach. 

Although these methods can be used to detect some hardware Trojans, both approaches 

require golden models or sets of golden chips that can be used to characterize the desired 

performance.  “Gold models” and “golden chips” refer to models or chips that do not harbor a 

Trojan. These hardware Trojan detection methods have some serious limitations. First, the 

aberrations in performance introduced by the Trojan must be of sufficient magnitude to be 

distinguishable from normal PVT variations. Second, a Golden circuit may not exist if the design 

process is producing a single design. Third, it may not be easy to trigger a Trojan at test if it is 

unknown whether a Trojan exists or not or, even if it were known that a Trojan exists, it may not 

be easy to trigger the Trojan during verification or test for the purpose of locating where it occurs.   

The second identified detection method is based upon evidence of Trojan activation. The 

main concept for this method is to observe aberrations in activity when the Trojan is activated to 

determine whether there is or is not a Trojan. The authors of [8] use random inputs in an attempt 
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to active the Trojan hidden in the circuit.  A difference in outputs from what is expected is evidence 

of the presence of a Trojan.  

In [9], the author provide another method for utilizing the evidence of Trojan activation. In 

contrast to the work in [8] where the emphasis was placed only upon input/output relationships for 

the entire system, the author localized the region in which to look for the effects of a Trojan with 

the argument that focusing on localized excitation and localized response offers potential for 

increasing the difference between the ideal and compromised responses.    

The methods of Trojan activation could combine with Side Channel Signal Analysis and 

be an assistant tools to accelerate the testing speeding. However, either “picking random inputs” 

or “defining the potential Trojan inserted area” may not be efficient ways for determine the 

location of well-hidden Trojans. With increasing numbers of transistors, these methods can 

become extremely time-consuming.    

Finally, it is Architecture Level Trojan detecting. Design abstraction can be clarified with 

different levels like protocols, software, micro-architecture, and circuits. Architecture Level 

Trojan divides a system into different levels and defines key factors like power consumption for 

each different structure at first. During detecting process, Trojan can be determined by comparing 

the actual key factors with the data defined before. Like [10], the authors propose a special 

checksum to verify the inserted Trojans by checking the performance of hardware in a low level. 

Only certificated hardware can obtain a fast speed by using this checksum so we can determine 

the Trojans by comparing the different performance.  

To demonstrate the idea above, it still need “certificated hardware”, which is unrealistic in 

IC designing process. Also, comparing every detail becomes impossible with increasing number 

of transistors and much complicated architecture design.   
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1.4 Research Motivation 

Current economic trends are one of the key factors reinforcing the vulnerability to Trojan 

attacks. With increasing reliance on untrusted third-party vendors, security concerns have risen to 

unprecedented levels and hardware Trojans have become a major threat in the IC industry. Unlike 

software Trojans, a hardware Trojan is almost impossible to remove from a chip after fabrication. 

The impact of embedded hardware Trojans can be devastating.  Hardware Trojans can cause a 

circuit or system to enter an undesired operating state, can trigger a release of private information, 

can cause a system to fail, can cause an integrated circuit to self-destruct, or possibly even give 

control of a system to an adversary.   Therefore, it is critical to develop methods for identifying or 

revealing hardware Trojans before fabrication to avoid the costly or devastating effects of an 

undetected Trojan. 

A clever attacker will attempt to hide or disguise Trojans in a way that makes it extremely 

difficult to detect with conventional verification and testing.  This could include designing trigger 

mechanisms that will only trigger the Trojans under rare conditions.     

One class of hardware Trojans that have received very little attention are those associated 

with the analog circuitry in an integrated circuit.  The area has received so little attention that a 

taxonomy of different classes of analog hardware Trojans has not yet evolved.  In spite of the fact 

that analog hardware Trojans have not received much attention, they can be easily embedded into 

many integrated circuits and their impact can be insidious.  One type of analog hardware Trojans 

is those associated with the presence of one or more undesired equilibrium points whereby the 

undesired equilibrium points can be classified as Trojan states.   

 In this thesis, characteristics of analog circuits with multiple equilibrium points in a circuit 

with single positive feedback loop are investigated. It has been shown that the existence of one or 
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more positive feedback loops is a necessary condition for the presence of a Trojan operating state.  

Trojan operating states can be very difficult to detect because existing simulation and verification 

tools naturally provide only a single solution with no provisions for determining more than one 

stable equilibrium point if it or they are known to exist.  Circuits with more than one operating 

point often exhibit some unique performance in the temperature-domain and this temperature-

domain performance can often provide insight into the presence of more than one equilibrium 

point.   In this thesis, the temperature-domain performance of circuits that may have more than 

one equilibrium point is investigated.  

The intriguing behavior of circuits with multiple equilibrium points has inspired me to 

study circuits with a potential hardware Trojan vulnerability that escapes detection with most 

existing detection methods.  In this research on the temperature-domain behavior of circuits with 

multiple equilibrium points, I reveal the existence of an isolation region in the temperature transfer 

characteristics of the Wilson current mirror circuit and develop a deeper understanding of the 

isolation region in the Inverse Widlar circuit.  A systemic approach for finding the presence of the 

isolation region in the Wilson circuit is discussed whereby the isolation region in the Inverse 

Widlar circuit is morphed into an isolation region in the Wilson circuit using a circuit-based 

continuation approach.  In a prototype circuit, methods for controlling the location and shape of 

the isolation region are discussed.  
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CHAPTER II 

MULTIPLE EQUILIBRIUM POINTS 

 

 

 

A circuit with static biasing and no time-varying inputs that has more than one DC 

operating point is said to have multiple equilibrium points.  If the circuit is designed to have a 

single operating point but the circuit actually has more than one stable equilibrium point, the circuit 

is plagued by the multiple equilibrium point problem since a circuit can maintain static operation 

at any stable equilibrium point irrespective of whether the equilibrium point is a desired operating 

point or a Trojan operating state.  Many widely used circuits that have one or more positive 

feedback loops are known to be vulnerable to the presence of multiple equilibrium points.   Most 

temperature sensor and reference generator circuits use one or more positive feedback loops to 

reduce output sensitivity to the power supply voltage and these circuits are vulnerable to the 

multiple equilibrium point problem [12].  Circuits with multiple equilibrium points exhibit 

different performance between the voltage-domain and the temperature-domain.   I will focus on 

temperate-domain characteristics of circuits with multiple equilibrium points throughout the 

remainder of this thesis.  

 

2.1 The definition of equilibrium point 

 

The “resistive” circuit of a nonlinear circuit is the circuit that is obtained by removing all 

energy storage elements by replacing all capacitors with open circuits and all inductors with short 

circuits.  An equilibrium point of a nonlinear circuit with static bias and static excitation is a 

solution of the “resistive” circuit of the nonlinear circuit. A nonlinear circuit is said to have 

multiple equilibrium points at a temperature T if the resistive circuit has more than one solution 

under the same static bias and static excitations.   All linear circuits under static bias and excitation 
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conditions will have a single equilibrium point.  A nonlinearity is a necessary but not sufficient 

condition to cause the presence of multiple equilibrium points. 

Any equilibrium point of a nonlinear circuit under static bias and static excitation 

conditions can be classified as either a stable equilibrium point or an unstable equilibrium point.  

An equilibrium point of the resistive circuit of a nonlinear circuit with static bias and static 

excitation is a stable equilibrium point if  

a) there exists a set of initial conditions for all of the energy stored elements of the circuit that 

will cause the transient response of the circuit to remain at the equilibrium point 

b) there exists a small neighborhood around the set of initial conditions described in part a)  

such that if initial conditions in this neighborhood are established, the transient response 

of the circuit will converge to the same equilibrium point 

 An equilibrium point of a resistive circuit under static bias and static excitation that is not a stable 

equilibrium point is said to be an unstable equilibrium point.  If a circuit has one or more undesired 

stable equilibrium points, the undesired stable equilibrium points will termed Trojan states or 

Trojan operating points.  

 

2.2 Circuits with Multiple Equilibrium Points 

 

In this section, examples of circuits that have multiple equilibrium points will be discussed.  

It is well known that all of the circuits shown in Fig. 2 and Fig. 3 are vulnerable to the presence of 

multiple stable equilibrium points.  More specifically, for some implementations of these circuits 

in some semiconductor processes, the circuits will possess two or more stable equilibrium points.  
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Figure 2. Single positive feedback loop (Inverse Widlar, Widlar, Wilson) 

 

 

 

Figure 3. Four popular single DC positive feedback 

 

The three basic circuits shown in Fig.2 [13, 14] have a single positive feedback loop. In 

different design, these circuits can be utilized as bias generators, current references, voltage 

references, or temperature sensors. Correspondingly, the four popular circuits shown in Fig.3 [15, 

16, 17, 18] each have a single positive feedback loop and are widely used as voltage references. 

These will be used as initial benchmark circuits for identifying the stable operation points in single 

positive feedback loop circuits.  
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2.3 Methods of detecting multiple equilibrium points  

 

There are many papers that can be found in the literature for determining operating points 

of circuits. Topology methods using a graphical representation and some topological criteria for 

identifying multiple equilibrium points are discussed by the authors in [19]. Based on piecewise-

linear approximations of all nonlinear devices, piecewise-linear methods were used to provide all 

operating points of a circuit [20, 21]. In other works, continuous/homotopy methods have been 

used to track DC solutions [22]. In [23], a break-loop homotopy method was proposed and it finds 

all stable operating points for CMOS circuits with one positive feedback loop by breaking the 

positive feedback loop in the circuit at the gate of a transistor, inserting a voltage source at the 

break point, and sweeping the voltage to create a return map.  From the return map, the stable 

equilibrium points can be obtained. In [24, 25, 26], SAT and/or SMT-based formal methods are 

discussed that can be used to obtain equilibrium points.  

These methods are alternatives for finding all the operating points of a nonlinear circuit.  

This continues to be a very challenging problem. Some of these methods can only provide partial 

solutions. Some can be used to obtain complete solutions at the expense of requiring significant 

computation time.  
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CHAPTER III 

TEMPERATURE-BASED METHODS FOR TROJAN DETECTING 

 

 

 

In this chapter, two temperature-based methods that can be used for detecting the presence 

or absence of Trojan states for some circuits will be discussed.  One is based upon a bi-directional 

temperature sweep and the other is based upon obtaining temperature transfer characteristics using 

a node-set at each point in the temperature domain.   In the bi-directional sweep method, a resultant 

hysteresis window is indicative of a circuit having a Trojan state. The concepts of hysteresis 

windows and isolation regions in the temperature transfer characteristics, which are two specific 

types of behavior that can occur in circuits with multiple equilibrium points, will be discussed.  

Finally, a special phenomenon that can occur when using a standard circuit simulator to determine 

the temperature transfer characteristics, which I have termed “shaking” will be presented.  The 

“shaking” phenomena can also be useful for identifying the presence of multiple equilibrium points 

in a nonlinear circuit.   

The presence of multiple equilibrium points can often be observed as a hysteresis window 

in a plot of a circuit variable, specifically a voltage or current in the circuit,  versus temperature 

obtained from a bidirectional temperature sweep over a temperature interval [𝑇1, 𝑇2] of interest.  

An “Isolation region”, which will be defined formally in this section,  is  conceptually any 

continuous closed locus of points that forms a loop in the relationship between a circuit variable 

and temperature that is separated by a finite distance from all other points in the relationship on 

the temperature interval  [𝑇1, 𝑇2]. 
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3.1 Temperature sweep methods 

  

For the purpose of determining whether an analog circuit has more than one stable 

equilibrium point [27], two simulation methods based upon temperature sweeps will be discussed.  

One involves a bi-directional temperature sweep [28] and the other a “node-set” based sweep. Both 

are computationally efficient and have been effective at finding multiple equilibrium points in 

quite a few benchmark circuits though we can’t guarantee these methods will find all operating 

points in all circuits.  

One of my classmates first observed that a bi-directional temperature sweep often exhibits 

the presence of a hysteresis region.  With further study of operating points, another method called 

the “node-set” method has been found to show the presence of multiple equilibrium points when 

they exist even if the bi-directional sweep fails.   

 

3.1.1 Bi-directional temperature sweeping 
 

The bi-directional temperature sweeping is a method to obtain the node voltage from a 

bidirectional temperature sweep with a standard circuit simulator over a temperature interval 

[𝑇1, 𝑇2]. By applying this method, the temperature is swept from both directions, that is, it is sweep 

from 𝑇1 to 𝑇2 and from 𝑇2 to 𝑇1. For example, in the Inverse Widlar circuit of Fig.4, the node 

voltage of interest could be set at the gate of either M1 or M4 and then the temperature could be 

swept in both directions through the interval [𝑇1, 𝑇2].   The simulation results shown in Fig.5 (a) 

were obtained from a bi-directional temperature sweep for the inverse Widlar circuit.  The 

simulation result show the output voltage of node A. The process used is the AMI 0.5µm process.  

The device sizes and supply voltage used in the simulation are given in Table 1.  From this 

simulation, it can be observed that there are at least two equilibrium points in the hysteresis 

window from T=52oC to T=188oC. 
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Table 1. Simulation environment (1) 

Technology(process) AMI 0.5µm M1(W/L/M(multiplier)) 4.5µ/1.8µ/5 

Supply voltage  5V M2(W/L/M(multiplier)) 4.5µ/1.8µ/5 

Output node A M3(W/L/M(multiplier)) 1.5µ/4.05µ/1 

Structure Inverse Widlar M4(W/L/M(multiplier)) 1.5µ/1.2µ/8 

  M5(W/L/M(multiplier)) 1.5µ/1.2µ/8 

 

 
Figure 4.  Inverse Widlar Circuit 

 

 

                                     (a)                                                                  (b) 

Figure 5. Simulation results for Inverse Widlar Circuit, (a) from bi-directional sweep (b) 
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With the temperature sweep in a standard circuit simulator, the previous simulation result 

serves as the initial condition for the next simulation, which means each simulation step in the 

temperature hysteresis sweep method is related to the immediately preceding simulation step. 

Depending on the temperature interval and actual behavior of multiple equilibrium points, it may 

or may not miss the multiple equilibrium points.    It should be noted, however, that the hysteresis 

sweep does not give all equilibrium points.  The actual transfer characteristics for this circuit are 

shown in Fig. 5(b).  It can be noted from this figure that this circuit has three operating points in 

the temperature interval from T=52oC to T=188oC.  The ones identified by the hysteresis sweep 

are the stable equilibrium points. The intermediate points that are on the portion of the transfer 

characteristics with negative slope are unstable equilibrium points.  Simulation of the unstable 

equilibrium points is often a tedious process and will not be discussed in this thesis. 

Though the simulation results shown were for the node voltage 𝑉𝐴, the hysteresis would be 

present for any node voltage, any branch current, or any branch voltage so it is not critical which 

electrical variable is used for the bidirectional sweep. 

 

3.1.2 “Node-set” method 
 

The “Node-set” method is another method to track the node voltage by doing simulations 

with a standard circuit simulator over a temperature interval of interest.  With the “node-set” 

method, users set the initial condition for each simulation first. Then a parametric analysis is 

applied and simulations are made at temperatures through the interval [𝑇1, 𝑇2]. By setting initial 

conditions close to an actual solution, the simulations will often be attracted to a particular solution.  

In contrast to the bi-directional temperature sweep method, simulation at each temperature 

with the “node-set” method is independent from other simulations.  Thus, it makes no difference 

on which order the individual temperature simulation points are chosen.  If a node has been set 
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before using this parametric analysis sweeping method, then every simulation at each temperature 

will start from this same node set.  Though it may appear that the “node-set” method eliminates 

half of the simulations compared to that required for bidirectional sweeping, the simulation times 

required using the “node-set” method are often much longer for several reasons.  One is the time 

required for convergence in individual simulations.  Since the results of the previous simulation 

do not serve as initial conditions, the time for each simulation may be much longer.  But the major 

reason that the “node-set” approach may be quite time consuming is because there is often no good 

way to determine initial conditions that will result in convergence to multiple equilibrium points.  

And, the initial condition vector can be of high dimension further complicating the task of 

determining a good set of initial conditions.  However, in examples that have been investigated, 

the “node-set” approach has been useful at determining multiple equilibrium points in some 

circuits. 

As an example, the “node-set” method has been used with three different node-settings of 

node A in the inverse Widlar circuit of Fig. 4 using the Spectre circuit simulator.   The process 

used for these simulations is the AMI 0.5µm process.  The device sizes, supply voltage and node-

setting voltage for each simulation are given in Table 2.  The node set was made only at node A 

with default initial conditions being used at the other nodes.  Results from the simulation that show 

the loci of multiple equilibrium points for the voltage on Node A are shown in Fig.6.   In these 

simulation results the colors green, red and blue are used to show the results under the different 

node-setting conditions. Though it may appear that for temperatures below 59oC or above 102oC 

there is only one simulation result, simulation results for all three initial conditions were identical 

in these lower and upper temperature regions and the plotting routine I used only displays one 

color, in this case blue, in these regions.  
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From this simulation, it can be observed that there are at least three equilibrium points from 

𝑇1 =59.18oC to T2 =102oC. Also, we find that there is a region which is a continuous locus of points 

in 2 that forms a closed path and that does not include either of the temperature interval endpoints, 

𝑇1 or T2 . We call this region as “isolation region”, which will be discussed later.  Though the 

“node-set” method can be quite time consuming, other methods often fail to determine the presence 

of multiple solutions when an “isolation region” exists. 

 

         Table 2. Simulation environment (2) 

Technology(process) AMI 0.5µm M1(W/L/M) 3µ/3µ/5 Green 4.9V 

Supply voltage  5V M2(W/L/M) 3µ/3µ/5 Red 4.0V 

Output node A M3(W/L/M) 1.5µ/3µ/1 Blue 3.5V 

Structure Inverse Widlar M4(W/L/M) 110µ/1.8µ/8   

  M5(W/L/M) 3µ/600n/1   

 

 

Figure 6. Loci of multiple equilibrium points (an isolation region) 
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3.2 Definition of hysteresis window 

 

Though a hysteresis window was observed in the simulation results shown in Fig. 5 (a), 

the definition of a hysteresis window was not formally defined.   We say a relationship 𝑓(𝑇)  

exhibits a Hysteresis window in the interval [𝑇1𝑚𝑖𝑛, 𝑇2𝑚𝑎𝑥] if a bidirectional temperature sweep 

shows that it has at least two solutions in this interval and is single valued for 𝑇 < 𝑇1𝑚𝑖𝑛 and single 

valued for 𝑇 > 𝑇2𝑚𝑎𝑥.  

Bi-directional sweeping of the temperature from low temperature to high temperature and 

from high temperature to low temperature is often a practical method for observing the presence 

of a hysteresis window.   The general representation of a bi-directional temperature sweep that 

exhibits a hysteresis window in the interval [𝑇1, 𝑇2] is shown in Fig.7.  An example of a hysteresis 

window in the interval [52oC, 188oC] was shown in Fig.5 obtained from a bi-directional 

temperature sweep for a specific implementation of the Inverse Widlar circuit.  

 

 
Figure 7. The rough description of hysteresis window 
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3.3 Definition of Isolation Region  
 

The transfer characteristic of a real valued relationship 𝑓(𝑇) on the interval [𝑇𝐴, 𝑇𝐵] is said 

to have an isolation region if  

(1) 𝑓(𝑇)can be represented as the union of two continuous relationships 𝑓1(𝑇) and 𝑓2(𝑇) 

where 𝑓1(𝑇) ∩ 𝑓2(𝑇) = ∅ 

(2) ∃ 𝜖 > 0 such that |𝑓1(𝑇1) − 𝑓2(𝑇1)| > 𝜖,  ∀ 𝑇1 ∈ [𝑇𝐴, 𝑇𝐵] 

(3) Domain of 𝑓1(𝑇) is a proper subset of (𝑇𝐴, 𝑇𝐵) 

 

The simulation results for an implementation of the Inverse Widlar circuit shown in Fig.6 exhibit 

the presence of an Isolation Region. 

An isolation region is one kind of behavior that can be exhibited with circuits that have 

multiple equilibrium points in the temperature domain. To my knowledge, the existence of 

isolation regions had not been reported in the literature though a fellow classmate, Qianqian Wang, 

recently submitted a paper for review, [28], that discusses the concept of an isolation region. 

Isolation regions may or may not be readily detected from a bi-directional temperature sweep.  The 

existence of isolation regions in the Inverse Widlar structure were discovered by chance when 

exploring the temperature characteristics of the circuit with bi-directional temperature sweeps and 

perturbations of the circuit in an attempt to control the characteristics of the hysteresis window. 

The following figures describe the evolution of an isolation region.  

Consider a circuit with the “S” shape transfer characteristics indicative of multiple 

equilibrium points shown in Fig.8 (a).   These characteristics are based on the inverse Widlar 

circuit of Fig. 4 designed in the AMI 0.5µm process. The vertical axis is the voltage on Node A in 

all parts of Fig. 8. The simulation results shown in Fig.8 (b), (c), (d), (e), (f)] depict the evolution 
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of an isolation region as the width of transistor M5 is changed. Here, each figure contains three 

simulation results (shown with green, red and blue dots) under different node-setting voltages.  

The supply voltage and node-setting voltage for node A used in these simulations are given in 

Table 3 and the size of all transistors are given in Table 4.  Default values in the circuit simulator 

were used for all other node set voltages.  It should be noted that the isolation region can be 

substantially isolated form the remainder of the transfer characteristics as can be observed in the 

plot of Fig. 8 (f). 

 

                     Table 3. Simulation environment (3) 

Technology(process) AMI 0.5µm Green 4.9V 

Supply voltage  5V Red 4.0V 

Output node A Blue 3.5V 

Structure Inverse Widlar   

 

 

 

 

Table 4. Simulation environment (4) 

Transistor Size(a) 

(W/L/M) 

Size(b) 

(W/L/M) 

Size(c) 

(W/L/M) 

Size(d) 

(W/L/M) 

Size(e) 

(W/L/M) 

Size(f) 

(W/L/M) 

M1 3µ/3µ/5 3µ/3µ/5 3µ/3µ/5 3µ/3µ/5 3µ/3µ/5 3µ/3µ/5 

M2 3µ/3µ/5 3µ/3µ/5 3µ/3µ/5 3µ/3µ/5 3µ/3µ/5 3µ/3µ/5 

M3 1.5µ/3µ/1 1.5µ/3µ/1 1.5µ/3µ/1 1.5µ/3µ/1 1.5µ/3µ/1 1.5µ/3µ/1 

M4 110µ/1.8µ/1 110µ/1.8µ/1 110µ/1.8µ/1 110µ/1.8µ/1 110µ/1.8µ/1 110µ/1.8µ/1 

M5 9µ/600n/1 6.8µ/600n/1 6.7µ/600n/1 6.65µ/600n/1 6.5µ/600n/1 3µ/600n/1 
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(a)                                                               (b) 

 
(c)                                                                     (d) 

 
(e)                                                                     (f) 

Figure 8. Evolving of isolation region 

 

 

In an attempt to see how sensitive the isolation region location and shape are to a particular 

process, the same evolution procedure was considered for an implementation of the Inverse Widlar 

structure of Fig. 4 in an IBM 0.13µm CMOS process.   The evolution of an isolation region in the 
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IBM 0.13µm CMOS process is shown in Fig. 9 . In this evolution, only the size of transistor M5 

is changed and the output of the voltage of node A was observed. Each part of the figure contains 

three simulation results (shows in green, red and blue dots) under different node-setting voltages 

(different initial voltage for of Node A, default initial conditions used for all remaining nodes).  

The supply voltage and node-setting voltage for Node A are given in Table 5. The size of all 

transistors used in the simulation are shown in Table 6. 

 

                     Table 5. Simulation environment  

Technology(process) IBM 0.13µm Initial 𝑉𝐴(1) 1.2V 

Supply voltage  1.2V Initial 𝑉𝐴(2) 1.08V 

Output node A Initial 𝑉𝐴(3) 0.7V 

Structure Inverse Widlar   

 

         

 

        Table 6. Simulation environment  

Transistor Size(a) 

(W/L/M) 

Size(b) 

(W/L/M) 

Size(c) 

(W/L/M) 

Size(d) 

(W/L/M) 

M1 1µ/600n/60 1µ/600n/60 1µ/600n/60 1µ/600n/60 

M2 1.2µ/1.2µ/1 1.2µ/1.2µ/1 1.2µ/1.2µ/1 1.2µ/1.2µ/1 

M3 2µ/600n/1 2µ/600n/1 2µ/600n/1 2µ/600n/1 

M4 1µ/600n/1 1µ/600n/1 1µ/600n/1 1µ/600n/1 

M5 320n/600n/1 280n/600n/1 230n/600n/1 220n/600n/1 
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(a)                                                                            (b) 

 

(c)                                                                            (d) 

Figure 9. Evolving of isolation region 

 

 

In this investigation, the isolation regions occurs in a very small subset of the design space 

for inverse Widlar circuit in the IBM 0.13µm CMOS process.  Since this isolation region occurs 

over a very small subset of the design space, it may be particularly difficult to detect if its presence 

is unknown. 

 The existence of an isolation region has also been found in the Wilson structure and it will 

be discussed in the following chapter.  There may be some particularly useful applications for 

circuits with isolation regions but considering how difficult it can be to detect the presence of an 
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isolation region, isolation regions may provide fertile territory for hiding analog hardware Trojans 

in widely used circuit structures.  

3.4 “Shaking” phenomena  
 

By using the “node-set” method, we may get different results by applying different initial 

condition (setting different initial node voltage).  Some of these results may, at first glance, appear 

to be associated with an incorrect use of a circuit simulator and designers may be tempted to ignore 

the results but as will be seen here, they may provide information about the existence of Trojan 

states that may not be detected by other methods.   Consider a circuit with an isolation region like 

that shown in Fig.6.  By setting different initial voltages, we would expect to obtain results like 

those shown in Fig.10 (a) and Fig. 10 (b). However, I have also obtained results shown in Fig.10 

(c) and Fig. 10 (d) as well for simulations of the Inverse Widlar circuit of Fig. 4.  

In Fig. 10, each part of the figure contains one simulation results obtained by using the 

“node-set” method by using different node-setting voltages for the Inverse Widlar circuit. The 

output variable in these simulations is the node voltage of node A. The process used is the AMI 

0.5µm process. The size of each transistor, supply voltage and node-setting voltage are given in 

Table 7. 

 

Table 7. Simulation environment (7) 

Technology (process) AMI 0.5µm M1(W/L/M) 3µ/3µ/5 Initial 𝑉𝐴(a) 3.0V 

Supply voltage  5V M2(W/L/M) 3µ/3µ/5 Initial 𝑉𝐴(b) 4.4V 

Output node A M3(W/L/M) 1.5µ/3µ/1 Initial 𝑉𝐴(c) 4.9V 

Structure Inverse Widlar M4(W/L/M) 110µ/1.8µ/8 Initial 𝑉𝐴(d) 4.78V 

  M5(W/L/M) 3µ/600n/1   
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                 (a)                                                                  (b) 

 

     (c)                                                               (d) 

Figure 10. Multiple simulation results 

 

Depending on the value of node set, different simulation results may be generated for 

circuit with multiple operating states in certain temperature domain.  As shown in Fig.10 with 

different node-setting, the simulation results seem like a smooth continuous line (actually it is 

continuous loci of points) in Fig.10 (a) and Fig. 10(b), but a “shaking” characteristic is exhibited 

in the results in Fig.10 (c) and Fig. 10 (d). These results are correct but show convergence to 

different solutions at closely spaced temperature points.  In this case, these somewhat peculiar 

results may appear to raise questions about the simulation.  

The “shaking” phenomena is related to the initial condition voltages set for the simulations 

and the algorithms used in the Spectre circuit simulator. Since the algorithms in Spectre result in 
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convergence to an operating point, “shaking” tends to occur if we set the initial condition voltages 

at values that are between a Trojan state and an unstable operating point. These simulation results 

enforce the observation that the “node-set” method cannot find all operating points by only setting 

one initial voltage.  

Although the “node-set” method can’t be used to guarantee finding all operating points in 

the circuit, it is still a useful method for finding the presence of Trojan states and determining the 

loci of multiple equilibrium points for some circuits. 

 

  

 

CHAPTER IV 

ISOLATION REGION IN DIFFERENT PROCESS AND STRUCTURE 

 

 

 

Isolation region is an interesting phenomenon and it has different performance between 

different structures and different processes. According to the simulation result, it is shown that the 

center location of isolation region will be fixed when we minimum the size of temperature interval 

of isolation region range under AMI 0.5µm process. However, it is also found that both width and 

location of isolation region are changeable under IBM0.13 process. In addition, isolation region 

not only happens in inverse Widlar circuit, but also exits in Wilson circuit.  

 

 

4.1 The performance of Isolation Region under AMI 0.5µm Process 

 

Initially, it plans to change the size to rearrange the temperature range and location so that 

it can be either temperature trigger or Trojan circuit. When it randomly changes the size of each 
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transistor, it is found that the location of center-point of isolation region is fix when it minimizes 

the sizes of isolation region. Minimum sizes of isolation region means the isolation region will 

disappear if it keep changing the size of each transistor.  

Since the target is exploring the performance of isolation region, randomly sizing the 

transistors is not acceptable and it does have some rules between changing each transistors and 

isolation region. To investigate the behavior of isolation region thoroughly, it is necessary to 

understand the relationship between size of each transistor and isolation range, which is difficult 

to figure out only by monitoring. Therefore, small size analysis is being used here. The main idea 

of small size analysis is that keeping increasing or decreasing one parameter in a range with fine 

steps to see the results of the whole system. The Table 9 shows the small changes for M3, M4 and 

M5 and the width of isolation regions after changing the size of each transistor. In Table 9, it also 

provides an arithmetic mean and a geometric mean for comparing. Since it minimize the width of 

isolation region, geometric mean should not be a huge difference. Thus it only focus on the 

arithmetic mean. Fig.11 is corresponding to the data in Table 9. The simulation for here is to 

change the size of one transistor every time and provide the data of width of isolation region. Here, 

the simulation is using the “node-set” method under Inverse Widlar circuit. And the output is the 

node voltage of node A. The process used is the AMI 0.5µm process. The original size of each 

transistor, supply voltage and node-setting voltage for each node are given in Table 8. 

 

        Table 8. Simulation environment (8) 

Technology(process) AMI 0.5µm M1(W/L/M) 3µ/3µ/5 

Supply voltage  5V M2(W/L/M) 3µ/3µ/5 

Output node A M3(W/L/M) 1.5µ/3µ/1 

Structure Inverse Widlar M4(W/L/M) 110µ/1.8µ/1 

Initial 𝑉𝐴 4.9V M5(W/L/M) 2.4µ/600n/1 
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Table 9. Size percentage change verse isolation region 

 

 

 

 
Figure 11.   Temperature range with percentage change in transistors size 
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M3

M4

M5

   

Left Bound 

(˚C) 

Right Bound 

(˚C) 

Range 

(˚C) 

Arithmetic Mean 

(˚C) 

Geometric Mean 

(˚C) 

M3 1.485µ 1% 67.5 77.4 9.9 72.45 72.28 

 1.47µ 2% 65.8 80.2 14.4 73 72.64 

 1.425µ 5% 62.8 86.8 24 74.8 73.83 

 1.35µ 10% 57.7 97.5 39.8 77.6 75.00 

        

M4 111.1µ 1% 70.5 73.5 3 72 71.98 

 112.2µ 2% 69.9 74.2 4.3 72.05 72.02 

 115.5µ 5% 68.9 75.4 6.5 72.15 72.08 

 121µ 10% 67.8 77 9.2 72.4 72.25 

        

M5 2.424µ 1% 67.9 76.8 8.9 72.35 72.21 

 2.448µ 2% 66.5 79 12.5 72.75 72.48 

 2.52µ 5% 64 83.9 19.9 73.95 73.28 

 2.64µ 10% 61.5 90.1 28.6 75.8 74.44 

        

Standard 0 0% 71.5 72.4 0.9 71.95 71.95 
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With the assistance of plot [Fig.11], it can see the curve change smooth and continue, which 

provides the evidence that the simulation result is correct and the “node-set” method is able to get 

the correct edge of isolation region. Another clue is that high percent change in width of each 

transistor will causes the big change in width of isolation region. From the table, it is obvious that 

the center point (arithmetic mean) of the isolation region are around 72 degree once it minimize 

the width of Isolation Region.  Thus a guess is been made that the center point of isolation region 

will be fixed once it minimize the width of isolation region in different size combination of each 

transistor.  

To verify the guess, it simulate the circuit with four groups of different combination size 

and then check the width of isolation region. From Table 10, it is easily to get a result that 

arithmetic mean is around 72 degree. Also, in Table 11, it simulate the circuit in different corner 

and get the result that the center point of isolation region is fixed as well.  

 

Table 10.   Different size of transistors  

 

 

Table 11.   Simulation result of transistors in different corner 

M3 M4 M5 

Left 
Bound 
(˚C) 

Right 
Bound 
(˚C) 

Range 
(˚C)  

Arithmetic 
Mean (˚C) 

Geometric 
Mean (˚C) NMOS PMOS 

1.5µ 85.9µ 2.4µ 71.5 72.1 0.6 71.8 71.80 fast slow 

1.5µ 312µ 2.4µ 71.6 72.5 0.9 72.05 72.05 slow slow 

1.5µ 373µ 2.4µ 71.6 72.8 1.2 72.2 72.20 slow fast 

1.5µ 208µ 2.4µ 71.7 73.1 1.4 72.4 72.40 fast fast 

M3 M4 M5 

Left 

Bound(˚C) 

Right 

Bound(˚C) Range (˚C) 

Arithmetic 

Mean(˚C) 

Geometric 

Mean(˚C) 

1.5µ 42.5µ 2.7µ 71.1 72.3 1.2 71.7 71.70 

1.5µ 29.8µ 2.85µ 71 72.2 1.2 71.6 71.60 

1.5µ 206.6µ 2.25µ 71.6 72.6 1 72.1 72.10 

1.653µ 110µ 2.7µ 71.6 72.3 0.7 71.95 71.95 
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4.2 The performance of Isolation Region under IBM 0.13µm Process 

 

In IBM0.13 process, isolation region shows different feature compared to AMI 0.5µm 

process. Control the isolation region become more convenient and we are able to change either 

location or width in IBM 0.13µm process. It is a big process since it can only change the width of 

isolation region in AMI 0.5µm process because of fixed center point. By changing size of different 

transistors, it is able to find the evidences to show the isolation region is moveable in IBM 0.13µm 

process. Following are examples show isolation region could be in different location. The 

simulation of the example is using the “node-set” method under Inverse Widlar circuit. And the 

output is the node voltage of node A. Each simulation below contains three simulation results with 

different node-setting voltage. The process used is the IBM 0.13µm process. The supply voltage 

and node-setting voltage for each node are given in Table 12. 

In Table 13, it is showing three examples of isolation region, and they are all in different 

location but almost same width, which is about 10 oC. From the Table 13, it is obvious that they 

are three different size combinations. The corresponding graph are representing in Fig.12. We can 

see the isolation region is move from 55.1 oC to 95.9 oC with almost same width. It prove that the 

isolation region in IBM process is moveable. Besides the changing the location of isolation region, 

it also shows the changeable width in Table 14. Two corresponding results are showing in Fig.14, 

which reveal the controllable width of Isolation Region. From the Fig.14, it shows the width of 

isolation can be changed from 14.3 oC to 42.9 oC by different size combination, which provide the 

evidence of changeable size of isolation region in IBM process.  
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               Table 12. Simulation environment (9) 

Technology(process) IBM 0.13µm Initial 𝑉𝐴(1) 1.2V 

Supply voltage  1.2V Initial 𝑉𝐴(2) 1.08V 

Output node A Initial 𝑉𝐴(3) 0.7V 

Structure Inverse Widlar   

 

 

             Table 13. Different size of transistors verse different location of Isolation Region 

Isolation 

Region (˚C) 

Size of each transistor(W/L/M) 

M1 M2 M3 M4 M5 

55.1~65.3 1/0.6/60 1.2/1.2/1 1.96/0.6/1 0.43/0.6/1 0.18/4/1 

67.3~81.6 1/0.6/60 1.2/1.2/1 1.98/0.6/1 0.48/0.6/1 0.21/4/1 

85.7~95.9 1/0.6/60 1.2/1.2/1 2.04/0.6/1 0.5/0.6/1 0.25/4/1 

 

 

 

Figure 12. Different location of isolation region 

 

  Table 14. Different size of transistors verse different width of Isolation Region 

Isolation 

Region (˚C) 

Size of each transistor (W/L/M) 

M1 M2 M3 M4 M5 

69.3~83.6 1/0.6/60 1.2/1.2/1 1.98/0.6/1 0.48/0.6/1 0.21/4/1 

53.0~95.9 1/0.6/60 1.2/1.2/1 1.98/0.6/1 0.50/0.6/1 0.21/4/1 
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(a)                                                                          (b) 

Figure 13. Different Width of Isolation Region 

 

4.3. Isolation Region in Wilson circuit 

 

Many temperature sensor and reference generator circuits use positive feedback loops to 

reduce output sensitivity to the power supply voltage and these circuits are vulnerable to the 

multiple equilibrium point problem. Start-up circuits are invariably used to keep these circuits 

operating at the desired equilibrium points. 

Since both Wilson circuit and Inverse Widlar have one positive feedback loop, it raise a 

doubt if there is also an isolation region existing in Wilson circuit. Depending on previous 

experience, isolation region only happens in condition that the size for each transistor is well 

designed and it happens in a very small subset of design space. Too small size or too large size 

will kill the isolation region even hysteresis window. Because Wilson circuit is different structure 

comparing to Inverse Widlar, the isolation region cannot be found until it use a transitive circuit 

to get a fluent transition.  
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(a)                                                                         (b) 

Figure 14. (a) Inverse Widlar circuit (b) Wilson circuit 

 

In Fig.14, it shows the circuit which need to be done transition. Left hand side is Inverse 

Widlar and right hand side is Wilson circuit. They all share five transistor and current mirror in 

the top. With adding some resistor, it utilize a transition circuit in Fig.15.  The circuit has six 

transistors with two diode-connections in the bottom and a current mirror in the top. If making the 

resistor infinite, it will cut down the connection between gate of M3 and gate of M4, and also short 

the M5. Now it is showing like a Wilson circuit. Once the resistor changes to zero, gate of M3, 

M4 will be connect to each other and M6 will be shorted. The circuit is showing the characteristic 

of Inverse Widlar circuit. By using this circuit, it is slightly changing the resistor value from zero 

to infinite with changing the size of each transistor to keep the existing of Isolation Region. Finally, 

isolation region is successfully made in Wilson circuit. Fig.16 shows the Isolation Region in 

Wilson circuit. Here, the figure contains three simulation results and they are using the “node-set” 

method by using different node-setting voltage under Wilson circuit. And the output is the node 

voltage of node A. The process used is the AMI 0.5µm process. The size of each transistor, supply 
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voltage and different node-setting voltages for node A are given in Table 15. From the Fig16, we 

can see the isolation region is existing in Wilson circuit between 45.71 oC and 142.9 oC.  

 

           Table 15. Simulation environment (10) 

Technology(process) AMI 0.5µm M1(W/L/M) 60µ/1.5µ/10 Green 4.9V 

Supply voltage  5V M2(W/L/M) 3µ/3µ/4 Red 4.5V 

Output node A M3(W/L/M) 2.55µ/1.8µ/1 Blue 3.2V 

Structure Wilson M4(W/L/M) 1.5µ/3µ/1   

  M5(W/L/M) 3µ/600n/1   
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M5 M6
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Figure 15.  Transition circuit 
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Figure 16. Isolation Region in Wilson circuit 

 

 

 

 

 

CHAPTER V 

PROTOTYPE CIRCUIT FOR ISOLATION REGION 

 

 

 

This chapter will present a prototype circuit for isolation region and it could be used as a 

Hardware Trojan. It will describe the schematic of the circuit, layout, and control methods for this 

Hardware Trojan vulnerability. For this prototype circuit, it is based on inverse Widlar structure 

and under AMI 0.5µm process. Highly hidden and controllable are two key features of this 

hardware Trojan vulnerability. Since it is able to control the width of isolation region, isolation 

region is easy to be hidden in the circuit and inexperience designer has high possibility to miss the 

isolation region due to ignore putting start-up circuit. The target for this part is to reveal a new 

method of creating hardware Trojan and recognize designers to take care of this vulnerability when 

they are doing circuit designing.   
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5.1 The schematic of prototype circuit 

 

 

 

Figure 17. Schematic of hardware Trojan vulnerability 

 

Here is an Inverse Widlar circuit [Fig.17] with three binary controls so that it can change 

the size of one transistor (here is M3). The reason why choosing the Inverse Widlar is that Inverse 

Widlar circuit has simple structure and easy to control. All simulation result are using AMI 0.5µm 

process and layout is also under this process. Based on the simulation, it only needs to change one 

transistor to change the width of isolation region. In addition, it can also make isolation region 

disappear or appear of hysteresis window in the circuit.  

 

               Table 16. Transistor size (1) 

Transistor M1 M2 M3 M4 M5 

Size(W/L/M) 1.5µ/3µ/1 4.95µ/1.8µ/1 4.5µ/600n/1 3µ/3µ/5 3µ/3µ/5 

 

                                  Table 17. Transistor size (2) 
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5.2 The performance of Hardware Trojan 

 

Based on the simulation result, the circuit will have only one operation in temperature range 

(-100°C to 200°C). When connecting the extra NMOS to the M3 (which means the width of M3 

is increasing), it will shows the isolation region [Fig.18]. Keep increasing the circuit will shows 

the hysteresis windows. The following figures describe one of the conditions that isolation region 

appears in the simulation results. Through the figures below, we can see the appearance of isolation 

region and hysteresis window.   

 

 

(a) {000}                                                              (b) {001} 

 

(c) {100}                                                              (d) {111} 

Figure 18. Simulation result for isolation region 
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5.3 Layout of the circuit 

 

 

 
 

Figure 19. Core of the hardware Trojan 

 

 

 
 

Figure 20. Top level of hardware Trojan vulnerability 

 

 

The total are of the chip is 880 * 973 = 856240 𝑢𝑚2 
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CHAPTER VI 

CONCLUSION 

 

 

 

Two methods that can be used to identify the presence of multiple stable equilibrium points 

with a standard circuit simulator in some analog circuits that have a single positive feedback loop 

were discussed.  One is based upon a bidirectional temperature sweep from which multiple stable 

equilibrium points can often be identified if a hysteresis loop appears.  The other is based upon 

using the node-set feature to start a simulation at a given temperature in the region of attraction of 

an unknown equilibrium point. Both methods attempt to exploit the property that if more than one 

stable equilibrium points exists, then the number of equilibrium points in the circuit is often 

temperature dependent.   

The concept of an isolation region in the temperature characteristics of a circuit was 

discussed.  It was shown that the designer can control the location and the size of the isolation 

region in the inverse Widlar structure.  A continuation method was used to show that an isolation 

region can also occur in the popular Wilson bias generator.   Detection of the presence of an 

isolation region with standard circuit simulation and verification tools can be very challenging, 

particularly if the size of the isolation region is small.   This property creates a vulnerability for 

adversarial engineers to exploit the isolation region by using it to embed analog hardware Trojans 

that are extremely difficult to detect.  These analog hardware Trojans are particularly insidious 

because they require no additional components, leave no signatures in either circuit timing or the 

power supply bus prior to triggering, and are often completely transparent even if a complete and 

accurate circuit schematic is available.  Analog hardware Trojans embedded in an isolation region 

present a severe threat to the security of financial, medical, transportation, and military systems.   
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