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A. Nature and Purpose of the Problem

In the past decade, no single aspect of inorganic chemistry from an interpretive point of view has received wider interest than the use of ligand field theory to explain the physical properties of the transition metal, rare earth, and actinide complexes. Such characteristics as magnetic susceptibility, stability, ionic radii, and absorption spectra have been satisfactorily explained by application of this theory.

Ligand field theory, or crystal field theory as it is often called, has the advantage of not only giving excellent agreement when used in quantitative calculations but in being easily conceivable from a qualitative point of view. Thus it maintains, within the limits of the assumptions made, its quantum mechanical validity, while lending itself to pictorial representations which are readily grasped.

Applications of this theory have been greatest in regard to the transition metal complexes. These complexes consist of the metal ion, which possess one or more d-electrons, surrounded by several cther ions or molecules, each called a ligand group or simply ligand. These ligands are arranged more or less symmetrically around the central transition metal. In most applications of the theory, it is only these
nearest ligands which affect the energy levels of the central atom.

The theory makes the simplifying assumption that the effect of the symmetric ligands on the energy levels of the central atom can be explained by considering the ligands as point charges or point dipoles. The resultant electrostatic interaction between the point charges (or dipoles) and the originally degenerate d-electron orbitals causes a splitting of the levels and hence a partial or complete removal of the degeneracy. The type of splitting which results is dependent upon the symmetry arrangement of the ligands. The degree of splitting is dependent upon the intensity of the electrostatic interaction. An understanding of the absorption spectra of the complexes can then be obtained by considering the energy required for electronic transitions to take place between these levels.

In most of the studies reported in the literature, the symmetry required was either tetrahedral or octahedral. However, certain complexes, including those of platinum(II), have been shown to possess square-planar symmetry. The effect on the energy levels is, of course, quite different. It is the purpose of this thesis to present quantitative calculations of the energy levels of platinum(II) complexes, and from them obtain an explanation of the absorption spectra observed for these compounds.

## B. Organization of the Thesis

In organizing a theoretical thesis of this type, a twofold purpose must be served. The fundamental principles of the approach and the results of their application to the problem must be compactly presented without burdening the reader with involved derivations which would only distract his attention. In some instances, however, the reader might wish to apply these techniques to a similar problem of his own. In such a case, a simple presentation of the end results without some of the details of their derivation places him at a distinct disadvantage. To overcome the above difficulties, it has been decided to include a rather extensive appendix section which will contain detailed derivations or calculations which will be used in the main body of the text.

## C. Symbolism

It is convenient to be able to express certain mathematical terms as concisely as possible. To avoid confusion, the following is an annotated list of the symbols employed.

| 1). In,, m$)$ | Single electron spatial wave func- |
| :--- | :--- |
|  | tions of the atomic orbital type with |
|  | principal quantum number, $n$, orbital |
|  | angular momentum, $\ell$, and magnetic |
|  | quantum number, m. |
| 2). $\mid \ell, m) \quad$ | Same as 1, but with $n=5$ understood. |

3). $\left(S, M_{S}, L, M_{L}\right)$
4). $\left|S, L, J, M_{J}\right\rangle=$ ${ }^{2 S+1} L_{J}\left(M_{J}\right)$
5). ( $\mathrm{m}, \mathrm{m}^{\prime}$ )
6). $\alpha, \beta$
7). $\left(m, m^{\prime}\right) \alpha \hat{p}$
8). $\left(z^{2}\right),\left(x^{2}-y^{2}\right)$,
9). $\delta a b$
10). $Y_{i m}(\theta \varnothing)=Y(\ell \mathrm{~m})$
( $x y$ ), ( $x z$ ), ( $y z$ ) in real form. See Table 19.

Many electron wave Eunction which is a sum of antisymmetrized product functions such that it is an eigenfunction of $\dot{B}^{2}, \mathscr{Z}^{2}, m_{d}$, and $m_{\alpha}$. see Section V and Appendix A.

Many electron wave function which is a sum of $\mid \mathrm{S}, \mathrm{M}_{\mathrm{S}}, \mathrm{L}, \mathrm{M}_{\mathrm{L}}$ ) functions such that it is an eigenfunction of $\gamma^{2}$, $\mathcal{L}^{2}, \&^{2}$, and $m_{g}$, but not of $m_{\&}$ and $m_{\alpha}$. See Section $V$ and Appendix $A$.
A two-electron product function of the type, $\left.\mid \ell, m)^{(1)} \mid \ell^{\prime}, m^{\prime}\right)^{(2)}$, with $\ell=\ell \prime=2$ and the order, electron one-electron two understood. The spin $z$-component quantum numbers, a referring to $+\frac{1}{2}, \beta$ to $-\frac{1}{2}$.
$\left.[1 \ell, m) \alpha]^{(1)}\left[1 \ell^{\prime}, m^{\prime}\right) \beta\right]^{(2)}$, that is, $\alpha$ belongs to electron one and $\beta$ belongs to electron two.
The single electron d-wave functions

The Kroneker delta. $\delta=1$, when $a=b$

$$
\delta=0 \text {, when } a \neq b
$$

The spherical harmonics. See Appendix B-1.
12). $P_{i}^{m}(\cos \theta)$
12). $Y\left(J, M_{J}\right)$
13). $\mathrm{V}^{\mathrm{LF}}$
14). $Q_{2}, Q_{1}, Q_{0}, B_{2},-2$
15). $\quad \mathrm{F}_{2}$ and $\mathrm{F}_{4}$
16). $D_{l m}$
17). $\mathrm{K}_{\ell \mathrm{m}}$
18). $\operatorname{Iqm}^{\prime}\left(\ell_{a} m_{a} b_{D} m_{D}\right)$

The assceiated Legendre functions. See Appendix B-1.

Notation indicating that the function $\left|S, L, J, M_{J}\right\rangle$ has the same symmetry property as the spherical harmonic with equivalent numerical values. See Appendix C-6-ii.

The ligand Field potential. See section IV-B.

Single-electron matrix elements due to the ligand field potential. See Table 4.

Slater-Condon parameters for electronic interaction. See Sections $V-B-1$, V-D, and Appendix $D-4$.

Coefficients in the expansion of the ligand field potential in terms of spherical harmonics. See equations 67 and 73 in section IV-B. Coefficients in the expansion of the product of two spherical harmonics in a sum of spherical harmonics. See equation 96, Section IV-C-3-ii, ana Appendix B-2.
$Y *\left(l_{a} m_{a}\right) Y\left(\ell_{b} m_{b}\right) Y(l m) d \tau_{\theta \varnothing}$. see
19). $G_{\underline{g}}(a, b)$
20). $G_{\ell}(x)$

2I). $\quad B_{l}(a, b)$

Section IV-C-i.
The radial integral $=-q N^{2} \quad \Gamma$
$R_{a}(r) R_{b}(r) R_{f}(r) r^{2} d r$. See section IV-C-3-ii and Appendix B-3.

An integral defined by the relation: $G_{\ell}(a, b)=\frac{q}{78.75} G_{\ell}(X)$. See section IV-C-3-ii and Appendix B-3. $\frac{\mu f^{2} d}{78.75} \frac{d}{d \mathrm{X}} G_{\ell}(\mathrm{X})$; where $\mathrm{X}=\mathrm{f}_{\mathrm{R}}$, and $R$ is the effective radial distance; and $\mu$ is the effective dipole moment. See Section IV-C-3-ii and Appendix B-3.
II. IIGAND EIETD THEORY: FUNDAMENMAI CONCEPTS, LITERATURE REVIEW, QUALITPATIVE APPROACH
A. Model for Electronic Structure

1. General principles

The basic principles of ligand field theory were developed by Bethe (1) in 1929. His classic paper considered the effects on a "free ion" which would result when that ion was placed in an electric field of a given symmetry. Bethe originally conceived the theory as being applicable to energy levels of ions in a crystal and hence applied the term "Crystal Field Theory". This term, while still popular, is being replaced by that of "Ligand Field Theory", particularly since many of the applications are concerned, not with crystals, but with metal complexes in solution. Furthermore, some qualitative discussions include the effect of $\pi$-bonding garnered from molecular orbital theory, in addition to the simple electrostatic picture. Hence, the term "Crystal" seems inappropriate.

In any initial discussion of ligand field theory, it would do well to consider first a transition metal ion which contained a single d-electron, for example scandium(II). In the free ion, this d-electron is considered to be in a spherically symmetric potential field due to the electrons in the lower shells of the atom. Without going into detail at this point, it may be stated that under these conditions, the

Wave functions expressing the motion of the electron are similar to those obtained for a hydrogen atom. That is, the spatial part of the wave function consists of a radial part and an angular part, the latter being expressible in analytic form. For the single d-electron under consideration, there are five possible spatial functions which would give the same energy value for the state. These orbitals can be expressed in real form by the equations:

$$
\begin{align*}
d_{z} & =R(r) \cdot r^{2} \cdot\left(3 \cos ^{2} \theta-1\right),  \tag{1}\\
d_{\left(x^{2}-y^{2}\right)} & =R(r) \cdot r^{2} \cdot\left(\sin ^{2} \theta \cdot \cos 2 \phi\right),  \tag{2}\\
d_{x y} & =R(r) \cdot r^{2} \cdot\left(\sin ^{2} \theta \cdot \sin 2 \phi\right),  \tag{3}\\
d_{x z} & =R(r) \cdot r^{2} \cdot(\sin \theta \cos \theta \cos \phi),  \tag{4}\\
d_{y z} & =R(r) \cdot r^{2} \cdot(\sin \theta \cos \theta \sin \phi), \tag{5}
\end{align*}
$$

$\left[R(r) \cdot r^{2}\right]$ represents the radial dependence of the functions; $\theta$ and $\varnothing$ are the usual spherical polar angles. See Figure 1. It is presumed that the appropriate normalization factors for the functions are included in the $R(r)$ terms. The subscripts on the d-orbitals come from the expressions which would result when $r^{2}$ times the angular expressions are changed to cartesian coordinates.

For simplicity of reproduction, in this thesis the real d-orbitals are expressed in the forms $\left(z^{2}\right),\left(x^{2}-y^{2}\right),(x y)$, ( $x z$ ), and $(y z)$; the correspondence with the usual forms being:

$$
\begin{align*}
\left(z^{2}\right) & =d_{z}  \tag{6}\\
\left(x^{2}-y^{2}\right) & =d_{x^{2}-y^{2}} \tag{7}
\end{align*}
$$



Figure i. The sphericai poiar angies

$$
\begin{align*}
& (x y)=a_{y}  \tag{8}\\
& (x z)=a_{x z}  \tag{9}\\
& (y z)=d_{y z} \tag{10}
\end{align*}
$$

Figure 2 a shows the conventional boundary contours for the five orbitals. These contours indicate roughly the region in space which will contain almost all of the electronic charge of an electron in such an orbital. The ( + ) and (-) signs refer to the algebraic sign of the wave function which describes the orbital. The $\left(z^{2}\right)$ orbital can also be considered as a sum of two orbitals; $\left(z^{2}-x^{2}\right)$ plus $\left(z^{2}-y^{2}\right)$ whose contours would be analogous to that of $\left(x^{2}-y^{2}\right)$. See Figure 2b.

In the spherically symmetric potential of the free ion, the five orbitals are degenerate and the wave function of the single d-electron will be a linear combination of these orbitals. Following Bethe's argument, if the free ion is now considered to be placed in an ionic crystal of a particular symmetry, the degeneracy of the orbitals will be partially or completely removed. For example, if the free ion were surrounded by six negative charges, one placed along each positive and negative axis at equal distances from the origin (i.e., octahedral symmetry) electronic repulsion would take place between these charges and the electron. Qualitatively, it is obvious that the interaction of the charges with the electron in either the ( $x y$ ), ( $x z$ ), or ( $y z$ ) orbitals will be


Figure 2. Boundary contours of the d-orbitals
identical and :uIl be less than that due to the interaction between the charges and the $\left(x^{2}-y^{2}\right)$ and $\left(z^{2}\right)$ orbitals. See Eigure 3a. The latter two orbitals would be directed toward the charges while the other three are directed between the charges. Furthermore the degree of splitting will certainly depend upon the magnitude of the charges and upon the distances between the charges and the central ion.

If the charges along the z-axis are of different magnitude and/or different distances from the origin than those along the $x$ and $y$ axes, a "distorted octahedron" or tetragonal symmetry results. In such a case, the degeneracy of the orbitals is split even further. Only the ( $x z$ ) and ( $y z$ ) orbitals remain degenerate. If the distortion along the $z$ axis is slight, the energy levels will be those given in Figure 3b.

As the distance to the $z$-axis ligands is imagined to become greater and greater until finally the ligands can be considered to be completely removed, the ( $x y$ ) and ( $z^{2}$ ) levels will cross and the energy levels will be those given in Figure 3 c . From a qualitative standpoint, it would be difficult to decide whether or not the $\left(z^{2}\right)$ level would also cross below that of the degenerate set, $(x z)$, ( $y z$ ). See figure 3 . This latter situation has been postulated by chatt et al. (2) as the energy levels in platinum(II) complexes. This possibility is discussea in detail in a later section of the thesis.


Then the metal ion contains only a single d-electron in its outer shell, the previous considerations hold regardless of the strength of the ligand field. However, when there is more than one d-electron present, it is necessary to distinguish between three cases, commonly referred to as the weak field, strong field, and intermediate field. In qualitative discussions, the inclusion of spin-orbit coupling of the electrons is seldom considered. That is, the assumption is made that the ligand field strength is great enough to overcome the spin-orbit effect.

## 2. Weak field

In the weak field case, the ligand field strength is considered as being small and hence acts as a perturbation on the various multiplets of the free ion. In this situation, the ground state and excited states of the free ion are first determined in terms of the total angular momentum states and the effect on these states as a result of the ligand field is considered.

For example, for an ion with two d-electrons, such as vanadium(III), the possible states are ${ }^{I_{G}}, l_{D}, l_{S}, 3_{P}$, and $3^{3}$. For derivation of these states, see Appendix A. According to Hund's Rule, the ground state is that state with the greatest multiplicity, and if there are more than one with that multiplicity, the state with the highest orbital
 the ground state. Other considerations and experimental evidence suggest that ${ }^{I}$ D would be the first excited state, then $3_{P,} \quad 1_{G}, 1_{S}$.

Just as the ligand field split the degeneracy of the delectron wave functions, so now it removes the degeneracy of the wave functions associated with these various states. In the case of single d-electrons, the degeneracy was in the magnetic quantum number, $m_{2}$, belonging to the orbital angular momentum, $\ell$. In this case, one is dealing with the degenerate axial component, $M_{L}$, of the total orbital angular momentum, L.

It can be shown, for example, that in an octahedral field the 7 -fold spatially degenerate state, ${ }^{3}$ F splits into two 3-fold states and one non-degenerate state. Techniques for obtaining these states are given in the section on Group Theory. The 5-fold degenerate ${ }^{l_{D}}$ state, whose wave functions have the same angular dependence as the d-electrons themselves, follow the identical pattern as given for the d-electron, i.e., one 3 -fold and one 2 -fold degenerate state is obtained. The degeneracy of the $3^{3}$ s state is not removed by the octahedral field. This is apparent when one considers that the angular dependence of the wave functions is the same as that of p-electrons. Contour diagrams of the p-electron functions show that the three functions, $p_{x}, p_{y}, P_{z}$, have orbitals
directed along the $x-$ Y-: $Z-=$ axes respectively hence with equal charges along all three axes, the electronic interaction will be the same for all three orbitals. The 9-fold degenerate ${ }^{l_{G}}$ state will result in two states with 3 -fold degeneracy, one state with 2 -fold and one non-degenerate state. The ${ }^{l_{S}}$ state is non-degenerate in any case.

Figure 4 is a qualitative diagram of the effects that the octahedral ligand field would have on the various states considered. The left hand column are the states of the free ion. The right hand column shows the splitting of the states by the octahedral field. The labeling of the ligand field states by ${ }^{I_{A}}{ }_{l_{g}},{ }^{I_{E_{g}}}$, etc., corresponds to the group theory representations of Mulliken (3). The degeneracy of each state is given in the parentheses following the group symbol. It should be noted that the degeneracy of each state is given only in terms of the spatial degeneracy. The true degeneracy is the spatial degeneracy times the multiplicity.

The effect of any ligand field on the energy levels of a cation is expressible as the sum of two terms, one of which is spherically symmetric $\left(V_{r}\right)$ and the other is dependent upon the symmetry of the ligands. For example, in an octahedral field, the ligand potential can be expressed as:

$$
\begin{equation*}
\mathrm{V}=\mathrm{V}_{r}+\mathrm{v}_{0} \tag{11}
\end{equation*}
$$

where $V_{0}$ is the electronic potential which has the properties of the octahedral group $O_{h}$. The effect of the spherically


Figure 4. Effects of a weak octanedral ligand field potential on the $d^{2}$ energy levels
symmetric term, $V_{-}$, is simply to shift all levels with the same number of d-electrons by a uniform amount. This is illustrated in Figure 5. Thus, as a result of $V_{r}$, the absolute values of the energy levels change, but the separations of the states relative to each other are unaffected. In Figure 5, the relative separations, $A$ and $B$, between the states remains the same. It is the application of the symmetry dependent potential, $V_{O}$, which affects the relative separations of the energy levels. The diagrams in Figure 4 ignore the effect of the $V_{r}$ term since the absorption spectra depends only on the relative separation of the energy levels.

In Figure 4, the energy of each state, relative to its initial energy in the free ion, but ignoring the $V_{r}$ contribution, is given in terms of a single parameter, Dq. The energy parameter, $D q$, was originally employed by Schlapp and Penney (4) and is defined in terms of the energy of a single d-electron in an octahedral field. Ten Dq equals the difference in energy between the triplet, $t_{2 g}$, and doublet, $e_{g}$, state of a single d-electron in the octahedral field. The derivation of Dq is discussed more fully in Appendix B-4.

It is noteworthy that the over-all "center of gravity" of the weak field levels relative to one another is unchanged by the symmetry potential, $V_{0}$, of the ligand field. For example, while the 3 -fold degenerate state of ${ }^{1} \mathrm{D}$ is lowered by 4 Dq units, the 2-fold degenerate state is raised by 5 Dq units.


FREE ION
$V_{R}$ POTENTIAL
$V_{0}$ POTENTIAL
A AND B ARE THE ENERGY DIFFERENCES BETWEEN THE STATES AS INDICATED
Figure 5. Effects of the spherical and non-spherical portions of the octahedral potential on the energy levels

Thus:

$$
\begin{equation*}
3 x(-4 D q)+2 x(6 D q)=0 \tag{12}
\end{equation*}
$$

The relative positions of the levels in Eigure 4 presumes that the ligands are represented as negative charges, or as dipoles whose negative ends are directed toward the cation. If they were positive charges, the energy levels that would result can be obtained by mirroring of the levels in Figure 4 through their respective centers of gravity, that is, the values of Dq change sign.

There is a well-known reciprocity relation in atomic spectroscopy between electrons and "holes". (See for example, Pauling and Wilson (5), Condon and Shortley (6), etc.) The terms arising from $a^{n}$ electrons, where $n \leq 5$, are the same as those arising from $d^{10-n}$. Thus it is possible to obtain the terms for $d^{8}$ by considering it as having two "holes" instead of the eight electrons. The coulombic interaction between the holes is the same as between the electrons and hence the terms are in the same order for both $d^{2}$ and $d^{8}$; i.e., ${ }^{3} \mathrm{~F}, \mathrm{I}_{\mathrm{D}},{ }^{3} \mathrm{p}, 1_{\mathrm{G}}, I_{S}$. However, just as the multiplet structure within each multiplet is inverted in atomic spectroscopy when the hole formalism is employed, so a similar inversion takes place in the ligand field levels. This is quite acceptable from a qualitative point of view since the holes would be attracted toward the negative ligands, whereas repulsion would take place in the case of the electrons.

Fiaure 6 illustrates the differences for $d^{2}$ and $d^{8}$ eiectrons for the ${ }^{3} F$ ground state in an octahedral field. Moffitt and Ballhausen (7) have listed the octahedral states and their energies in Dq units which result from the ligand field acting on the ground states of the free ion having $d^{1}$ and $d^{9}$ electrons.
3. Strong field

In the strong field case, the interaction between the individual d-electrons and the ligands is greater than the interaction between the electrons themselves. Qualitatively speaking, the character which the wave functions assume is that of the ligand field. Thus in the case of the d-electrons in a strong octahedral field, one speaks of $\left(t_{2 g}\right)$ and ( $e_{g}$ ) electrons, depending upon which symmetry orbital the electrons occupy. The discussion concerning the single d-electron previously given applies, in the first approximation, to all the d-electrons of the central atom.

In quantum mechanical terms, the wave functions used as basis functions for the energy matrices are such that the matrices are diagonal in the ligand field terms, while the electronic interaction between the electrons are considered as perturbations on the ligand field. The single electron wave functions used to obtain the product wave functions are charasterized by the "quantum numbers", ( $t_{2 g}$ ) and ( $e_{g}$ ), rather


Figure 6. Comparison of the $d^{2}$ and $d^{8}$ configurations in an octahedral
than the spherical quantum number, (1). The Fauli Exclusion principle and Hund's Rule still apply, of course, but in this case they concern the number of electrons which can occupy a particular symmetry orbital. For example, a maximum of six electrons can occupy the $\left(t_{2 \xi}\right)$ orbital, and four can occupy the ( $e_{g}$ ) orbital.

The symmetry of the ground and excited states are determined most easily by means of the "direct product" of group theory. Hence, discussion of the derivation of these symmetries is deferred to the section of this thesis on group theory.
4. Intermediate fields

The intermediate field, as the name implies, is that situation between the two extremes given previously. The ligand field interaction and the electronic interaction between the electrons are roughly comparable, hence approximations in either direction are invalid. As a result, the intermediate field does not lend itself as readily to qualitative discussion but requires actual calculations based upon the resultant matrix elements in order to obtain correlation with experimental data.

The differences between the three cases can be illustrated by consideration of the electron distribution for an ion containing four or more eiectrons. For example, Griffeth
(Sj poines out tnat $k e\left(\mathrm{H}_{2}\right)^{\div 2}$ is strongly paramagnetic, indicating unpaired d-eiectrons, whereas $F e(C N)_{6}^{-4}$ is diamagnetic, indicating all six d-electrons are paired. Orgel (9), as well as Griffeth (8), correlate the tendency toward spin pairing in complexes with the ligand field necessary to overcome the loss in "exchange energy" which results when electrons are paired. Orgel (9) has calculated the increase in electron repulsion which results from pairing electrons in an octahedral field. For example, in terms of the slater-Condon parameters (6) for the electronic interaction between the electrons, the ground state energies are:

| Fe(II) free ion or weak field: | $-35 \mathrm{~F}_{2}-315 \mathrm{~F}_{4}$ |
| :--- | :---: |
| Fe(II) strong field: | $-30 \mathrm{~F}_{2}-60 \mathrm{~F}_{4}$ |
| Increase in electron repulsion: | $5 \mathrm{~F}_{2}+255 \mathrm{~F}_{4}$ |

The increase in electron repulsion is termed by orgel (9) as "promotional energy" or "loss in exchange energy". The techniques for calculating these energies are given in Appendix C. Spectroscopic values for $F e(I I)$, as tabulated by Orgel (9), for $\mathrm{F}_{2}$ and $\mathrm{F}_{4}$ are $1540 \mathrm{~cm}^{-1}$ and $120 \mathrm{~cm}^{-1}$ respectively. Hence the promotional energy is estimated as 38300 $\mathrm{cm}^{-1}$.

The free ion, when placed in a weak octahedral field, has an over-all lowering of energy equal to 4 Dq , see figure 7 a . In a strong octanedral field, the lowering is equal to 24 Dq , that is 20 Dq more than for the weak field. See Figure 7 b .


Figure 7. Comparison of the $d^{6}$ configuration in weak and strong

Therefore, in order that the ligand field be strong enough for spin pairing to take place, $D q$ must be equal to or greater than approximately $1900 \mathrm{~cm}^{-1}$. If Dq is much less than this value, the field is weak. If it is much greater than 1900 $\mathrm{cm}^{-1}$, the field is strong. If Dq is approximately equal to $1900 \mathrm{~cm}^{-1}$, the field is of intermediate strength.

## B. Applications to Experiment

The title of this section is somewhat misleading in the sense that all applications must be guantitatively sound. However, certain generalizations and conclusions can be seen to be valid without recourse to actual calculations.

## 1. Absorption spectra

The first use of ligand field theory to solution chemistry, was made by Ilse and Hartmann (10) in interpreting the absorption spectra of $\mathrm{Ti}\left(\mathrm{H}_{2} \mathrm{O}\right)_{6}^{+3}$. The free ion, $\mathrm{Ti}^{+3}$, has a single d-electron, hence its ground state is ${ }^{2}$ D and its first excited state is ${ }^{2}$ S. Emission spectra indicate that the energy of this transition in wave numbers is $8 \times 10^{4} \mathrm{~cm}^{-1}$. The hexaquo species, however, displays a single absorption peak at $1.7 \times 10^{4} \mathrm{~cm}^{-1}$. From the discussion of the d-electron energy levels in an octahedrai field (Section II-l) the low energy absorption peak is seen to be a transition from the ${ }^{2} T_{2 g}$ ground state to the ${ }^{2} E_{g}$ excited state. This simple
application awakened the interests of chemists to the possibilities of the theory in regard to the absorption spectra of transition metal complexes. Within five years, the theory was applied to dozens of complexes, including manganese(II), (ll); chromium(III), (12); cobalt(III), (13): and nickel(II), (14). By 1955, the essential principles of the sources of the colors of transition metal complexes had been developed, including the explanation of the spectrochemical series.
2. The spectrochemical series

As early as 1923, Fajans (15) noticed that successive replacement of certain ligands surrounding the cation by other ligands shifted the maxima of the prominent band systems to progressively shorter wavelengths. This lead to the construction of the spectrochemical series, an example of which is: $\mathrm{I}^{-}<\mathrm{Br}^{-}<\mathrm{CI}^{-}<\mathrm{OH}^{-}<\mathrm{F}^{-}<\mathrm{H}_{2} \mathrm{O}<\mathrm{NH}_{3}<$ ethylene diamine $\left\langle\mathrm{CN}^{-}\right.$. The trend seemed to be more or less independent of the cation, except for certain conspicuous failures. A very satisfying interpretation of the trend and the reason for the anomalous behavior of cations having $d^{4}, d^{5}, d^{6}$, and $d^{7}$ electrons is given by Orgel $(9,16,17)$. Each of the ligands given above results in a successively stronger ligand field, thus increasing the separation of the $T_{2 g}$ and the $E_{g}$ states. (It is presumed that the discussion concerns octahedral complexes.) In those cases, for example $d^{l}$, where the ground
state multiplicity in both the weak field and strond fiela is the same, the spectrochemical shift follows a smooth trend. In situations which involve changes in the multiplicity of the ground state, although the energy levels shift as a continuous function of $D q$, the selection ruies for the preferred transitions change. For example, the weak field ground state for $d^{6}$ is ${ }^{5} \mathrm{~T}_{2 \mathrm{~g}}$, and hence quintuplet-quintuplet transitions will give the prominent bands. In the strong field, the ground state is ${ }^{I_{A_{I g}}}$ as a result of complete filling of the $\left(t_{2 g}\right)$ level, and singlet-singlet transitions take preference.

## 3. Magnetic behavior

In the discussion of the three types of ligand fields, section $I I-3$, the differences in the number of paired electrons which resulted in the strong field, as compared to the weak field, was illustrated. The changes in paramagnetic behavior should therefore coincide with the changes in multiplicity associated with increasing field strength as discussed with reference to the spectrochemical series. Thus, having estimated Dq from aisorption spectra, it is possible for one to predict the magnetic properties of the complex, or conversely the magnetic properties should help to preaict the qualitative features of the spectra.

## 4. Miscellaneous apolications

In addition to the applications already mentioned, ligand field theory has been successfully applied to explanations of heats of hydration (17, 18), ionic radii (19), and spectral band widths (20). Early work in the field involved explanations of the paramagnetic behavior of rare earth complexes $(21,22)$. Several excellent reviews of the qualitative and quantitative aspects of the theory have been written. Among those to be recommended are the reports by Moffitt and Ballhausen (7), McClure (23), and Basolo and Pearson (18).
III. GROUP THEORY APPLIED TO QUANTUM NECHANICS
A. Basis Functions for Group Representations

The following discussion assumes a general familiarity of the principles of group theory on the part of the reader. However, for purposes of completeness, a review of the concepts of group theory which are used in this thesis is given in Appendix $C$.

Quantum mechanics is concerned with eigenstates of a Hamiltonian operator, $\not \not \neq$, which may be defined in a coordinate system, $\vec{x}$. The operator is denoted, $\mathcal{H}(\vec{x})$, though in general it is a function of derivatives with respect to the coordinates as well as the coordinates themselves. Schroedinger's equation expresses the relationship for the energy eigenvalues:

$$
\begin{equation*}
H(\vec{x}) \psi_{i}(\vec{x})=E_{i} \psi_{i}(\vec{x}) \tag{13}
\end{equation*}
$$

If both sides of the equation are subject to some transformation, $R$, one obtains:

$$
\begin{equation*}
R(\vec{x}) \psi_{i}(\vec{x})=R E_{i} \psi_{i}(\vec{x}) . \tag{14}
\end{equation*}
$$

In those cases, and they are the cases of interest, where the operator, $H(\vec{x})$, is invariant under the transformation, the operators $\hat{A}(\vec{x})$ and $R$ commute, i.e.,

$$
\begin{equation*}
\mathrm{R} H(\vec{x})=H(\vec{x}) \quad R, \tag{15}
\end{equation*}
$$

and since $E_{i}$ is a numerical value, $R$ commutes with it. Hence it is possible to write:

$$
\begin{equation*}
\vec{H}(\vec{x})\left(R \not \psi_{i}(\vec{x})\right)=E_{i}\left(R \psi_{i}(\vec{x})\right) . \tag{16}
\end{equation*}
$$

But this requires that the function ( $R \psi_{i}$ ) be a solution of the Schroedinger equation with the eigenvalue $\mathrm{E}_{\mathrm{i}}$. If $E_{i}$ is $k$-fold degenerate, the Schroedinger equation is:

$$
\begin{equation*}
c_{m l}=\sum_{j=1}^{k} b_{m j} a_{j l} \tag{28}
\end{equation*}
$$

But this is simply the notation for the process for matrix multiplication:

$$
\begin{equation*}
C=(B)(A) \tag{29}
\end{equation*}
$$

Thus the collection of all coordinate transformations which leave the Hamiltonian invariant forms a group and the matrices obtained from the coefficients in the expansion of $R \psi_{i}$, etc., form a representation of the group. It can be shown that all such matrices which result from rotation operations are unitary matrices.

The set of degenerate eigenfunctions, $\psi_{i 1}, \psi_{i 2}, \cdots, \psi_{i k}$ is said to form a basis for the representation of the group, since the representation is generated by the application of the group operations, $R, S$, etc. The dimension of the representation is equal. to the degeneracy of the corresponding eigenvalue.

Of particular importance are the irreducible representations of the group. The definition of an irreducible representation is given in Appendix C. For each group of interest, these irreducible representations are known. They are useful in choosing the approximate wave functions in an efficient manner, since a set of functions which transform among each other according to an irreducible representation necessarily possess the degeneracy of the irreducible representation. Two sets of functions, each of which transforms in itself accord-

$$
H(\vec{x}) \cdot{ }_{i x}(\vec{x})=r_{i}(\vec{x})
$$

Then any linear combination of the functions $\dot{\psi}$ il $\psi_{i 2}, \cdots$, $\because i k$, is a solution of the schroedinger equation and hence:

$$
\begin{equation*}
R \forall_{i j}=\sum_{j=I}^{k} \dot{\psi}_{i j} a_{j l}, \tag{18}
\end{equation*}
$$

where:

$$
\begin{equation*}
\sum_{j=1}^{k} \quad a_{j \ell}^{2}=1 \tag{19}
\end{equation*}
$$

If there is another transformation operation $S$ applicable to the equation, i.e., $s$ and $H(\vec{x})$ also commute, then:
$S H(\vec{x}) \quad R \psi_{i k}(\vec{x})=S E_{i}(R \neq i k)$,
and

$$
\begin{equation*}
H(\vec{x})\left(S R \dot{\psi}_{i k}(\vec{x})\right)=E_{i}\left(S R \dot{\psi}_{i k}\right), \tag{20}
\end{equation*}
$$

also:

$$
\begin{equation*}
H(\vec{x})\left(S \psi_{j K}\right)=E_{i}\left(S \psi_{i k}\right) \tag{2I}
\end{equation*}
$$

Therefore:

$$
\begin{equation*}
s \dot{\psi}_{i j}=\sum_{m=1}^{k} \psi_{i m} b_{m j}, \tag{22}
\end{equation*}
$$

and hence $S R \dot{\psi}_{i \ell}=\sum_{j=1}^{k} a_{j \ell} S \psi_{i j}=\sum_{j=1}^{k} \sum_{m=1}^{k} \psi_{i m} b_{m j} a_{j \ell}$.
The product of the two transformation $S$ and $R$ may be denoted by

$$
\begin{equation*}
\mathrm{S} \cdot \mathrm{R}=\mathrm{T} \tag{25}
\end{equation*}
$$

Then $T$ is also a transformation of the group and:

$$
\begin{align*}
& \mathcal{W}(\vec{x})\left(T \dot{\psi}_{i \ell}\right)=E_{i}\left(T \psi_{i \ell}^{\prime}\right),  \tag{26}\\
& T \forall \forall_{i \ell}=\sum_{m=1}^{k} \dot{\psi}_{i m} C_{m \ell} . \tag{27}
\end{align*}
$$

From this it is obvious that:

Eerent eizenvalues. 1
Therefore, if $\Gamma_{j}$ is an irreaucible representation of dimension $k$, and if $\because j 1, \cdots j 2, \cdots, \quad \because j k$ is the set of degenerate eigenfunctions which form a basis for the $j$ th irreducible representation of the group, then the eigenfunctions transform according to the operations of the group. for example, two of the d-electron wave functions expressed in real form can be written:

$$
\begin{aligned}
& \forall_{1}=C_{1} \cdot R(r) \cdot(x z) \\
& \psi_{2}=C_{2} \cdot R(r) \cdot(y z),
\end{aligned}
$$

where $C_{1}$ and $C_{2}$ are constants, $R(r)$ is the radial function, and $(x z)$ and $(y z)$ are the angular parts of the wave functions expressed in terms of Cartesian coordinates. In squareplanar or tetragonal symmetry, these two functions are the basis functions for the representation $E_{g}{ }^{2}$

The matrix table for the $E_{g}$ representation is given in Table l. By application of these matrices to the row matrix of $\psi_{1}$ ana $\because_{2}$, one obtains, for example:

$$
\begin{gathered}
E\left(\psi_{1} \ddots_{2}\right)=\left(\begin{array}{ll}
\psi_{1} & \ddots_{2}
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
\psi_{1} & \psi_{2}
\end{array}\right) \\
C_{4}\left(\psi_{1} \ddots_{2}\right)=\left(\because_{1} \ddots_{2}\right)\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)=\left(-\psi_{2} \dot{1}_{1}\right) \\
\text { etc. }
\end{gathered}
$$

[^0]

| E | $\mathrm{C}_{4}$ | $c_{4}^{3}$ | $C_{2}$ |
| :---: | :---: | :---: | :---: |
| $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ | $\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ | $\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$ | $\left(\begin{array}{rr}-1 & 0 \\ 0 & -1\end{array}\right)$ |
| $c_{2}^{\prime}(\mathrm{x})$ | $c_{2}^{\prime}(\mathrm{y})$ | $c_{2}^{\prime \prime}(x y)$ | $c_{2}^{\prime \prime}(-x y)$ |
| $\left(\begin{array}{cc}-1 & 0 \\ 0 & 1\end{array}\right)$ | $\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)$ | $\left(\begin{array}{rr}0 & -1 \\ -1 & 0\end{array}\right)$ | $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ |
| i | $\sigma_{\mathrm{h}}$ | $\mathrm{S}_{4}$ | $\mathrm{s}_{4}^{3}$ |
| $\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ | $\left(\begin{array}{rr}-1 & 0 \\ 0 & -1\end{array}\right)$ | $\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$ | $\left(\begin{array}{rr}0 & 1 \\ -1 & 0\end{array}\right)$ |
| $\sigma_{d}^{\prime}(x)$ | $\sigma_{d}^{\prime}(y)$ | $\sigma_{d}^{\prime \prime}(x y)$ | $\sigma_{d}^{\prime \prime}(-x y)$ |
| $\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)$ | $\left(\begin{array}{rr}-1 & 0 \\ 0 & 1\end{array}\right)$ | $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ | $\left(\begin{array}{rr}0 & -1 \\ -1 & 0\end{array}\right)$ |

c. ${ }^{\text {The meaning of the group elements is given in Appendix }}$

The validity of these relationships may be checked by consideration of what happens to the functions, $(x z)$ and ( $y z$ ), under the various operations. For example, under $C_{4}$ : $x$ is replaced by $-y$, $y$ is replaced by $x$, and $z$ is replaced by $z$. Therefore, $(x z)$ is replaced by $(-Y z)$, and ( $y z$ ) is replaced by
(xz). The replacement operations mentioned consider the transformations which keep the Eunctions fixed in space and redefines the coordinates in terms of which the functions are expressed. Thus:

$$
\begin{equation*}
c_{4}\left(\psi_{1} \psi_{2}\right)=\left(-\psi_{2} \psi_{1}\right) \tag{32}
\end{equation*}
$$

which is exactly the result given by the corresponding matrix multiplication. Hence, $\psi_{1}$ and $\psi_{2}$ are said to be basis functions for the $E_{g}$ representation.

## B. The Direct Product

A detailed account of the derivation of the direct product of group theory is given in Appendix c-8. One of the most important applications of the direct product involves the evaluation of integrals composed of functions which are bases for representations of the group. If $F$ is any function which transforms according to an irreducible representation of a group, then the integral

$$
I=\int F d \tau
$$

will be different from zero only if this irreducible representation is the totally symmetric representation, $\Gamma_{I}=A_{1 g}$ of the group. That is,

$$
\begin{equation*}
R F=F \text {, for all operations, }(R) \text {, of the group. } \tag{33}
\end{equation*}
$$

Consider the integral of the type:

$$
\varnothing_{A} \varnothing_{B} d \tau
$$

The integrand belongs to the revresentation:

$$
\begin{equation*}
\Gamma_{\text {integrand }}=\Gamma_{A} \times \Gamma_{B} \tag{34}
\end{equation*}
$$

where $\Gamma_{A} \times \Gamma_{B}$ is the direct product of the representations of $\varnothing_{A}$ and $\varnothing_{B}$. In general, the direct product is reducible, that is,

$$
\begin{equation*}
\Gamma_{\text {intesrand }}=\sum_{i} a_{i} \Gamma_{i} \tag{35}
\end{equation*}
$$

where $\Gamma_{i}$ are irreducible representations of the group, and $a_{i}$ is the number of times the $i^{\text {th }}$ irreducible representation is contained in the direct product. As a consequence, the integral can be written as a sum of functions,

$$
\begin{equation*}
\varnothing_{A} \varnothing_{\mathrm{B}}=\sum_{i} a_{i} F_{i} \tag{36}
\end{equation*}
$$

where $F_{i}$ belongs to the irreducible representation $\Gamma_{i}$. consequently, the integral will be different from zero only if the direct product contains the totally symmetric representation, $\Gamma_{1}=A_{l g}$. For groups whose characters, i.e., the sum of the diagonal elements, are real this requires that $\Gamma_{A}=\Gamma_{B}$. Similarly, if an operator, $f$, is the basis function of an irreducible representation, in order that integrals of the type:

$$
\varphi_{A} \pm \varnothing_{B} d \tau
$$

be different from zero, it is necessary that at least one of the irreducible components of $\Gamma_{A} x \Gamma_{B}$ be the same irreducible representation as $\Gamma_{\text {f. }}$

Since the faminconian is invariant undex ali onerations of the group, it belongs to the totally symmetric representation, $\quad \Gamma_{1}=A_{19}$. Therefore, for the integral

$$
{ }^{\rho} \phi_{A} H \phi_{\mathrm{B}} \mathrm{~d} \tau,
$$

to De different from zero, it is necessary that one of the irreducible representations of $\Gamma_{A} \times \Gamma_{B}$ be $\Gamma_{I}$. This requires that $\Gamma_{A}=\Gamma_{B}$.

Thus if one constructs functions which are symmetry adapted, that is, are basis functions for the irreducible representations, it is known that there will exist no offdiagonal matrix elements connecting functions belonging to different irreducible representations. For example, if there are three irreducible representations for a particular group, $\Gamma_{1}, \Gamma_{2}$, and $\Gamma_{3}$, then the functions can be arranged in such a manner so that the matrix of the elements $\int_{i} \varnothing_{A} \not \mathbb{H} \varnothing_{B} d \tau$ will have the general form:



```
Rotation Group under DAn Symmetry
```

In atomic systems, it is possible to consider many types of energy degeneracies. For example, there is the degeneracy associated with the oribital angular momentum, $f$, of a single electron. This degeneracy is $(2 L+1)$-fold and the states associated with it have mq values between +1 and - . SimilarIy, the degeneracy of the states which are the results of products of two or more electrons can be characterized as having a total orbital angular momentum, L, which is the sum of the orbital angular momenta of the individual electrons. The degeneracy of such a state is $(2 L+1)$ and the wave functions associated with the state are characterized by $\mathrm{M}_{\mathrm{L}}$ values. It is also possible to consider states of a particular J value, where $J$ is the total angular momentum and is equal to $S+L$. The degeneracy of a particular $J$ state is $(2 J+1)$ and the wave functions associated with it are characterized by $M_{J}$ values.

The discussion that is to follow is equally applicable to all such degeneracies, since in each case the wave functions associated with the states form basis functions for a group representation. That is, in a field of non-spherical symmetry, the reduction of the states associated with a particular value of total angular momentum, $J$, will correspond to the reduction of the states associatea with the orbital ansular momentum,
 Eunction:

$$
\begin{equation*}
\because_{i}=N \cdot P(r) \cdot 1 / \sqrt{2}[Y(2,2)+Y(2,-2)], \tag{37}
\end{equation*}
$$

is the basis function for an irreducible representation of the non-spherical rotation group under consideration, then a function which also is a basis function for the same representation is given by:

$$
\begin{equation*}
\psi=1 / \sqrt{2}[|2,2\rangle+|2,-2\rangle] \tag{38}
\end{equation*}
$$

where $\left|J, M_{J}\right\rangle$ indicates the wave function associated with the state having total angular momentum $J$ and $z$-component $\mathrm{M}_{J}$. When two groups have such a one to one correspondence they are said to be isomorphic. The validity of these considerations is indicated in Appendix $C$.

An analogous situation exists for the spin states, $s$, of a single electron, and for the product of two or more electrons, S. A set of matrices corresponding to the group representation can be constructed by the methods outlined in Appendix $C$. Such matrices give the corresponding transformations in complex space that are associated with the given transformations in real space. Hence the arguments for the reduction of the matrices corresponding to a given angular momentum, $\dot{x}$, also hold for the spin Eunctions.

Hith the above statements in mind, it is necessary to consider the reduction of only one type of degenerate state.

It is convenient to Eollow the axample of sethe (l) and use the orbital angular momentum of a single electron.

In the spherical symmetry of the free ion, the degeneracy of a state with orbital angular momentum, 2 , is $22+1$. In spherical symmetry, the representation corresponding to this degenerate state is irreducible. However, in the field of lower symmetry which results from the ligands of the complex, the representation is reducible. In order to effect the reduction, use is made of a fundamental theorem of group theory: each reducible representation of a group can be separated in only one fashion into its irreducible parts. Furthermore, the "character", that is, the sum of the diagonal elements of the matrix representation, of each group element in the reducible representation equals the sum of the characters which belong to the element in the irreducible representations. Therefore, knowledge of the character of the reducible representation for each symmetry operation of the ligand field, together with the table of characters of the irreducible representations, enables the reduction of the $i$-state to be made.

As shown in Appendix $C$, the character associated with the rotation of the basis functions by a particular angle $\varnothing$ about a chosen axis is given oy:

$$
\begin{equation*}
x(E)=2 \ell+1 \tag{39}
\end{equation*}
$$

$$
\begin{equation*}
x(\varnothing)=\frac{\sin \left(\dot{x}+\frac{1}{2}\right) \dot{x}}{\sin \frac{1}{2} \varnothing} \text { men } \phi \neq 0 \tag{40}
\end{equation*}
$$

For the R-electrons ir a square planar field, for example, the $^{\text {for }}$ symetry classes are $E, C_{4}, C_{2}, C_{2}^{\prime}$, and $C_{2}^{\prime \prime}$ with $\ell=2$.

$$
\begin{align*}
& x(E)=2 \ell+i=5 \\
& x\left(C_{4}\right)=\frac{\sin (5 / 2) \pi / 2}{\sin \pi / 4}=\frac{-\sin \pi / 4}{\sin \pi / 4}=-1  \tag{42}\\
& x\left(C_{2}\right)=x\left(C_{2}^{\prime}\right)=x\left(C_{2}^{\prime \prime}\right)=\frac{\sin (5 / 2) \pi}{\sin \pi / 2}=1 \tag{43}
\end{align*}
$$

Table 2 gives the characters for the irreducibie representations for the Group $D_{A}$. By use of the table, it is apparent that the irreducirle representations which are the components Of the reducible representation for $\ell=2$ are: $A_{1}+B_{I}+B_{2}$ + E. Since all states with $\ell=$ even are unchanged as a result of inversion through the origin, the d-electron states in the $D_{4 h}$ symmetry are $A_{1 g}+B_{1 g}+B_{2 g}+E_{g}$. By similar apolications, the irreducible components of any reducible representation may be obtained. Table 3 gives the number of times a particular irreducibie representation is contained in the reducible representation of a given $\ell$ in square-planar or tetragonal symetry. For example, for a state with $\ell=3$, one uses the fourth column $(4 \lambda+3)$ with $\lambda=$ 0 , and the irreducible representations are $A_{2}+B_{2}+B_{2}+B$


|  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Representation | $\pm$ | $\mathrm{C}_{2}$ | $2 c_{4}$ | $2 c_{2}^{\prime}$ | $20_{2}^{\prime \prime}$ |
| $A_{1}$ | 2 | 2 | 1 | 1 | 2 |
| $\mathrm{A}_{2}$ | 1 | 1 | $i$ | $-1$ | -1 |
| 31 | 1 | 1 | -1 | 1 | -1 |
| $3_{2}$ | 1 | 2 | -1 | -1 | 1 |
| $\pm$ | 2 | -2 | 0 | 0 | 0 |

Table 3. The irreducible representations in $D_{4}$ of the states with angular momentum $\ell$

| $2=$ | $4 \lambda$ | $4 \lambda+1$ | $4 \lambda+2$ | $4 \lambda+3$ |
| :---: | :---: | :---: | :---: | :---: |
| $A_{1}$ | $\lambda+1$ | $\lambda$ | $\lambda+1$ | $\lambda$ |
| $A_{2}$ | $\lambda$ | $\lambda+1$ | $\lambda$ | $\lambda+1$ |
| $B_{1}$ | $\lambda$ | $\lambda$ | $\lambda+1$ | $\lambda+1$ |
|  | $2 \lambda+1$ | $\lambda+1$ | $\lambda+1$ |  |

TV. ITMAN EIEID THEORV: OURMITAMTVE ROPRCACE
F. The Scincedinger Equation and Its Solution

The determination of the enevgy leveis of the central ion requires the solution of Schroedinger's equation:

$$
\begin{equation*}
\# \because=\underline{E} \because \tag{44}
\end{equation*}
$$

where
$\mathbb{F}=\sum\left\{-\frac{\bar{n}^{2}}{2 m_{i}} \nabla_{i}^{2}-\frac{z e^{2}}{r_{i}}+\xi\left(r_{i}\right) \overrightarrow{\mathcal{L}} \cdot \overrightarrow{\mathcal{S}}\right\}+\sum_{i>j} \frac{e^{2}}{r_{i j}}+\sum_{i} v^{I F}\left(r_{i}\right)$

The first four terms in the Familtonian, $\mathcal{F}$, are the usual atomic Hamiltonian operator for the free ion; the last term, $V^{L F}\left(r_{i}\right)$ expresses the effects of the non-spherical potential field of the surrounding ligands on an electron of the central ion. prior to consideration of the effects of this latter term, some remarks concerning the atomic Familtonian for the Eree ion are in order.

1. The Free Ion

In all approaches to the solution of the schroedinger equation for a many electron atomic system, it has been necessary to make some aooroximation in order to solve the problem. One of the most common involves the "Central Field Approzimation" in which the interaction of the electrons with the nucleus and a large part of the mutual interaction of the elections are combined in a potential, U, which is dependent

Hon bie radial distance oniy. That is, one starts with an approsimate Hamiltonian,

$$
\begin{equation*}
\boldsymbol{H}_{0}=\Sigma_{i}\left[-\frac{\bar{n}^{2}}{2 m_{i}} \nabla_{i}^{2}+U\left(r_{i}\right)\right] \tag{45}
\end{equation*}
$$

and considers the remaining terms of the true Hamiltonian as a perturbation:

$$
\begin{equation*}
\#^{\prime}=\sum_{i}\left[\left(-\frac{z e^{2}}{r_{i}}-U\left(r_{i}\right)+\xi\left(r_{i}\right) \overrightarrow{\mathcal{L}} \cdot \vec{\delta}\right]+\sum_{i>j} \frac{e^{2}}{r_{i j}}\right. \tag{47}
\end{equation*}
$$

The zero order wave functions, i.e., the wave functions, $\psi_{0}$, that are solutions of the equation:

$$
\begin{equation*}
H_{0} \ddot{O}_{0}=\mathrm{E}_{0}{ }_{0}, \tag{48}
\end{equation*}
$$

can be expressed as products of single electron wave functions because $H_{0}$ is the sum of one electron operators. The single electron functions are very similar in form to the wave functions of the hydrogen atom in that they are products of a radial function and an angular function expressible in terms of the spherical harmonics. It is beyond the intent of this thesis to reproduce in detail the solution of the atomic problem particularly since the solution is well surveyed in such standard texts as those by Condon and Shortley (6), Pauiing and Vilson (5) and Eyring et al. (24). The following principles of the approach should be mentioned:
(i) The zero order basis functions are constructed as linear combinations of antisymmetrized products of single electron functions arising from one configuration.
(i) in aces were goin-orbit moning is imortant, it is
conveniont that a zero ozaer Eunction, $;$, De characterized by
the giantum numers, $S, I, J$, and $M J$ That is, $\because$ is an eigenEunction ce the operators $\mathcal{S}^{2}, \mathcal{L}^{2}, \mathcal{f}^{2}$, and $M_{g}$, such that

$$
\begin{align*}
& \mathcal{S}^{2} \because=h S(S+1) \because  \tag{49}\\
& \mathcal{L}^{2} \because=n I(I+1) \\
& \delta^{2} \because=n J(J+1) \\
& m_{j} \because=h \because_{J}
\end{align*}
$$

where: $f^{2}$ is the total angular momentum operator $\mathcal{L}^{2}$ is the total orbital angular momentum operator 82 is the total spin momentum operator Thy is the $z$-component operator of the total angular momentum.
Such a function, $\forall$ may be written as $\left|s, j, J, M_{J}\right\rangle$.
A particular function, $\left|S, L, J, M_{J}\right\rangle$, is an appropriate inear combination of the functions, $\mid S, M_{S}, L, M_{L}$, which are eigenfunctions of $\mathcal{L}^{2}, M_{L}, \delta^{2}, M_{8}$, that is:

$$
\begin{aligned}
& \mathcal{L}^{2} \phi=n I(L+I) \varnothing \\
& \boldsymbol{\delta}^{2} \varnothing=n S(S+I) \phi \\
& m_{g} \phi=n M_{S} \phi \\
& m_{\varnothing} \phi=n M_{I} \phi
\end{aligned}
$$

where $M_{\mathcal{L}}$ and $M_{f}$ are the z-component operators of the total onistai anguiar momentirm and the total spin momentum, and $\phi$ is an $\left|S, M_{S}, L, M_{L}\right|$ Eunction. These $\left(S, M_{S}, L, M_{T}\right)$ Eunctions are themseives inear comivinations of antisymmetrized products


```
\(\left(\hat{2}, m_{2}, s, m_{s}\right) .^{3}\) Thus Eor examole,
    \(\left.\left|S, M_{S}, I, M_{-}\right|=\mid 1,1,3,3\right)=1 / \sqrt{2}\left[\left(2,2, \frac{1}{2}, \frac{1}{2}\right)(1)\left(2,1, \frac{1}{2}, \frac{1}{2}\right)\right.\)
                                    \(\left.-\left(2,1, \frac{1}{2}, \frac{1}{2}\right)^{(1)}\left(2,2, \frac{1}{2}, \frac{1}{2}\right)(2)\right]\).
where the superscriots (1) and (2) refer to electrons one and two respectively. Since it is the d-electrons that are of interest, \(\&=2\) and \(S=\frac{1}{2}\) always. Furthermore, if one represents \(m_{s}=+\frac{1}{2}\) by \(x\) and \(m_{s}=-\frac{1}{2}\) by \(S\) and one always writes the one electron functions in the order: electron one, electron two, then the expression for \((1,1,3,3)\) may be written:
\[
\begin{equation*}
\mid 1,1,3,3)=1 / \sqrt{2}[(2, \infty)(1, \infty)-(1, \alpha)(2, \infty)] \tag{52}
\end{equation*}
\]
or alternatively:
\[
\begin{equation*}
\mid 1,1,3,3)=1 / \sqrt{2}[(2,1)-(1,2)][\alpha \alpha] \tag{53}
\end{equation*}
\]
and similarly for the other \(\left(S, M_{S}, L, M_{L}\right)\) functions.
The derivation and construction of the \(\left(S, M_{S}, L, M_{L}\right)\) and
the \(\left|S, L, J, M_{J}\right\rangle\) functions, including the consistent choice of phase factors, is considered in Appendix A.
(iii) The single electron functions are separable into radial and angular parts. Thus:
\[
\begin{equation*}
\varnothing=R(r) \cdot Y\left(\ell, m_{\ell}\right) \tag{54}
\end{equation*}
\]
where \(Y(0,-f)\) are the spherical harmonics.
\({ }^{3}\) The notation, \(\mid \geqslant\) is used to denote a function
\(\left|S, I_{-}, J, M_{J}\right\rangle\), The notation, !, is used to denote a function (S, M \(M_{S}, \mathrm{~L}_{\mathrm{L}} \mathrm{M}_{\mathrm{L}}\) ). The notation, (, ), is used to denote the product of the single electron space functions associated with electron one and electron two in that order.
(iv) Since it is oniv the rehative eneryy loves fithin tho chosen configuration that are of interest, the mixing of the zerc order basis functions is found by the diaconalization of the matrix corresponding to the operator:
\[
\begin{equation*}
\mathcal{H}^{\prime \prime}=\sum_{i} \xi\left(r_{i}\right) \mathscr{L}_{i} \cdot \ell_{i}+\sum_{i>j} e^{2 / r_{i j}} \tag{55}
\end{equation*}
\]
and this operator need be applied only to those electrons outside closed shells and subshells. This means that the zero order wave functions which constitute the basis functions are constructed only from consideration of the electrons outside of closed shells and subshells. The relative energy levels are obtained by diagonalization of a matrix of the general form:
\[
\left(\begin{array}{ccccc}
H^{\prime \prime} 11 & H^{\prime \prime} 12 & H^{\prime \prime} 13 & \cdots & H^{\prime \prime} 1 n \\
H^{\prime \prime} 21 & H^{\prime \prime}{ }_{22} & H^{\prime \prime} & \cdots 3 & H^{\prime \prime} \\
\cdot & & & & \\
\cdot & & & & \\
H^{\prime \prime} & H_{n 1}^{\prime \prime} & H_{n 2}^{\prime \prime} & \cdots & H_{n 3}^{\prime \prime}
\end{array}\right)
\]
where \(H_{\alpha=}^{\prime \prime}=\int \psi_{\alpha} \not \mathcal{F}^{\prime \prime} \psi_{\alpha} d \tau\)
2. Ion in the ligand field

The basic assumption in ligand field theory is that the Fiola notential perturios the atomic levels only in such a way as to modify the mixing of the zero order functions within a given configuration. This means that one proceeds exactly as
 Dy the operator \(\#^{\prime \prime \prime}\) :
\[
\begin{equation*}
\mathcal{H}^{\prime \prime \prime}=\sum_{i} \leftrightarrows\left(r_{i}\right) \mathcal{Z}_{i} \mathcal{S}_{i}+\sum_{i>j} e^{2} / r_{i j}+\sum_{i} V_{i}^{L E} \tag{56}
\end{equation*}
\]

Within the framework of the simpiification of the central Eield approximation and the considerations concerning the Iigand potential to be discussed, diagonalization results in an exact solution in the sense that all effects are considerea. In many applications it is possible to neglect spinorbit coupling, which results in an appreciable reduction in the number of wave functions which need be considered. However, the spin-orbit coupling effect in platinum is appreciable and must De included in the calculations.

Two extreme cases can De considered ir constructing the zero order basis functions. In the so-called weak field case, the ligand field effect is much smaller than the electronic interaction effect. In this situation, it is convenient to use the Eree atom Dasis Functions in terms of the quantum numbers, \(S, L, J\), and \(M_{J}\). As is shown later, this choice results in the matrix elements being diagonal in the electronic interaction parameters. The ligand Eield will result in non-zero values for both diagonal and off-diagonal elements, but the ofE-diagonal elements will be small in comparison to the diagonal elements. Consequently, oniy weak mixing of the free atom states result. In a sense, one can
 atomic states in winch the electronic interaction has already Deen taken into account.

In the strong field case, the ligand Eield effect is much Greater than the electronic interaction. In this situation, it is convenient to consider that the zero order Hamiltonian, \(\boldsymbol{H}_{0}^{L F}\), De expressed as:
\[
\begin{equation*}
H_{0}^{L E}=H_{0}+\sum_{i} V_{i} \tag{57}
\end{equation*}
\]

Consequently, the strong field zero order functions, \(\psi\), are antisymmetric product functions of new one electron functions, \(i_{i}\). These one electron Eunctions have the symmetry of the liyand field. It is assumed that they can be expressed as Iinear combinations of the free-ion one-electron functions, (l, \(m_{\hat{l}}, s, m_{s}\) ). The proper linear combination are those which diagonalize the one electron matrix \(\left(\gamma_{i}\left|V^{L F}\right| \ddot{y}_{k}\right)\). Thus the Dasis functions are constructed so that the matrix elements are diagonal in the ligand field parameters. In this case, the electronic interaction term contributes to both diagonal and off-diagonal elements and again, the offdiagonal elements are small and the mixing of the ligand field states is slight. Fence the electron interaction can be considered as a perturioation on the ligana fiela states. Eor the case oz intermediate fields, the ofs-diagonal elements are not small in either basis and the cinoice of basis

Eunctions is arbitrary. This is true sirce it is possible to express the weak field basis in terms of the strong field basis by a unitary transformation. By means of this transEormation the expressions for the wave functions associated with the weak field are related to the expressions for the wave functions for the strong field. The eigenvalues which result upon diagonalization must be the same regardless of which basis is used.
B. The Ligand Field Potential in the Hamiltonian

Thus far the exact form of the ligand potential, \(V^{\text {LF }}\), has not been specified. Several expressions are possible (7, 8, 14, 2l) all of which are essentially equal. For conceptual simplicity, none is more satisfying than the point of view that the effect of the ligands can be approximated by considering them as point charges or point dipoles. In this thesis, the ligands are considered as point dipoles. For matnematical reasons, it is convenient to initially consider the case of point charges and to carry out the calculations in atomic units, namely:
\[
\begin{aligned}
\text { Unit charge } & e=\text { the charge of the electron } \\
\text { Unit iength: } & a_{0}=\hbar^{2} / m^{2}=\text { Bohr radius }=0.529 A \\
\text { Unit energy: } & e^{2} / a_{o}=\text { twice the ionization potential of } \\
& \text { the hyarogen atom }=27.2 \text { electron volts. }
\end{aligned}
\]

Then Dy use of these units,
\[
\begin{aligned}
& e=-1, \text { for an electron } \\
& e=+1, \text { for a "hole" }
\end{aligned}
\]
q \(>0\) = charge of positive ligand in atomic units
c \(\langle 0\) = charge of negative ligand in atomic units
Figure 8 gives a simple schematic diagram of the arbitrary location of a single ligand charge, \(\mathrm{q}_{\mathrm{k}}\), and an electron, e \(=-1\), with respect to the origin. The electron is located at \(P(r, \theta, \varnothing)\) and the ligand at \(Q\left(x_{k}, \theta_{K}, \phi_{k}\right)=Q_{K}\). Then the potential at \(P\) due to the charge \(G_{k}\) at \(Q_{k}\) is given by:
\[
v_{\mathrm{k}}(r, \theta, \varnothing)=-q_{\mathrm{k}} / r_{\mathrm{pk}}
\]
where \(r_{p k}\) is the distance from \(\varepsilon_{k}\) to \(P\). As shown in Eyring et al. (24), it is possible to expand \(V_{k}(r, \theta, \varnothing)\) in terms of spherical harmonics, as follows:
\[
\begin{equation*}
V_{k}(r, \theta, \varnothing)=-q_{k} \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} Y_{\ell m}(\theta \not \varnothing) B_{\ell, m}^{k}(r), \tag{59}
\end{equation*}
\]
\[
\begin{aligned}
& \text { where } \\
& B_{\ell, m}^{k}(r)=\frac{r_{\ell}^{\ell}}{r^{\ell}+1} \quad \frac{4 \pi}{2 \ell+1}\left[Y_{\ell m}\left(\theta_{k} \phi_{k}\right)\right]^{*}, \\
& Y_{i m}(\theta, \varnothing)=\text { the spherical harmonic at the location of the } \\
& \text { electron, } \\
& Y_{\ell_{m}}\left(\theta_{k}, \emptyset_{k}\right)=\text { the spherical harmonic at the location of the } \\
& \text { liganã, }
\end{aligned}
\]


Figure 8. Generalized locations of the ligand point charge and an electron of the central ion

\section*{Aternativeiv:}
\[
\begin{equation*}
B_{k, m}^{n}(r)=\frac{r^{2}}{r y+2}\left[\frac{4 T}{2 l+1} \frac{(i-1 m 1)!}{(i+1 m 1)!}\right]^{\frac{2}{2}} p_{i}^{\operatorname{lm} 1}\left(\cos \theta_{n}\right) e^{-i m \phi_{k}}, \tag{61}
\end{equation*}
\]
where
'
\[
\begin{align*}
\ell_{\ell}^{\prime \prime}\left(\cos \theta_{k}\right) & =\text { an associated Legendre Function, } \\
& =\frac{\sin ^{|m|} \theta}{2^{\ell} \ell!} \frac{d^{\ell+|m|}}{a \cos \theta^{\ell+|m|}} \therefore\left(\cos ^{2} \theta-1\right)^{\ell} . \tag{62}
\end{align*}
\]

The foregoing formula describes the potential at \(P(=)\) due to one ligand. For several ligands:
\[
\begin{equation*}
v^{L F}=\sum_{k}(r, \theta, \varnothing), \tag{63}
\end{equation*}
\]
the summation being over the ligands. By substitution, one obtains:
\[
\begin{equation*}
v^{L F}=-\sum_{\ell, m} Y(\ell, m) \sum_{k} q_{k} B_{\ell m}^{k}(r) \tag{64}
\end{equation*}
\]

In the square-planar symmetry, it is convenient to locate the ligand point charges, \(\left(q_{1}, q_{2}, q_{3}, q_{4}\right)\), along the \(\pm X\) and \(\pm Y\) axes. Consequently the following relations hold:
\[
\begin{aligned}
& q_{1}=q_{2}=q_{3}=q_{4}=q, \\
& r_{1}=r_{2}=r_{3}=r_{4} \\
& \theta_{1}=\theta_{2}=\theta_{3}=\theta_{4}=-/ 2, \text { hence } \cos \theta_{k}=0, \\
& \phi_{1}=0, \\
& \phi_{2}=\pi / 2, \\
& \phi_{3}=\pi, \\
& \not \phi_{4}=3 \pi / 2 .
\end{aligned}
\]

and
\[
\begin{equation*}
v^{L F}=-q \sum_{i, m} D_{2 m} \cdot R_{i}(r) \cdot Y_{2 m}(\theta, 0) \tag{6.6}
\end{equation*}
\]
where
\[
\begin{equation*}
D_{\ell m}=\left[\frac{(l-m)!}{(l+m)!} \frac{4 \pi}{2 \ell+i}\right]^{\frac{1}{2}} \cdot p_{l}^{|m|} \text { (0) } \sum_{k} e^{-i m \phi_{k}} \tag{67}
\end{equation*}
\]
and
\[
\left.R_{l}(r)=r^{\ell} / r^{\ell+1}\right\rangle
\]

A restriction on the possible values of \(m\) can be obtained by consideration of the fact that in square-planar symmetry the potential at a point \(S(r, \theta, \varnothing)\) must be the same as that at a point \(T(r, \theta, \emptyset+\pi / 2)\). Then,
\[
\begin{equation*}
Y_{l m}(\theta, \varnothing) \equiv Y_{l m}(\theta, \varnothing+\pi / 2) \tag{68}
\end{equation*}
\]

Therefore:
\[
\begin{align*}
e^{i m \phi}=e^{i m(\phi+\pi / 2)} & =e^{i m \phi} \cdot e^{i m \pi / 2}  \tag{69}\\
I & =e^{i m \pi / 2} \tag{70}
\end{align*}
\]

But this requires that
\[
\begin{equation*}
m=0, \pm 4, \pm 8, \cdots, \text { etc. } \tag{71}
\end{equation*}
\]

Furthermore, values for \(p_{i}{ }^{m}(0)\) can be found in standard texts; for exampie, Jannke and Emde (25). Since Legendre functions are either even or odd in their arguments, it follows that \(p_{i}^{m}(0)\) vanishes for \(\hat{z}-m=o d d\). Substituting

Che Eomuia for \(f_{i}(0)\) in the case \(\bar{x}-m\) = even and also \(e^{i m \not t r}=1\) Eor all \(\phi_{x}\), one Einds:
\[
\begin{align*}
& \mathrm{v}^{\mathrm{LF}}=-\mathrm{G} \sum_{\ell} \sum_{\mathrm{m}=-2}^{\sum} \cdot \dot{D}_{\ell f}^{f} \cdot \mathrm{R}_{\ell}(r) \cdot Y_{\ell m}(\theta \emptyset)  \tag{72}\\
& D_{\ell m}=\frac{(-1)^{\frac{1}{2}(\ell-|m|)}}{2^{\ell}}\left(\frac{64-}{2 \ell+1}\right)^{\frac{1}{2}} \frac{[(\ell-m):(\ell+m):]^{\frac{1}{2}}}{\left[\frac{1}{2}(\ell-m)\right]:\left[\frac{1}{2}(\ell+m)\right]!} \tag{73}
\end{align*}
\]
where \(\ell\) and \(m\) are restricted to:
\[
\ell=0,2,4,8, \cdots ; \quad m=0,4,8, \cdots
\]

Furthermore, it is shown in Appendix B-2 that in the expansion of Equation 72 only the terms with \(\ell \leq 4\) contribute to the matrix elements which are needed in conjunction with d-electrons. With the previous restrictions on \(m\) and the fact that \(m\) S \(\ell\), always, the "effective" ligand potential for squareplanar symmetry becomes
\[
\begin{align*}
\mathrm{V}^{\mathrm{LF}}= & -q\left\{\mathrm{D}_{00} \cdot \mathrm{R}_{0}(r) \cdot Y_{00}(\theta, \varnothing)+D_{20} \cdot R_{2}(r) \cdot Y_{2,0}(\theta, \varnothing)\right. \\
& +D_{40} \cdot R_{4}(r) \cdot Y_{40}(\theta \varnothing)+D_{4,4} \cdot R_{4}(r) \cdot Y_{4,4}(\Theta \varnothing) \\
& \left.+D_{4,-4} R_{4}(r) \cdot Y_{4,-4}(\Theta \varnothing)\right\} \tag{74}
\end{align*}
\]

Evaluating the D's from Equation 73 , one obtains:
\[
\begin{align*}
V^{J F}=-q & \left\{8 \sqrt{\pi} \cdot R_{0} Y(0,0)-4 \sqrt{\pi} / \sqrt{5} \cdot R_{2} Y(2,0)\right. \\
& \left.+\sqrt{\pi} \cdot R_{4} Y(4,0)+\sqrt{35 \pi} / 3 \sqrt{2} \cdot R_{4}[Y(4,4)+Y(4,-4)]\right\} \tag{75}
\end{align*}
\]

In this potential, the terms associated with the spherical
narmonic, \(Y(0,0)\), is spherically symmetric and hence does not affect the relative separations between the energy levels (7). Another way of expressing this is to say that the \(Y(0,0)\) term contributes equally to each diagonal matrix element and does not contribute to the off-diagonal elements. Since only the relative separations are oi interest, this term may be nejlected and the effective potential in its final form is:
\[
\begin{align*}
V^{L F}=-G\{ & -4 \sqrt{\pi} / \sqrt{5} \quad R_{2} Y(2,0)+\sqrt{\pi} R_{4} Y(4,0) \\
& \left.+\sqrt{35 \pi} / 3 \sqrt{2} \quad R_{4}[Y(4,4)+Y(4,-4)]\right\} \tag{76}
\end{align*}
\]
C. Matrix Elements Due to the Ligand Field
1. Two electron integrals as a sum of one electron integrals

For the ligand field effect in both the weak and strong field cases, the matrix elements to be evaluated are of the form:
\[
\begin{equation*}
\mathrm{H}_{j k}=\int_{j}^{*} \mathrm{~V}^{\mathrm{DE}} \because \mathrm{r} d \tau \tag{77}
\end{equation*}
\]
where the \(;\) functions are a linear combination of product functions, \(\varnothing_{i}\), that is,
\[
\begin{equation*}
\because_{j}=\sum_{j} \varnothing_{j} ; \quad \psi_{k}=\sum_{k} \varnothing_{k} \tag{78}
\end{equation*}
\]

For the \(\mathrm{a}^{2}\) or \(\mathrm{a}^{8}\) configuration, the "basic" product function, \(\phi_{i}\), is a product of two one-electron functions, that is,
\[
\begin{equation*}
\left.\left.\phi_{i}=\mid f, m\right)^{(1)} \mid \hat{z}^{\prime}, m^{\prime}\right)^{(2)} \tag{79}
\end{equation*}
\]

Where (i) and (2) refer to electrons one and tho. Thus
\[
\begin{equation*}
E_{j k}=\int_{j} \phi_{j}^{*} v^{L F} \sum_{k} \not \phi_{k} d \tau=\sum_{j} \sum_{k} \varnothing_{j}^{*} v^{I F} \phi_{k} d \tau \tag{80}
\end{equation*}
\]

The two electron integral, \(\Gamma_{\chi_{j}^{*}} V^{I F} \varnothing_{k}\) dr, may be simplified to a sum of one-electron integrals. For example, consider the integral
\[
\left.\left.\left.\left.\Gamma\left[\varepsilon_{a} m_{a}\right)^{(1)} \mid \ell_{b^{m}} m_{b}\right)^{(2)}\right]^{*} v^{I F}\left[\ell_{c} m_{c}\right)^{(1)} \mid \ell_{a^{m}}\right)^{(2)}\right] a \tau
\]
where \(V^{I F}=V^{L F}(1)+V^{I F}(2)\).
Then the above integral may be written as:
\[
\begin{aligned}
\left(\ell_{a} m_{a}\right)^{*} v^{L F} & \left(\ell_{c} m_{c}\right) d \tau_{1}\left(\ell_{b} m_{b}\right)\left|\ell_{d} m_{d}\right\rangle d \tau_{2} \\
& \left.+\Gamma\left(\ell_{b} m_{b}\right)^{*} v^{L F}\left(\ell_{d} m_{d}\right) d \tau_{2} \Gamma_{a} \ell_{a}\right\rangle^{*}\left|\ell_{c} m_{c}\right\rangle d \tau_{I}
\end{aligned}
\]

This total process may be illustrated by a simple example. Consider the matrix element,
\[
\begin{equation*}
H_{1 I}=C \ddots_{1}^{*} v^{L E} \because_{1} d \tau \tag{81}
\end{equation*}
\]
where \(\because\) is a linear combination of a product of two oneelectron functions, such as,
\[
\begin{align*}
v_{1}=\sqrt{2} & {[12,2)^{(1)}(2,2)^{(2)} } \\
& +(2,-2)^{(1)}(2,-2)^{(2)} \tag{82}
\end{align*}
\]

Then one obtains the matrix element:
\[
\begin{align*}
& a_{1}=\quad * \quad \because \quad \dot{a} \\
& =\because_{1}^{*}(V(i)+v(2)) \div 1 d \tau  \tag{84}\\
& \left.=\frac{1}{2} \Gamma\left[(2,2)^{(1)}(2,2)^{(2)}+(2,-2)^{(1)} \mid 2,-2\right)^{(2)}\right]^{*}(\mathrm{~V}(1) \\
& \left.+\mathrm{V}(2))\left[(2,2)^{(1)}(2,2)^{(2)}+(2,-2)^{(1)} \mid 2,-2\right)^{(2)}\right] \\
& d \tau_{1} d \tau_{2}  \tag{85}\\
& \left.\left.\left.\left.\left.=\frac{1}{2} \Gamma[\mid 2,2)^{*(1)} \right\rvert\, 2,2\right)^{*(2)}\right] \mathrm{v}(1)+\mathrm{v}(2)[\mid 2,2)^{(1)} \mid 2,2\right)^{(2)}\right]  \tag{2}\\
& d \tau_{1} d \tau_{2} \\
& \left.\left.+\left\lceil[12,2)^{*}(1)(2,2)^{*(2)}\right] \vee(1)+\mathrm{V}(2)[\mid 2,-2)^{(1)} \mid 2,-2\right)^{(2)}\right] \\
& d \tau_{1} d \tau_{2} \\
& \left.\left.+\left\lceil[12,-2)^{*(1)}(2,-2)^{*(2)}\right] \vee(1)+\mathrm{v}(2)[12,2)^{(1)} \mid 2,2\right)^{(2)}\right] \\
& d \tau_{1} d \tau_{2} \\
& \left.\left.\left.+\left\lceil[\mid 2,-2)^{*}(1) \mid 2,-2\right)^{*(2)}\right] \cup(1)+v(2)[\mid 2,-2)^{(1)} \mid 2,-2\right)^{(2)}\right] \\
& d \tau_{1} d \tau_{2}
\end{align*}
\]
E
where \(N\) is the normalization factor, \(R_{m}(r)\) is the radial part, and \(Y(\ell, m)\), the angular part in terms of the spherical harmonics.

In some applications of ligand field theory (4, 23, 26) the radial parts of the zero order basis functions remain unspecified when dealing with both the ligand field and the electronic interaction effects. It has been decided that in this thesis, the same procedure will be followed in regard to the electronic interaction. However, for the ligand field effect, it is convenient to follow the examples of Ballhausen (27) and Maki (28, 29) and to express the single electron wave functions in terms of Slater orbitals (30). These orbitals can be expressed as:
\[
\begin{equation*}
|n, \ell, m\rangle=N \cdot r^{(n *-1)} \cdot e^{-Z^{*} r / n * a_{O}} \cdot Y(\ell m) \tag{90}
\end{equation*}
\]
where \(=\mathrm{N}\) is the normalization constant for the radial portion
\(Y(\ell, m)\) are the spherical harmonics
n* is the effective principal quantum number
\(a_{0}\) is the Bohr radius equal to one atomic unit
\(Z^{*}\) is the effective nuclear charge.
For the (5d) orbitals of the platinum(II) complexes, \(n^{*}=4\) and \(Z^{*}=\) 7.55. If one defines \(f=Z^{*} / n^{*}\), then \(f=1.8875\). Normalization of the wave function, as shown in Appendix B, yields:
\[
\begin{equation*}
15,2, m)=\left[\frac{2^{9} f^{9}}{8!}\right]^{\frac{1}{2}} r^{3} \cdot e^{-f r} \cdot Y(2, m) \tag{91}
\end{equation*}
\]

Since this thesis deals only with the 5d orbitals, it is

\[
(2,-2)^{*(1)} \vee(1)(2,-2)(1) d_{2}+\ddots_{2}(2,-2)^{*(2)} V(2)(2,-2)^{(2)} d_{\tau_{2}}
\]
while Eor the middle two terms, one obtains such expressions as:
\[
\Gamma_{\mid 2,2)^{(1)}}^{V(i) \mid 2,-2)^{(1)}} d \tau_{1} \underbrace{\left.\Gamma_{\mid 2,2)}^{(2)} \mid 2,-2\right)^{(2)}}_{0} \underbrace{}_{0} \boldsymbol{\tau}_{2}=0 .
\]

Hence:
\[
\begin{align*}
& \mathrm{H}_{11}=\frac{1}{2}\left[\Gamma_{\left.\mid 2,2)^{*(1)} \mathrm{V}(1) \mid 2,2\right)^{(1)} \mathrm{d} \tau_{1}}\right. \\
&+\int_{\left.12,2)^{*(2)} \mathrm{V}(2) \mid 2,2\right)^{(2)} \mathrm{d} \tau_{2}} \\
&+\int_{\left(2,-2^{*(1)} \mathrm{V}(1) \mid 2,-2\right)(1) \mathrm{d} \tau_{1}} \\
&\left.\left.+\int_{\mid 2,-2)^{*}(2)} \mathrm{V}(2) \mid 2,-2\right)^{(2)} \mathrm{d} \tau_{2}\right] \tag{88}
\end{align*}
\]

Thus, the initial matrix element is reducted to the sum of one electron integrals.

\section*{2. The single electron functions}

The zero order basis functions, \(\varnothing_{i}\), are products of single electron wave functions. A single electron function can be exoressed as a product of a radial part and an angular part. That is, a single electron function has the form:
\[
\begin{equation*}
\mid n, \ell, m)=N \cdot R_{m}(r) \cdot Y(\ell, m) \tag{89}
\end{equation*}
\]
convenient to symboize the single electron wave function as (i,m). Eurthermore, in the case of a product of two oneelectron functions, \((\hat{1}, \mathrm{~m})^{(1)}\left(\mathrm{L}^{\prime}, \mathrm{m}^{2}\right)^{(2)}\), since \(\mathrm{L}=2\) for both, it is convenient to write this product as (m,m') where the first value in the parenthesis refers to electron one and the second to electron two.
3. One electron integrals

From the discussion in section IV-C-3, it is apparent that a matrix element involving the ligand field resolves into a sum of one-electron matrix elements of the form:
\[
\int_{\mathrm{a}}\left(\ell_{\mathrm{a}} \mathrm{~m}_{\mathrm{a}}\right)^{*} \mathrm{v}^{\mathrm{LF}}\left(\ell_{\mathrm{b}} \mathrm{~m}_{\mathrm{b}}\right) \mathrm{d} \tau
\]

Upon substitution of the functions:
\[
\begin{aligned}
& \left.\mid \ell_{a} m_{a}\right)=N \cdot R_{a}(r) \cdot Y\left(\ell_{a} m_{a}\right) \\
& \left(\ell_{b} m_{b}\right)=N \cdot R_{b}(r) \cdot Y\left(\ell_{b} m_{b}\right),
\end{aligned}
\]
as given by equation 91, and the potential, \(\mathrm{V}^{\text {LF }}\), as given by Equation 56, one obtains,
\[
\begin{equation*}
\left(\ell_{a} m_{a}\right) * v^{L F}\left(\ell_{b} m_{b}\right) d \tau=\sum_{\ell, m} D_{\ell m} \cdot G_{\ell}(a, b) \cdot J_{\ell m}\left(\ell_{a} m_{a} \ell_{b} m_{b}\right) \tag{92}
\end{equation*}
\]
where
\[
\begin{align*}
& J_{\ell_{m}}\left(\ell_{a}{ }^{m} \ell_{b} m_{b}\right)=\text { the angular integral }= \\
& \Gamma_{Y}^{*}\left(E_{a} m_{a}\right) Y\left(\mu_{D} m_{D}\right) Y(E m) d t e \not \theta  \tag{93}\\
& G_{\ell}(a, b)=\text { the radial integral }= \\
& -G N^{2} \int R_{a}(r) \cdot R_{b}(r) \cdot R_{f}(r) \cdot d \tau_{r} \tag{94}
\end{align*}
\]

a. The angular integral, \(J_{\ell m},\left(\varepsilon_{a} m_{a} b_{b} m_{b}\right)=J_{\ell m} \quad\) In or- der to evaluate the angular integral, recourse is made to the fact that the product of two spherical harmonics can be expanded in terms of a sum of spherical harmonics. Thus:
\[
Y^{*}\left(\ell m_{a}\right) Y\left(\ell_{b} m_{0}\right)=\sum_{\ell \prime, m^{\prime}}^{\mathcal{E}} K_{\ell} m^{\prime} \cdot Y^{*}\left(\ell \cdot m^{\prime}\right)
\]
and the angular integral becomes:
\[
\begin{align*}
& Y^{Y^{*}\left(\ell_{a} m_{a}\right) \cdot Y\left(\ell_{D} m_{D}\right) \cdot Y(\ell m) d \tau_{\theta \varnothing}=} \\
& \quad \sum_{\ell \prime^{\prime} m^{\prime}} K_{\ell} \prime^{\prime} m^{\prime} \quad \int Y^{*}\left(\ell^{\prime} m^{\prime}\right) \cdot Y(\ell m) d \tau_{\theta \varnothing} \tag{96}
\end{align*}
\]

Because of the orthogonality relations of the spherical harmonics, the integrals on the right hand side vanish unless \(\ell=\ell^{\prime}\) and \(m=m^{\prime}\). Hence the angular integral, \(J_{\ell m}\left(\ell_{a} m_{a} \ell_{b} m_{b}\right)\), is seen to be identical with the expansion coefficient, \(K_{\text {\& }}\), of Equation 95.
A procedure for determination of these coefficients is given in Section 4.6 of the text by Edmonds (31) and is discussed in detail in Appendix B-2. In particular, it is found that:
\[
\begin{aligned}
& \varepsilon_{a}+\varepsilon_{b}>1 \\
& \mathrm{k}_{\mathrm{i} m}=0, \text { unless } \quad m_{a}+m_{b}=m \\
& \\
& 2_{a}+\varepsilon_{b}+\varepsilon=\text { even }
\end{aligned}
\]

Since \(f_{2}=b_{b}=2\) for \(\dot{d}-e\) lectrons, and since it was previously estabished that \(m=0, \pm 4\), the only terms needed in the expansion of \(V^{L F}\) are those with \(\ell=0,2,4\), as in the formula Eor the effective potential given by Equation 75. Furthermore, explicit application of these same restrictions shows that the single electron integrals given in Table 4 are the only ones which are different from zero.

Therefore, there are only seven products of spherical harmonics that need be evaluated by the techniques given in Appendix B-2. The expansions for these seven are given in Table 5. Actually, the harmonic, \(Y(0,0)\), and its coefficient, appearing in this table are not needed for reasons discussed in section IV-B.

Evaluation of the non-zero single eiectron integrals, given in Table 4, by means of equations 92,76 , and the values in Table 5, leads to the results:
\[
\begin{align*}
& Q_{0}=\Gamma(2, \pm 2){ }^{*} V^{L F}(2, \pm 2) d \tau=-\frac{4}{7} G_{2}(a, b)+\frac{3}{7} G_{4}(a, b) .  \tag{97}\\
& Q_{1}=\Gamma(2, \pm 1) * V^{L F}(2, \pm 1) d \tau=-\frac{2}{7} G_{2}(a, b)-\frac{2}{7} G_{4}(a, b) .  \tag{98}\\
& Q_{2}={ }_{r}(2,0){ }^{*} V^{L F}(2,0) d \tau=\frac{4}{7} G_{2}(a, b)+\frac{1}{14} G_{4}(a, b) .  \tag{99}\\
& B_{2,-2}=\Gamma(2, \pm 2)^{*} V^{I F}(2, \mp 2) d \tau=\frac{5}{6} G_{4}(a, b) .  \tag{100}\\
& \text { It is seen that only two radial integrals, } G_{2}(a, b) \text { and } \\
& G_{4}(a, b) \text { need je evaluated. }
\end{align*}
\]

Table 4. Allowed values of \(m\) and for non-zero single elec-

\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline & \multicolumn{2}{|l|}{Allowed values
of \(m\)} & \multicolumn{3}{|l|}{\multirow[t]{2}{*}{\[
\begin{aligned}
& \text { l values } \\
& \text { required in } \\
& \text { expansior }
\end{aligned}
\]}} & & Desig- \\
\hline \(m a\) & \(\mathrm{mb}_{\mathrm{b}}\) & m & & & & Integral & nation \\
\hline 0 & 0 & 0 & 0 , & 2, & 4 & \((2,0) *\) vLF 12,0\() \mathrm{d} \tau\) & Q 0 \\
\hline \(\pm 1\) & \(\pm 1\) & 0 & & 2, & 4 & \((2, \pm 1) * V{ }^{\text {LF }}(2, \pm 1) d \tau\) & \(\mathrm{C}_{1}\) \\
\hline \(\pm 2\) & \(\pm 2\) & 0 & & 2, & 4 & \((2, \pm 2) * v^{\text {LF }}(12, \pm 2) \mathrm{d}\) & \(Q_{2}\) \\
\hline \(\pm 2\) & \(\mp 2\) & \(\pm 4\) & & 4 & & \((2, \pm 2) * V^{L F}(2, \mp 2) d \tau\) & \(\mathrm{B}_{2,-2}\) \\
\hline
\end{tabular}

Table 5. Expansion of products of spherical harmonics

Product Expansion
\begin{tabular}{|c|c|}
\hline \multirow[t]{2}{*}{\(Y^{*}(2,2) Y(2,2)=Y^{*}(2,-2) Y(2,-2)\)} & \[
\frac{1}{14 \sqrt{\pi}} \mathrm{Y}^{*}(4,0)-\frac{\sqrt{5}}{7 \sqrt{\pi}} \mathrm{Y}^{*}(2,0)
\] \\
\hline & \[
+\frac{1}{2 \sqrt{\pi}} \mathrm{Y}^{*}(0,0)
\] \\
\hline \multirow[t]{2}{*}{\(Y^{*}(2,1) Y(2,1)=Y^{*}(2,-1) Y(2,-1)\)} & \[
-\frac{2}{7 \sqrt{\pi}} \mathrm{Y}^{\star}(4,0)+\frac{\sqrt{5}}{14 \sqrt{\pi}} \mathrm{Y}^{\star}(2,0)
\] \\
\hline & \[
+\frac{1}{2 \sqrt{\pi}} Y^{*}(0,0)
\] \\
\hline \(Y^{*}(2,0) Y(2,0)=\) & \[
\begin{gathered}
\frac{3}{7 \sqrt{\pi}} \mathrm{Y}^{*}(4,0)+\frac{\sqrt{5}}{7 \sqrt{\pi}} \mathrm{Y}^{*}(2,0) \\
\quad \div \frac{1}{2 \sqrt{\pi}} \mathrm{Y}^{*}(0,0)
\end{gathered}
\] \\
\hline \(Y^{*}(2,2) Y(2,-2)\) & \(\frac{\sqrt{5}}{\sqrt{14 \pi}} Y^{*}(4,-4)\) \\
\hline \(\mathrm{Y}^{*}(2,-2) \mathrm{Y}(2,2)\) & \[
\frac{\sqrt{5}}{\sqrt{14 \pi}} Y^{*}(4,4)
\] \\
\hline
\end{tabular}
a. The radial intezrals, \(\mathcal{G}_{\hat{i}}(2, b)\) and \(\mathrm{P}_{\hat{i}}(a, \dot{b})\) Explic-
it Eorms for the radial integrals, \(G_{2}(a, b)\) are obtained by substitution of the radial parts, \(N R_{a}(r)\) and \(N P_{D}(r)\), from Equation 91 into the deEinition given by Equation 94 . Such substitution yields:
\(G_{\ell}(a, b)=\)
\[
\begin{equation*}
-q \frac{2^{9} f^{9}}{8!} r\left(r^{3} e^{-f r}\right)\left(r^{3} e^{-f r}\right)\left(r^{\ell} / r^{\ell+1}\right) r^{2} d r \tag{101}
\end{equation*}
\]

As indicated above, the only values of \(\ell\) which need be considered are \(\ell=2\) and \(\ell=4\). These integrals are most easily evaluated by a change of variable from \(r\) to \(x\), where \(x=f r\). It is thus possible to define two integrals, \(G_{2}(X)\) and \(G_{4}(X)\), such that:
\[
\begin{align*}
& G_{\ell}(a, b)=\frac{-q f}{78.75} \cdot G_{2}(x)  \tag{102}\\
& G_{\ell}(a, b)=\frac{-q f}{7 \delta .75} \cdot G_{4}(x) \tag{103}
\end{align*}
\]

The techniques for evaluating these integrals are outlined in Appendix \(B-3\). The resultant expressions, given in Table 6, are in terms of \(X=f R\), where \(R\) is the "effective radial distance", in atomic units, from the charge \(q\) to the electron.

In this thesis, the ligands are considered as point dipoles and not point charges. If one specifies that the dipoies are oriented such that the negative ends are directed toward the central ion, as shown in Appendix \(3-3\), one must substitute \(-_{l}(a, b)\) for \(G_{l}(a, b)\) in equations \(97-100\), where:


\section*{Point charge integrals}
\[
\begin{aligned}
G_{2}(x)=\frac{1}{x^{3}} & {\left[1771.675-e^{-2 X}\left(1.25 x^{9}+8.75 x^{8}+41.25 x^{7}\right.\right.} \\
& +470.625 x^{5}+153.75 x^{6}+1181.25 x^{4}+2362.5 x^{3} \\
& \left.\left.+3543.75 x^{2}+3543.75 x+1171.875\right)\right]
\end{aligned}
\]
\[
G_{4}(x)=\frac{1}{x^{5}}\left[58471.75-e^{-2 x}\left(2.25 x^{11}+15.75 x^{10}+82.125 x^{9}\right.\right.
\]
\[
+371.25 x^{8}+1485 x^{7}+5197.5 x^{6}+15592.5 x^{5}
\]
\[
+38981.25 x^{4}+77962.5 x^{3}+116943.75 x^{2}
\]
\[
+116943.75 \mathrm{x}+58471.875)]
\]

Point dipole integrals
\[
\begin{aligned}
& \mathrm{B}_{2}(\mathrm{X})=\frac{1}{\mathrm{x}^{4}} {\left[-5315.625+\left(\mathrm{e}^{-2 \mathrm{x}}\right)\left(25 \mathrm{x}^{10}+10 \mathrm{x}^{9}+38.75 \mathrm{x}^{8}\right.\right.} \\
&+142.5 \mathrm{x}^{7}+480 \mathrm{x}^{6}+1421.25 \mathrm{x}^{5}+3543.75 \mathrm{x}^{4} \\
&\left.\left.+7087.5 \mathrm{x}^{3}+10531.25 \mathrm{x}^{2}+10631.25 \mathrm{x}+5315.625\right)\right] \\
& \mathrm{B}_{4}(\mathrm{X})=\frac{1}{\mathrm{X}^{6}}\left[-292359.75+\left(\mathrm{e}^{-2 \mathrm{x}}\right)\left(4.5 \mathrm{x}^{12}+18 \mathrm{x}^{11}+85.5 \mathrm{x}^{10}\right.\right. \\
&+414 \mathrm{x}^{9}+1856.25 \mathrm{x}^{3}+7425 \mathrm{x}^{7}+25987.5 \mathrm{x}^{6} \\
&+77926.5 \mathrm{x}^{5}+194906.25 \mathrm{x}^{4}+389812.5 \mathrm{x}^{3} \\
&\left.\left.+584718.75 \mathrm{x}^{2}+584718.75 \mathrm{x}+292359.75\right)\right]
\end{aligned}
\]
\[
-\bar{D}_{\ell}(\alpha, \dot{j})=\frac{-1 I^{2}}{78.75} \cdot D_{i}(X)=\frac{-1 f^{2}}{78.75} \cdot \frac{\partial}{d X} \dot{v}_{\underline{i}}(X)
\]
with \(X=f R\) and \(R\) is the "effective radial distance", and \(\mu\) is the "effective dipole moment". The expressions for \(\mathrm{B}_{2}(\mathrm{X})\) and \(B_{4}(X)\) are given in Table 6.

Since this thesis concerns the \(d^{8}\) configuration, it is the potential with respect to "electron holes" that are of interest. Therefore, the sign of the potential changes and one must now substitute \(+B_{l}(a, b)\) for \(G_{l}(a, b)\) in Equations 97100, where
\[
\begin{equation*}
B_{\ell}(a, b)=\frac{\mu I^{2}}{78.75} \cdot B_{\ell}(x), \tag{105}
\end{equation*}
\]
with
\[
\mathrm{B}_{\ell}(\mathrm{X})=\frac{\mathrm{d}}{\mathrm{dX}} \mathrm{G}_{\ell}(\mathrm{X})
\]

From Equations 97-100, the non-zero single-electron integrals for the \(d^{8}\) configuration in point dipole squareplanar symmetry are given in Table 7. From this table, it is seen that the integrals are functions of two parameters; the effective dipole moment, \(\mu\), and \(X=f R=1.8875 R\), where \(R\) is the effective radial distance.

Tabie 7. The non-zero sinjie eiectron matrix eiements \({ }^{2}\)
Designation Integral Matrix element
\[
\begin{aligned}
& Q_{0} \quad(12,0) * v^{L F}(2,0) d \tau \frac{\mu f^{2}}{78.75}\left[\frac{3}{7} B_{4}(x)-\frac{4}{7} B_{2}(x)\right] \\
& Q_{1} \quad \Gamma_{(2, \pm 1)^{*}} V^{L F}(2, \pm 1) d \tau \frac{\mu f^{2}}{78.75}\left[-\frac{2}{7} B_{4}(x)-\frac{2}{7} B_{2}(x)\right] \\
& Q_{2} \quad[12, \pm 2)^{*} V^{\mathrm{LF}}(2, \pm 2) d \tau \frac{\mu f^{2}}{78.75}\left[\frac{1}{14} \mathrm{~B}_{4}(\mathrm{x})+\frac{4}{7} \mathrm{~B}_{2}(\mathrm{x})\right] \\
& B_{2,-2} \quad \Gamma_{12, \pm 2)} * v^{L F}(2, \mp 2) d \tau \frac{\mu f^{2}}{78.75}\left[\frac{5}{6} \quad B_{4}(x)\right]
\end{aligned}
\]

These integrals are for the \(d^{8}\) configuration for point dipoles whose negative ends are directed toward the central ion.
V. SYMETRV ADADTED FUNCTIONS AND THE MATRIX ELEMENTS FOR SQUARE-PLANAR SYMMETRY
A. Weak Field Functions
1. Tave functions of the free ion

As has been indicated, in the weak field case the basis functions are constructed in terms of the quantum numbers S,I,J, \(M_{J}\) from the antisymmetric products of the single electron functions. Prior to consideration of the ligand field potential, the derivation of the wave functions follows the techniques for the wave functions of the free ion. for a \(d^{2}\) or \(d^{8}\) system the possible states are, \({ }^{1} G_{4},{ }^{3} F_{4},{ }^{3} F_{3},{ }^{3} F_{2}\), \({ }^{1} D_{2},{ }^{3} P_{2},{ }^{3} p_{1},{ }^{3} D_{0}\), and \({ }^{1} S_{0}\). The methods for deriving these states and the wave functions associated with them are given in Appendix A. The wave functions for the states are given in Table 8. As is seen from the table, the degeneracy of each J-state is \(2 J+1\).
2. Wave functions for ion in the ligand field

If the wave functions of the free ion were used directly as basis functions for the ligand field problem, a single 45 by 45 matrix would result. It has been shown by group theory that placement of the free ion in the potential of the ligand field removes the \(2 J+I\) degeneracy of the states. Furthermore, it was indicated that the irreducible representations

Table \(6 . d^{2}\) free ion wave functions
\(\overline{2 S+1}_{L_{J}\left(\mathrm{M}_{J}\right)}\)
Function
Two-electron product function
\({ }^{I_{G}}{ }_{A}:\)
\(\overline{I_{G}}(4)=\frac{1}{\sqrt{2}}[(2,2)][\alpha \beta-\alpha \alpha]\)
\(I_{G_{4}}(3)=\frac{1}{2}[(1,2)+(2,1)][\alpha-\infty]\)
\({ }^{I_{G}}(2)=\frac{1}{\sqrt{28}}[\sqrt{3}(2,0)+\sqrt{8}(1,1)+\sqrt{3}(0,2)][a p-\tilde{\beta} \alpha]\)
\(I_{G_{4}}(1)=\frac{1}{\sqrt{28}}[(2,-1)+\sqrt{6}(1,0)+\sqrt{6}(0,1)+(-1,2)][\alpha \beta-\beta \alpha]\)
\(I_{G}(0)=\frac{1}{2 \sqrt{35}}[(2,-2)+4(1,-1)+5(0,0)+4(-1,1)+(-2,2)][\alpha \beta-\beta \alpha]\)
\(I_{G_{4}}(-1)=\frac{1}{\sqrt{28}}[(1,-2)+\sqrt{6}(0,01)+\sqrt{6}(-1,0)+(-2,1)][\alpha \beta-\beta \alpha]\)
\(I_{G_{4}}(-2)=\frac{1}{\sqrt{28}}[\sqrt{3}(-2,0)+\sqrt{8}(-1,-1)+\sqrt{3}(0,-2)][\alpha \beta-\beta \alpha]\)
\(1_{G_{4}}(-3)=\frac{1}{2}[(-2,-1)+(-1,-2)][\alpha-\alpha]\)
\(I_{G_{4}}(-4)=\frac{1}{\sqrt{2}}[(-2,-2)]\left[\alpha_{p}-\beta \alpha\right]\)
\({ }^{I_{D}}:\)
\({ }^{1} D_{2}(2)=\frac{1}{\sqrt{14}}[\sqrt{2}(2,0)-\sqrt{3}(1,1)+\sqrt{2}(0,2)][\alpha p-1 \alpha]\)
\(I_{D_{2}}(I)=\frac{1}{\sqrt{28}}[\sqrt{6}(2,-I)-(I, 0)-(0,1)+\sqrt{6}(-1,2)][\alpha \beta-\beta \alpha]\)
\(I_{D_{2}}(0)=\frac{1}{\sqrt{28}}[2(2,-2)+(1,-1)-2(0,0)+(-1,1)+2(-2,2)][a p-\rho \alpha]\)
\({ }^{2} D_{2}(-1)=\frac{1}{\sqrt{28}}[\sqrt{5}(-2,1)-(-1,0)-(0,01)+\sqrt{6}(1,-2)][\alpha-5 \alpha]\)
\(I_{D_{2}}(-2)=\frac{1}{\sqrt{14}}[\sqrt{2}(-2,0)-\sqrt{3}(-1,-1)+\sqrt{2}(0,-2)![\alpha,-, \alpha]\)

Table \(3 .(\) continuej)
\(2 \mathrm{~S}+\mathrm{I}_{\mathrm{I}_{\mathrm{J}}\left(\mathrm{m}_{\mathrm{J}}\right)}\)
Eunction Two-electron product function
\({ }^{1} \mathrm{~S}_{\mathrm{O}}=\)
\(I_{S_{0}}(0)=\frac{1}{\sqrt{10}}[(2,-2)-(1,-1)+(0,0)-(-1,1)+(-2,2)][\alpha \beta-\beta \alpha]\)
\({ }^{3} \mathrm{~F}_{4}=\)
\(3_{F_{4}}(4)=\frac{1}{\sqrt{2}}[(2,1)-(1,2)][\alpha a\) ?
\({ }^{3} \mathrm{~F}_{4}(3)=\sqrt{\frac{3}{8}}[(2,0)-(0,2)][\alpha \alpha]+\frac{1}{4}[(2,1)-(1,2)][\alpha \hat{\beta} \alpha]\)
\({ }^{3} \mathrm{~F}_{4}(2)=\sqrt{\frac{3}{56}}[\sqrt{3}(2,-1)-\sqrt{2}(0,1)+\sqrt{2}(1,0)-\sqrt{3}(-1,2)][\alpha \alpha]\)
\(+\sqrt{\frac{3}{28}}[(2,0)-(0,2)][\alpha \beta+\beta \alpha]+\frac{1}{2 \sqrt{14}}[(2,1)-(1,2)][\beta \beta]\)
\({ }^{3} F_{4}(1)=\frac{1}{\sqrt{28}}[(2,-2)+2(1,-1)-2(-1,1)-(-2,2)][\alpha \alpha]\)
\[
\begin{aligned}
& +\frac{1}{\sqrt{112}}[3(2,-1)+\sqrt{6}(1,0)-\sqrt{6}(0,1)-3(-1,2)][\alpha \beta+\beta] \\
& +\frac{\sqrt{3}}{\sqrt{56}}[(2,0)-(0,2)][\beta \beta]
\end{aligned}
\]
\({ }^{3} F_{4}(0)=\frac{1}{\sqrt{140}}[3(1,-2)+\sqrt{6}(0,01)-\sqrt{6}(-1,0)-3(-2,1)][0 \alpha]\)
\[
\begin{aligned}
& +\frac{1}{\sqrt{35}}[(2,-2)+2(1,-1)-2(-1,1)-(-2,2)]\left[a_{j}+\infty\right] \\
& +\frac{1}{\sqrt{140}}[3(2,-1)+\sqrt{6}(1,0)-\sqrt{6}(0,1)-3(-1,2)][\hat{F}]
\end{aligned}
\]

Table . (continued)
\(2 S+L_{L_{U}}\left(M_{J}\right)\)
Eunction
Wro-electron product function
\[
\begin{aligned}
3_{F_{4}}(-1)= & \sqrt{\frac{3}{56}}[(0,-2)-(-2,0)] \alpha \alpha \\
& +\frac{1}{\sqrt{112}}[3(1,-2)+\sqrt{6}(0,01)-\sqrt{6}(-1,0)-3(-2,1)][\alpha F+\alpha] \\
& +\frac{1}{\sqrt{28}}[(2,-2)+2(1,-1)-2(-1,1)-(-2,2)][1 \rho] \\
3_{F_{4}}(-2)= & \frac{1}{\sqrt{56}}[(-1,-2)-(-2,-1)][\alpha \alpha] \\
& +\frac{\sqrt{3}}{\sqrt{28}}[(0,-2)-(-2,0)][\alpha++\alpha] \\
& +\frac{\sqrt{3}}{\sqrt{56}}[\sqrt{3}(1,-2)+\sqrt{2}(0,-1)-\sqrt{2}(-1,0)- \\
& \sqrt{3}(-2,1)][\beta \rho]
\end{aligned}
\]
\[
3_{F_{4}}(-3)=\frac{1}{4}[(-1,-2)-(-2,-1)][\alpha \beta+\alpha]+\frac{\sqrt{3}}{\sqrt{8}}[(0,-2)-(-2,0)][\beta B]
\]
\[
3_{F_{4}}(-4)=\frac{1}{\sqrt{2}}[(-1,-2)-(-2,-1)][F B]
\]
\[
{ }^{3_{F_{3}}}=
\]
\[
3_{F_{3}}(3)=\frac{1}{\sqrt{\varepsilon}}[(2,0)-(0,2)][\alpha \alpha]+\frac{\sqrt{3}}{4}[(1,2)-(2,1)][\alpha,+\alpha]
\]
\[
{ }^{3} F_{3}(2)=\frac{1}{\sqrt{24}}[\sqrt{3}(2,-1)+\sqrt{2}(1,0)-\sqrt{2}(0, i)-\sqrt{3}(-1,2)][\alpha \alpha]
\]
\[
+\frac{1}{\sqrt{12}}[(0,2)-(2,0)][\alpha \hat{+}+\alpha]+\frac{1}{\sqrt{8}}[(1,2)-(2,2)][2 \overline{2}]
\]
```

Table e. (Continued)

```
\(2 \mathrm{~S}+\mathrm{I}_{\mathrm{I}_{\mathrm{J}}}\left(\mathrm{H}_{\mathrm{J}}\right)\)
    function
\[
\begin{aligned}
& 3_{F_{3}(1)}= \frac{1}{\sqrt{20}}[(2,-2)+2(1,-1)-2(-1,1)-(-2,2)][\alpha \alpha] \\
&+\frac{1}{\sqrt{240}}[\sqrt{3}(-1,2)+\sqrt{2}(0,1)-\sqrt{2}(1,0)-\sqrt{3}(2,-1)] \\
& {[\alpha \equiv+\alpha]+\frac{\sqrt{5}}{\sqrt{24}}[(0,2)-(2,0)][F \equiv] }
\end{aligned}
\]
\[
3_{F_{3}}(0)=\frac{1}{\sqrt{20}}[\sqrt{3}(1,-2)+\sqrt{2}(0,01)-\sqrt{2}(-1,0)-\sqrt{3}(-2,1)][\alpha \alpha]
\]
\[
+\frac{1}{\sqrt{20}}[\sqrt{3}(-1,2)+\sqrt{2}(0,1)-\sqrt{2}(1,0)-\sqrt{3}(2,-1)][F \beta]
\]
\[
{ }^{3} F_{3}(-1)=\frac{\sqrt{5}}{\sqrt{24}}[(0,-2)-(-2,0)] \alpha \alpha
\]
\[
+\frac{1}{\sqrt{240}}[\sqrt{3}(1,-2)+\sqrt{2}(0,01)-\sqrt{2}(-1,0)-\sqrt{3}(-2,1)]
\]
\[
[\alpha,+\alpha]+\frac{1}{\sqrt{20}}[(-2,2)+2(-1,1)-2(1,-1)-(2,-2)][\beta \beta]
\]
\[
{ }^{3} E_{3}(-2)=\frac{1}{\sqrt{8}}[(-1,-2)-(-2,-1)][\alpha \alpha]+\frac{1}{\sqrt{12}}[(0,-2)-(-2,0)][\alpha \hat{F}+\alpha]
\]
\[
+\frac{i}{\sqrt{24}}[\sqrt{3}(-2,1)+\sqrt{2}(0,01)-\sqrt{3}(1,-2)][\beta \beta]
\]
\[
3_{F_{3}}(-3)=\frac{\sqrt{3}}{4}[(-1,-2)-(-2,-1)][\alpha+\alpha]+\frac{1}{\sqrt{8}}[(-2,0)-(0,-2)][\beta \equiv]
\]
\[
{ }^{3_{F_{2}}}
\]
\[
{ }^{3} \bar{F}_{2}(2)=\frac{1}{\sqrt{210}}[\sqrt{3}(2,-1)+\sqrt{2}(1,0)-\sqrt{2}(0,1)-\sqrt{3}(-1,2)][\alpha \alpha]
\]

Tabie E . (continued)
\(25+1_{E^{J}}\left(\mathrm{M}_{\mathrm{J}}\right)\)
function
\(3_{F_{2}}(2) \quad\) (Continued)
\[
\begin{aligned}
& +\frac{\sqrt{5}}{\sqrt{84}}[(0,2)-(2,0)][\alpha \beta+\beta a] \\
& +\frac{\sqrt{5}}{\sqrt{14}}[(2,1)-(1,2)][\beta \bar{\beta}]
\end{aligned}
\]
\[
{ }^{3} E_{2}(1)=\frac{1}{\sqrt{70}}[(2,-2)+2(1,-1)-2(-1,1)-(-2,2)][\alpha \alpha]
\]
\[
+\frac{1}{\sqrt{105}}[\sqrt{6}(-1,2)+2(0,1)-2(1,0)-\sqrt{6}(2,-1)][\alpha \beta+\beta \alpha]
\]
\[
+\frac{\sqrt{5}}{\sqrt{21}}[(2,0)-(0,2)][\beta \beta]
\]
\[
{ }^{3} F_{2}(0)=\frac{1}{\sqrt{70}}[\sqrt{6}(1,-2)+2(0,-1)-2(-1,0)-\sqrt{6}(-2,1)][\alpha \alpha]
\]
\[
\begin{aligned}
& +\frac{\sqrt{3}}{\sqrt{140}}[(-2,2)+2(-1,1)-2(1,-1)-(2,-2)][\alpha \beta+\beta \alpha] \\
& +\frac{\sqrt{3}}{\sqrt{105}}[\sqrt{3}(2,-1)+\sqrt{2}(1,0)-\sqrt{2}(0,1)-\sqrt{3}(-1,2)][\beta \bar{B}]
\end{aligned}
\]
\[
{ }^{3} E_{2}(-1)=\frac{\sqrt{5}}{\sqrt{21}}[(0,-2)-(-2,0)][a \alpha]
\]
\[
+\frac{1}{\sqrt{105}}[\sqrt{5}(-2,1)+2(-1,0)-2(0,-1)-\sqrt{6}(1,-2)][\alpha \beta+\beta \alpha]
\]

Table \(\%\) (continued
\(2 S+1\)
\(\mathrm{I}_{\mathrm{J}}\left(\mathrm{H}_{\mathrm{J}}\right)\)
function
Two-electron product function
\({ }^{3} E_{2}(-2)=\frac{\sqrt{5}}{\sqrt{14}}[(-1,-2)-(-2,-1)][a \alpha]\)
\[
\begin{aligned}
& +\frac{\sqrt{5}}{\sqrt{84}}[(-2,0)-(0,-2)][\alpha \hat{\rho}+\beta \alpha] \\
& +\frac{1}{\sqrt{210}}[\sqrt{3}(1,-2)+\sqrt{2}(0,-1)-\sqrt{2}(-1,0)-\sqrt{3}(-2,1)][\beta \beta]
\end{aligned}
\]
\({ }^{3} \mathrm{P}_{2}=\)
\({ }^{3} P_{2}(2)=\frac{1}{\sqrt{10}}[\sqrt{2}(2,-1)+\sqrt{3}(0,1)-\sqrt{3}(1,0)-\sqrt{2}(-1,2)][\alpha \alpha]\),
\({ }^{3} \underline{p}_{2}(I)=\frac{1}{\sqrt{20}}[2(2,-2)+(-1, I)-(1,-1)-2(-2,2)][\alpha \alpha]\)
\(+\frac{1}{\sqrt{40}}[\sqrt{2}(2,-1)+\sqrt{3}(0,1)-\sqrt{3}(1,0)-\sqrt{2}(-1,2)][\alpha \beta+\beta \alpha]\)
\(\left.{ }^{3} p_{2}(0)=\frac{1}{\sqrt{60}}[\sqrt{2}(1,-2)+\sqrt{3}(-1,0)-\sqrt{3}(0,-1)-\sqrt{2}, 1)\right][\alpha \alpha]\)
\(+\frac{1}{\sqrt{30}}[2(2,-2)+(-1,1)-(1,-1)-2(-2,2)][\alpha E+\beta \alpha]\)
\(+\frac{1}{\sqrt{60}}[\sqrt{2}(2,-1)+\sqrt{3}(1,0)-\sqrt{2}(-1,2)][\beta \beta]\)
\({ }^{3} p_{2}(-1)=\frac{1}{\sqrt{40}}[\sqrt{2}(1,-2)+\sqrt{3}(-1,0)-\sqrt{3}(0,-1)-\sqrt{2}(-2,1)][\alpha \beta+\beta \alpha]\)
\(+\frac{1}{\sqrt{20}}[2(2,-2)+(-1,1)-(1,-1)-2(-2,2)][F E]\)

Taile 0. (continued)
\(\overline{2 S+1_{L_{J}}\left(\mathrm{M}_{\mathrm{J}}\right)}\)
function
Two-electron product function
\(3 p_{2}(-2)=\frac{1}{\sqrt{10}}[\sqrt{2}(1,-2)+\sqrt{3}(-1,0)-\sqrt{3}(0,-1)-\sqrt{2}(-2,1)][\beta \bar{P}]\)
\({ }^{3} ?_{1}=\)
\(3_{p_{1}}(1)=\frac{1}{\sqrt{20}}[2(2,-2)+(-1,1)-(1,-1)-2(-2,2)][\alpha \alpha]\)
\(+\frac{1}{\sqrt{40}}[\sqrt{2}(-1,2)+\sqrt{3}(1,0)-\sqrt{3}(0,1)-\sqrt{2}(2,-1)][\alpha \beta+\beta \alpha]\)
\(3 p_{1}(0)=\frac{1}{\sqrt{20}}[\sqrt{2}(1,-2)+\sqrt{3}(-1,0)-\sqrt{3}(0,-1)-\sqrt{2}(-2,1)][\alpha \alpha]\) \(+\frac{1}{\sqrt{20}}[\sqrt{2}(-1,2)+\sqrt{3}(1,0)-\sqrt{3}(0,1)-\sqrt{2}(2,-1)][\beta \beta]\)
\(3_{D_{1}}(-1)=\frac{1}{\sqrt{40}}[\sqrt{2}(1,-2)+\sqrt{3}(-1,0)-\sqrt{3}(0,-1)+\sqrt{2}(-2,1)][\alpha \beta+\beta \alpha]\) \(+\frac{1}{\sqrt{20}}[2(-2,2)+(1,-1)-(-1,1)-2(2,-2)][\beta \beta]\)
\({ }^{3} \mathrm{P}_{\mathrm{O}}=\)
\({ }^{3} \mathrm{p}_{0}(0)=\frac{1}{\sqrt{30}}[\sqrt{2}(1,-2)+\sqrt{3}(-1,0)-\sqrt{3}(0,-1)-\sqrt{2}(-2,1)][\alpha \alpha]\)
\(+\frac{1}{\sqrt{60}}[2(-2,2)+(1,-1)-(-1,1)-2(2,-2)][\alpha \beta+\beta \alpha]\)
\(+\frac{1}{\sqrt{30}}[\sqrt{2}(2,-1)+\sqrt{3}(0,1)-\sqrt{3}(1,0)-\sqrt{2}(-1,2)][E B]\)
one considers the spherical harmonics in terms of cartesian coordinates and takes such linear combinations of them as to obtain elements which transform according to the irreducible representations of the group. Then the comoinations of the \(\left|S, L, J, M_{J}\right\rangle\) functions which correspond to those spherical harmonics will be basis functions for the same irreducible representations.

There are five irreducible representations of the rotation group \(D_{4}\). Hence, by suitable choice of the wave functions, the single large matrix can be reduced to five smaller matrices. The five irreducible representations are: \(\Gamma_{1}=A_{1} ; \Gamma_{2}=A_{2} ; \Gamma_{3}=\mathrm{B}_{1} ; \Gamma_{4}=\mathrm{B}_{2} ;\) and \(\Gamma_{5}=\mathrm{E}\), where the notation follows that of Bethe(1) and the A,B,E, notation follows that of Mulliken (2). The \(\Gamma_{5}\) or E irreducible representation is doubly degenerate; the other four are nondegenerate.

As shown in the section on group theory, the \(2 J+1\) degenerate representations can be reduced to their irreducible representations by means of Table 3. The irreducible representations for the various \(J\) values of interest are given in Table 9. Thus, for example, linear combinations of the wave functions associated with the state \({ }^{{ }^{1} D_{2}}\), with \(J=2\), can be made such that one combination is the basis function for \(\Gamma_{1}\), another combination transforms according to \(\Gamma_{3}\), another according to \(\Gamma_{4}\), and the remaining pair are basis functions
into which the states are reduced can be determined from the Characters of the reducible \(2 J+1\) representation. And finally, if \(\dot{\psi}_{A}\) and \(\dot{\gamma}_{B}\) are basis functions for irreducible representations, since the ligand potential, \(V\), must belong to the irreducible representation \(A_{1}\), the matrix element \(\Gamma_{A}^{*} V \ddot{B}_{B} d \tau=0\) unless \(\Gamma_{A}=\Gamma_{B}\), that is, unless \(\psi_{A}\) and \(\psi_{B}\) are basis functions for the same irreducible representation. Thus, it is possible to reduce the size of the matrix which needs to be diagonalized by taking such linear combinations of the \(2 J+1\) functions associated with each \(J\)-state so that the combinations form basis functions for the irreducible representations of the group. Such functions are frequently termed "symmetry adapted" functions. The functions given in Table 8 are, in general, not symmetry adapted.
3. Construction of symmetry adapted functions

There are several ways of obtaining the proper linear combinations for symmetry adapted functions (32, 33). Appendix \(C\) shows that a convenient approach is to consider the \(\left|S, L, J, M_{J}\right\rangle\) functions as having an angular dependence which corresponds to a spherical harmonic \(Y\left(J, M_{J}\right)\). That is, the appropriate linear combination of \(\left|S, L, J, M_{J}\right\rangle\) functions required to form a basis function for an irreducible representation corresponds to that combination of spherical harmonics, \(Y\left(J, M_{J}\right)\), which form a basis for the irreducible representation. Hence,


Irreducible representations
j-value
Bethe notation
Mulliken notation
\[
\begin{array}{lll}
J=0 & \Gamma_{1} & A_{1} \\
J=1 & \Gamma_{2}+\Gamma_{5} & A_{2}+E \\
J=2 & \Gamma_{1}+\Gamma_{3}+\Gamma_{4}+\Gamma_{5} & A_{1}+B_{1}+B_{2}+E \\
J=3 & \Gamma_{2}+\Gamma_{3}+\Gamma_{4}+\Gamma_{5}+\Gamma_{5} & A_{2}+B_{1}+B_{2}+E+E \\
J=4 & \Gamma_{I}+\Gamma_{1}+\Gamma_{2}+\Gamma_{3}+\Gamma_{4} & A_{1}+A_{I}+A_{2}+B_{1}+B_{2} \\
& +\Gamma_{5}+\Gamma_{5} &
\end{array}
\]
for the doubly degenerate \(\Gamma_{5}\).
By application of the techniques outlined in Appendix \(C\) it is a simple matter to show that the transformation properties of the coordinates \(x, Y\), and \(z\), and the products of coordinates such as \(x y, x z, y z, x^{2}-y^{2}\), etc., conform to certain irreducible representations. For example, in squareplanar symmetry, the coordinate \(z\) belongs to the irreducible representation \(\Gamma_{I}\). Similarly, the pair \(x\) and \(y\), or the pair \(x z\) and \(y z\), belong to the representation \(\Gamma_{5}\). The product \(x y\) belongs to \(\Gamma_{4}\), and the product \(x^{2}-y^{2}\) to \(\Gamma_{3}\), and so on. A sample set of such functions is given in Table lo.

It is possible to present the spherical harmonics in terms of cartesian cocrdinates just as easily as in terms of spherical cocrdinates. Table ll lists the normalized
 cartesian coordinates. Comparison of the representation of the spherical harmonics with \(J=2\) with the sample set in Table 10 shows that \(Y(2,0)\) should be the basis function for \(\Gamma_{1}\). Similarly,
\[
1 / \sqrt{2}[Y(2,2)+Y(2,-2)]=\sqrt{15} / \sqrt{64 \pi}\left[x^{2}-y^{2}\right]
\]
and hence this combination should transform according to \(\Gamma_{3}\). In like fashion:
\[
I / i \sqrt{2}[Y(2,2)-Y(2,-2)]=\sqrt{15} / \sqrt{64 \pi}[x y] \text {, hence } \Gamma_{4} .
\]

And finally,
\[
\begin{aligned}
& 1 / \sqrt{2}[Y(2,-1)-Y(2,1)]=\sqrt{15} / \sqrt{16 \pi}[\mathrm{Xz}] \\
& i / \sqrt{2}[Y(2,-1)+Y(2,1)]=\sqrt{15} / \sqrt{16 \pi}[y z]
\end{aligned} \text { hence, } \Gamma_{5} .
\]

Therefore, the linear combinations of the \(\left|S, I, J, M_{J}\right\rangle\) functions which yield symmetry adapted functions belonging to the approoriate irreducible representations for \({ }^{{ }^{1}} D_{2}\) are:

Table 10. Coorainate functions which are bases for the \(D_{4}\) irreducible representations
\begin{tabular}{ll}
\hline Function & corresponding irreducible representa- \\
tion
\end{tabular}

Tabie i. Momalized sonerical hamonicsa
\begin{tabular}{|c|c|c|}
\hline Soherical harmonic & Spherical coordinates & Cartesian coordinates \\
\hline Y(00) & \[
\frac{1}{2 \sqrt{\pi}}
\] & \(\frac{1}{2 \sqrt{7}}\) \\
\hline \(Y(2, \pm 1)\) & \(\mp \frac{\sqrt{3}}{\sqrt{8 \pi}} \sin \theta e^{ \pm i \phi}\) & \[
\mp \frac{\sqrt{3}}{\sqrt{8 \pi}} \frac{(x \pm i y)}{r}
\] \\
\hline \(Y(1,0)\) & \(\sqrt{\frac{3}{4 \pi}} \cos \theta\) & \[
\sqrt{\frac{3}{4 \pi}} \quad \frac{z}{r}
\] \\
\hline \(Y(2, \pm 2)\) & \[
\sqrt{\frac{15}{\sqrt{32 \pi}}} \sin ^{2} \theta e^{ \pm i 2 \phi}
\] & \[
\sqrt{\frac{15}{32 \pi}}\left(\frac{x \pm i y}{r}\right)^{2}
\] \\
\hline \(Y(2, \pm 1)\) & \[
\mp \sqrt{\frac{15}{8 \pi}} \sin \theta \cos \theta e^{ \pm i \phi}
\] & \[
\mp \sqrt{\frac{15}{8 \pi}} \frac{(x \pm i y) z}{r^{2}}
\] \\
\hline \(Y(2,0)\) & \(\sqrt{\frac{5}{\sqrt{16 \pi}}}\left(3 \cos ^{2} \theta-1\right)\) & \[
\sqrt{\frac{5}{\sqrt{16 \pi}}}\left[3\left(\frac{z}{r}\right)^{2}-1\right]
\] \\
\hline \(Y(3, \pm 3)\) & \[
\mp \sqrt{\frac{35}{\sqrt{64 \pi}} \sin ^{3} e e^{ \pm i 3 \phi}}
\] & \[
\mp \sqrt{\frac{35}{\sqrt{64 \pi}}}\left(\frac{x \pm i y}{r}\right)^{3}
\] \\
\hline \(Y(3, \pm 2)\) & \[
\sqrt{\frac{105}{\sqrt{32 \pi}}} \sin ^{2} \theta \cos \theta e^{ \pm i 2 \phi}
\] & \[
\frac{\sqrt{105}}{\sqrt{32 \pi}} \frac{(x \pm i y)^{2} z}{r^{3}}
\] \\
\hline \(Y(3, \pm 1)\) & \[
\begin{aligned}
& \mp \sqrt{21} \sin \theta\left(5 \cos ^{2} \theta\right. \\
&-1) e^{ \pm} i \phi
\end{aligned}
\] & \[
\mp \sqrt{\frac{21}{\sqrt{64 \pi}}} \frac{(x \pm i v)}{r}\left[5\left(\frac{z}{r}\right)^{2}-1\right]
\] \\
\hline \(\Psi(3,0)\) & \[
\sqrt{\frac{7}{16 \pi}}\left(5 \cos ^{3} \theta-3 \cos \theta\right)
\] & \(\sqrt{\frac{7}{16 \pi}}\left[5\left(\frac{z}{r}\right)^{3}-3\left(\frac{z}{r}\right)\right]\) \\
\hline
\end{tabular}
a The spherical harmonics employed in Table ll correspond to those used by wigner (30) and condon and Shortley (6). There are several ways to define the spherical harmonics and caution must be exercised in comparing the symmetry adapted functions used by various authors. Detailed comments covering the spherical harmonics are given in Appendix B-l.

Spherical
harmonic
Spherical coordinates Cartesian coordinates
\(Y(4, \pm 4) \quad \sqrt{\frac{315}{512 \pi}} \sin ^{4} \theta e^{ \pm i 4 \phi}\)
\(\sqrt{315}\left(\frac{x \pm i y}{r}\right)^{4}\)
\(Y(4, \pm 3) \mp \sqrt{\frac{315}{\sqrt{64 \pi}}} \sin ^{3} \theta \cos \theta e^{ \pm i 30} \quad \mp \sqrt{315} \sqrt{64 \pi}\left(\frac{x \pm i y}{r}\right)^{3} \frac{z}{r}\)
\(Y(4, \pm 2) \sqrt{\frac{45}{\sqrt{128 \pi}}}\left(7 \cos ^{2} \theta-1\right) \sin ^{2} \theta e^{ \pm i 2 \phi} \sqrt{\frac{45}{\sqrt{128 \pi}}\left(\frac{x \pm i y}{r}\right)^{2}}\left[7\left(\frac{z}{r}\right)^{2}-1\right]\)
\(Y(4, \pm 1) \mp \frac{\sqrt{45}}{\sqrt{64 \pi}}\left(7 \cos ^{3} \theta-3 \cos \theta\right) \sin \theta e^{i i \phi} \mp \sqrt{45}\left(\frac{x \pm i y}{r}\right) \frac{z}{r}\)
\[
\left[7\left(\frac{z}{r}\right)^{2}-3\right]
\]
\(Y(4,0) \quad \frac{3}{16}\left(35 \cos ^{4} \theta-30 \cos ^{2} \theta+1\right) \quad \frac{3}{16}\left[35\left(\frac{z}{r}\right)^{4}-30\left(\frac{z}{r}\right)^{2}+1\right]\)
\[
\begin{aligned}
& \left.\Gamma_{1}=D_{2}(0)=0,2,2,0\right\rangle \\
& \Gamma_{3}=1 / \sqrt{2}\left[{ }^{1} D_{2}(2)+{ }^{1} D_{2}(-2)\right]=1 / \sqrt{2}[|0,2,2,2\rangle+|0,2,2,-2\rangle] \\
& \Gamma_{4}=1 / i \sqrt{2}\left[{ }^{I} D_{2}(2)-{ }^{I} D_{2}(-2)\right]=i / i \sqrt{2}[|0,2,2,2\rangle-|0,2,2,-2\rangle] \\
& \Gamma_{5}=1 / \sqrt{2}\left[{ }^{I} D_{2}(-1)-{ }^{I} D_{2}(1)\right]=1 / \sqrt{2}[|0,2,2,-1\rangle-|0,2,2,1\rangle] \\
&
\end{aligned}
\]

It is important to notice that all states with \(J=2\) have analogous combinations. For example, for the \({ }^{3} \mathrm{~F}_{2}\) state:
\[
\begin{aligned}
& \Gamma_{1}={ }^{3} F_{2}(0)=|1,3,2,0\rangle \\
& \Gamma_{3}=1 / \sqrt{2}\left[{ }^{3} F_{2}(2)+{ }^{3} F_{2}(-2)\right]=1 / \sqrt{2}[|1,3,2,2\rangle+|1,3,2,-2\rangle] \\
& \left.\Gamma_{4}=1 / i \sqrt{2}\left[{ }^{3} F_{2}(2)-{ }^{3} F_{2}(-2)\right]=1 / i \sqrt{2}[1,3,2,2\rangle-|1,3,2,-2\rangle\right] \\
& \Gamma_{5}=1 / \sqrt{2}\left[{ }^{3} F_{2}(-1)-{ }^{3} F_{2}(1)\right]=1 / \sqrt{2}[|1,3,2,-1\rangle-|1,3,2,1\rangle] \\
& \left.i / \sqrt{2}\left[{ }^{3} F_{2}(-1)+{ }^{3} F_{2}(1)\right]=i / \sqrt{2}[1,3,2,-1\rangle+|1,3,2,1\rangle\right]
\end{aligned}
\]

A similar set is obtained for the \({ }^{3} P_{2}\) states.
Table 12 gives the appropriate combinations of the spherical harmonics which belong to the irreducible representations of the group \(\mathrm{D}_{4}\). From this table, the correct combination of the states given in Table 7 can be made which yield the symmetry adapted weak field functions. It is important that in constructing the elements of the sets belonging to degenerate representations such as \(\Gamma_{5}\) that one heed the precautions given in Appendix D-3. The weak field basis functions are given in Table 13.

Wande 2. Combination oE sherical harmonics wich form hasis functions for the irreducible representations of \(D_{4}\)
\begin{tabular}{|c|c|c|c|}
\hline J value & \[
\begin{gathered}
\text { Reyresent- } \\
\text { ation }
\end{gathered}
\] & Corresponding spherical harmonic & Coordinate function \\
\hline \(J=0\) & i & \(Y(0,0)\) & a constant \\
\hline \multirow[t]{3}{*}{\(\bar{u}=1\)} & 2 & \(Y(1,0)\) & \(\left(\frac{2}{r}\right)\) \\
\hline & \[
5
\] & \(\frac{i}{\sqrt{2}}[Y(1,1)+Y(1,-1)]\) & \(\frac{Y}{r}\) \\
\hline & & \[
\frac{I}{\sqrt{2}}[Y(1,1)-Y(1,-1)]
\] & \(-\frac{x}{r}\) \\
\hline \multirow[t]{5}{*}{\(J=2\)} & 1 & \(Y(2,0)\) & \(\left[3\left(\frac{z}{r}\right)^{2}-1\right] / r^{2}\) \\
\hline & 3 & \(\frac{1}{\sqrt{2}}[Y(2,2)+Y(2,-2)]\) & \(\left[x^{2}-y^{2}\right] / r^{2}\) \\
\hline & 4 & \(\frac{1}{i \sqrt{2}}[Y(2,2)-Y(2,-2)]\) & \(x y / r^{2}\) \\
\hline & 5 & \(\frac{1}{\sqrt{2}}[Y(2,-i)-Y(2, I)]\) & \(x z / r^{2}\) \\
\hline & & \(\frac{i}{\sqrt{2}}[Y(2,-1)+Y(2,1)]\) & \(y z / r^{2}\) \\
\hline \multirow[t]{6}{*}{\(J=3\)} & 2 & \(Y(3,0)\) & \(\left[5\left(\frac{z}{r}\right)^{3}-3\left(\frac{z}{r}\right)\right]\) \\
\hline & & \[
\frac{1}{i \sqrt{2}}[Y(3,2)-Y(3,-2)]
\] & \(x y z / r^{3}\) \\
\hline & 4 & \[
\frac{1}{\sqrt{2}}[Y(3,2)+Y(3,-3)]
\] & \(z\left(x^{2}-y^{2}\right) / r^{3}\) \\
\hline & \[
5^{I}
\] & \[
\frac{1}{i \sqrt{2}}[Y(3,3)+Y(3,-3)]
\] & \(Y\left(Y^{2}-3 X^{2}\right) / r^{3}\) \\
\hline & & \[
\frac{I}{\sqrt{2}}[Y(3,3)-Y(3,-3)]
\] & \(X\left(3 Y^{2}-3 X^{2}\right) / x^{3}\) \\
\hline & \(5^{\text {II }}\) & \[
\begin{aligned}
& \frac{i}{\sqrt{2}}[Y(3, I)+Y(3,-1)] \\
& \frac{1}{\sqrt{2}}[Y(3,1)-Y(3,-I)]
\end{aligned}
\] & \[
\begin{aligned}
& Y\left[5\left(\frac{z}{r}\right)^{2}-I\right] / r \\
& X\left[1-5\left(\frac{z}{r}\right)^{2}\right] / x
\end{aligned}
\] \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|}
\hline J value & \[
\begin{gathered}
\text { Represent- } \\
\text { ation }
\end{gathered}
\] & Corresponding spherical harmonic & Coordinate function \\
\hline \multirow[t]{9}{*}{\(J=4\)} & \(I^{I}\) & \(\frac{1}{\sqrt{2}}[Y(4,4)+Y(4,-4)]\) & \(\left[X^{4}-6 X^{2} y^{2}+y^{4}\right] / r^{4}\) \\
\hline & \[
I^{I I}
\] & \(Y(6,0)\) & \(\left[35\left(\frac{z}{r}\right)^{4}-30\left(\frac{z}{r}\right)^{2}+3\right]\) \\
\hline & \[
2
\] & \(\frac{1}{i \sqrt{2}}[\underline{Y}(4,4)-Y(4,-4)]\) & \(X Y\left[x^{2}-y^{2}\right] / r^{4}\) \\
\hline & 3 & \(\frac{1}{\sqrt{2}}[Y(4,2)+Y(4,-2)]\) & \(\left[X^{2}-Y^{2}\right]\left[7\left(\frac{z}{r}\right)^{2}-1\right] / r^{2}\) \\
\hline & 4 & \(\frac{1}{i \sqrt{2}}[Y(4,2)-Y(4,-2)]\) & \([X Y]\left[7\left(\frac{z}{r}\right)^{2}-1\right] / r^{2}\) \\
\hline & \(5^{\text {I }}\) & \(\frac{1}{\sqrt{2}}[Y(4,-3)-Y(4,3)]\) & \([x z]\left[x^{2}-3 y^{2}\right] / x^{4}\) \\
\hline & & \[
\frac{1}{i \sqrt{2}}[Y(4,-3)+Y(4,3)]
\] & \([Y Z]\left[Y^{2}-3 X^{2}\right] / r^{4}\) \\
\hline & \(5^{\text {II }}\) & \(\frac{1}{\sqrt{2}}[Y(4,-1)-Y(4, I)]\) & \([x z]\left[7\left(\frac{z}{r}\right)^{2}-3\right] / r^{2}\) \\
\hline & & \[
\frac{1}{i \sqrt{2}}[Y(4,-1)+Y(4, i)]
\] & \([Y Z]\left[7\left(\frac{z}{r}\right)^{2}-3\right] / r^{2}\) \\
\hline
\end{tabular}
\(\Gamma_{1}\) matri
\({ }^{1} \Gamma_{1}\left({ }^{1} G_{4} I\right)=\frac{1}{\sqrt{2}}\left[{ }^{1} G_{4}(4)+{ }^{1} G_{4}(-4)\right]\)
\({ }^{1} \Gamma_{I}\left(I_{G_{4}} I I\right)=G_{4}(0)\)
\({ }^{1} \Gamma_{1}\left({ }^{I} D_{2}\right)={ }^{I} D_{2}(0)\)
\(\Gamma_{1}\left({ }^{1} s_{0}\right)={ }^{1} S_{0}(0)\)
\({ }^{3} \Gamma_{I}\left({ }^{3} F_{4} I\right)=\frac{1}{\sqrt{2}}\left[{ }^{3} F_{4}(4)+{ }^{3} F_{4}(-4)\right]\)
\(3 \Gamma_{1}\left({ }^{3} F_{4} I I\right)={ }^{3} F_{4}(0)\)
\({ }^{3} \Gamma_{1}\left({ }^{3} F_{2}\right)={ }^{3} F_{2}(0)\)
\({ }^{3} \Gamma_{1}\left({ }^{3} P_{2}\right)={ }^{3} P_{2}(0)\)
\(3 \Gamma_{1}\left({ }^{3} P_{0}\right)={ }^{3} P_{0}(0)\)
2 matrix
\({ }^{1} \Gamma_{2}\left({ }^{i} G_{4}\right)=\frac{1}{i \sqrt{2}}\left[{ }^{1} G_{4}(4)-{ }^{1} G_{4}(-4)\right]\)
\(3 \Gamma_{2}\left({ }^{3} F_{4}\right)=\frac{1}{i \sqrt{2}}\left[{ }^{3} F_{4}(4)-{ }^{3} F_{4}(-4)\right]\)
\({ }_{3} \Gamma_{2}\left({ }^{3} \nabla_{3}\right)={ }^{3} F_{3}(0)\)
\({ }^{3} \Gamma_{2}\left({ }^{3} P_{i}\right)={ }^{3} P_{I}(0)\)
```

Majまo こ3. (Conたinued)

```

\section*{Symmetry adapted free ion Functions}

\section*{\(\underline{\Gamma} \underline{3}\) matrix}
\(1 \Gamma_{3}\left({ }^{1} G_{4}\right) \quad=\frac{1}{\sqrt{2}}\left[{ }^{1} G_{4}(2)+{ }^{1} G_{4}(-2)\right]\)
\({ }^{I} \Gamma_{3}\left({ }^{I} D_{2}\right) \quad=\frac{I}{\sqrt{2}}\left[{ }^{I} D_{2}(2)+{ }^{I} D_{2}(-2)\right]\)
\({ }^{3} \Gamma_{3}\left({ }^{3} F_{4}\right)=\frac{1}{\sqrt{2}}\left[{ }^{3} F_{4}(2)+{ }^{3} F_{4}(-2)\right]\)
\({ }^{3} \Gamma_{3}\left({ }^{3} \mathrm{~F}_{2}\right)=\frac{1}{\sqrt{2}}\left[{ }^{3} \mathrm{~F}_{2}(2)+{ }^{3} \mathrm{~F}_{2}(-2)\right]\)
\({ }^{3} \Gamma_{3}\left({ }^{3} P_{2}\right)=\frac{1}{\sqrt{2}}\left[{ }^{3} P_{2}(2)+{ }^{3} P_{2}(-2)\right]\)
\({ }^{3} \Gamma_{3}\left({ }^{3} \mathrm{~F}_{3}\right)=\frac{1}{i \sqrt{2}}\left[{ }^{3} \mathrm{~F}_{3}(2)-{ }^{3} \mathrm{~F}_{3}(-2)\right]\)
\(\underline{\Gamma_{4} \text { matrix }}\)
\(I \Gamma_{4}\left(I_{G_{4}}\right)=\frac{1}{i \sqrt{2}}\left[{ }^{1} G_{4}(2)-I_{G_{4}}(-2)\right]\)
\({ }^{I} \Gamma_{4}\left({ }^{I} D_{2}\right)=\frac{I}{i \sqrt{2}}\left[{ }^{i} D_{2}(2)-{ }^{i} D_{2}(-2)\right]\)
\({ }^{3} \Gamma_{4}\left({ }^{3} F_{4}\right)=\frac{1}{i \sqrt{2}}\left[{ }^{3} F_{4}(2)-{ }^{3} F_{4}(-2)\right]\)
\({ }^{3} \Gamma_{4}\left({ }^{3} F_{2}\right)=\frac{I}{i \sqrt{2}}\left[{ }^{3} F_{2}(2)-{ }^{3} F_{2}(-2)\right]\)
\({ }^{3} \Gamma_{4}\left({ }^{3} P_{2}\right)=\frac{1}{i \sqrt{2}}\left[{ }^{3} P_{2}(2)-{ }^{3} P_{2}(-2)\right]\)
\(3 \Gamma_{4}\left({ }^{3} F_{3}\right) \quad=\frac{1}{\sqrt{2}}\left[{ }^{3} F_{3}(2) 4^{3} F_{3}(-2)\right]\)
```

Taŋle l3. (continued)

```

Symmetry adapted free ion functions
\[
\begin{array}{ll}
\frac{\Gamma_{5} \text { matrix }}{1 \Gamma_{5}\left({ }^{I} G_{4} I\right)} & \frac{1}{\sqrt{2}}\left[I^{I} G_{4}(-3)-{ }^{I} G_{4}(3)\right] \\
& \frac{1}{i \sqrt{2}}\left[{ }^{1} G_{4}(-3)+^{I} G_{4}(3)\right] \\
& \frac{1}{\sqrt{2}}\left[\Gamma_{G_{4}}(-1)-{ }^{I} G_{G}(I)\right] \\
& \frac{1}{i \sqrt{2}}\left[{ }^{I} G_{4}(-I)+{ }^{I} G_{4}(1)\right] \\
& \frac{1}{\sqrt{2}}\left[\Gamma_{5}\left({ }^{I} D_{2}(-I)-{ }^{I} D_{2}(I)\right]\right. \\
& \frac{1}{i \sqrt{2}}\left[{ }^{I} D_{2}(-I)+{ }^{I} D_{2}(1)\right]
\end{array}
\]
\[
\begin{array}{ll}
{ }^{3} \Gamma_{5}\left({ }^{3} F_{4} I\right) & \frac{I}{\sqrt{2}}\left[{ }^{3} F_{4}(-3)-{ }^{3} F_{4}(3)\right] \\
& \frac{1}{i \sqrt{2}}\left[{ }^{3} F_{4}(-3)+{ }^{3} F_{4}(3)\right]
\end{array}
\]
\[
{ }^{3} \Gamma_{5}\left({ }^{3} F_{4} I I\right) \quad \frac{1}{\sqrt{2}}\left[{ }^{3} F_{4}(-1)-{ }^{3} F_{4}(1)\right]
\]
\[
\frac{1}{i \sqrt{2}}\left[{ }^{3} F_{4}(-1)+{ }^{3} F_{4}(1)\right]
\]
\[
{ }^{3} \Gamma_{5}\left({ }^{3} F_{2}\right) \quad \frac{1}{\sqrt{2}}\left[{ }^{3} F_{2}(-1)-{ }^{3} F_{2}(1)\right]
\]
\[
\frac{1}{i \sqrt{2}}\left[{ }^{3} F_{2}(-i)+{ }^{3} F_{2}(i)\right]
\]

Taえご こ2．（Continued）

Symmetry adapted Iree ion functions
\[
\begin{aligned}
{ }^{3} \Gamma_{5}\left({ }^{3} P_{2}\right) & \frac{1}{\sqrt{2}}\left[{ }^{3} P_{2}(-1)-{ }^{3} \underline{P}_{2}(1)\right] \\
& \frac{1}{i \sqrt{2}}\left[{ }^{3} P_{2}(-1)+{ }^{3} P_{2}(1)\right]
\end{aligned}
\]
\[
{ }^{3} \Gamma_{5}\left({ }^{3} F_{3} I\right) \quad \frac{1}{i \sqrt{2}}\left[{ }^{3} F_{3}(3)+{ }^{3} F_{3}(-3)\right]
\]
\[
\frac{1}{\sqrt{2}}\left[{ }^{3} F_{3}(3)-{ }^{3} F_{3}(-3)\right]
\]
\[
{ }^{3} \Gamma_{5}\left({ }^{3} F_{3} I I\right) \quad-\frac{1}{i \sqrt{2}}\left[{ }^{3} F_{3}(I)+{ }^{3} F_{3}(-I)\right]
\]
\[
\frac{1}{\sqrt{2}}\left[{ }^{3} F_{3}(I)-{ }^{3} F_{3}(-1)\right]
\]
\({ }^{3} \Gamma_{5}\left({ }^{3} p_{1}\right)\)
\[
\begin{aligned}
& \frac{i}{\sqrt{2}}\left[{ }^{3} P_{I}(I)+{ }^{3} P_{I}(-I)\right] \\
& \frac{1}{\sqrt{2}}\left[{ }^{3} P_{I}(I)-{ }^{3} P_{I}(-I)\right]
\end{aligned}
\]
B. The Weak Fielà Matrix Elements

As has been indicated, the formation of the symmetry adapted functions results in five matrices in the case of square planar symmetry. \(\Gamma_{1}\) has nine basis functions, \(\Gamma_{2}\) has four, \(\Gamma_{3}\) has six, \(\Gamma_{4}\) has six, and \(\Gamma_{5}\) has ten. Because of the inclusion of spin-orbit coupling, there are off-diagonal elements connecting the singlet and triplet states. This is the reason for the large size of the five matrices.

Each matrix element is the sum of three effects; i.e.,
\[
\begin{align*}
& \int \psi_{A}^{*} \not \not \psi_{B}^{\psi_{B}} d \tau=\int \psi_{A}^{*}\left(\sum_{i>j} e^{2} / r_{i j}\right) \psi_{B} d \tau \\
& +\int \psi_{A}^{*} \sum_{i} \mathcal{L}_{i} \cdot \mathscr{S}_{i} \psi_{B} d \tau+\int \psi_{A}^{*} v^{L F} \psi_{B} d \tau \tag{110}
\end{align*}
\]
1. Electronic interaction

It would be possible to evaluate the matrix elements of the electronic interaction in terms of the slater-Condon parameters by the methods outlined in Appendix D. Or, since the weak field functions were chosen so that the matrix elements are diagonal in the electronic interaction terms, the methods outlined in section 27 of Condon and Shortley (6) could be used. Even this is not necessary, since the results for the \(d^{2}\) configuration are listed on page 206 in condon and Shortley (6).

The electronic inさeraction elements are given in terms of two parameters, \(F_{2}\) and \(F_{4}\), known as the Slater-condon parameters. These parameters are actually integrals very similar in form to the integrals \(G_{2}\) and \(G_{4}\) which result from the ligand field. However, the values of \(F_{2}\) and \(F_{4}\) are frequently determined from experimental data, particularly from emission spectra. In this thesis, \(F_{2}\) and \(F_{4}\) are considered as parameters to be determined.

\section*{2. Spin-orbit coupling}

The coupling operator may be written:
\[
\begin{equation*}
\sum_{i} \xi\left(r_{i}\right) \overrightarrow{\mathcal{L}}_{i} \cdot \overrightarrow{\&}_{i}=\xi\left(r_{i}\right) \overrightarrow{\mathcal{L}}_{I} \cdot \vec{\delta}_{I}+\xi\left(r_{2}\right) \overrightarrow{\mathcal{L}}_{2} \cdot \vec{\delta}_{2} \tag{111}
\end{equation*}
\]
and, assuming the parameter \(\xi(r)\) is the same for both electrons:
\[
\begin{align*}
& \sum_{i} \xi\left(r_{i}\right) \overrightarrow{\mathcal{L}}_{i} \vec{\delta}_{i}=\alpha\left[\mathcal{L}_{+}(1) \mathcal{L}_{-}(1)+\mathcal{L}_{-}(1) \mathcal{\delta}_{+}(1)+\mathcal{L}_{+}(2) \mathcal{L}_{-}(2)\right. \\
&\left.+\mathcal{L}_{-}(2) \mathcal{\&}_{+}(2)\right]+2 \alpha\left[\mathcal{L}_{z}(1) \mathcal{\delta}_{z}(1)+\mathcal{L}_{z}(2) \mathcal{\delta}_{z}\right. \tag{112}
\end{align*}
\]
where
\[
\alpha=\xi / 2
\]
\[
\begin{aligned}
\mathcal{L}_{+}= & \text {The "step up" operator for orbital angular momen- } \\
& \text { tum } \\
= & \mathcal{L}_{x}+i \mathcal{L}_{Y} \\
\mathcal{L}_{-}= & \text {The "step down" operator for orbital angular } \\
& \text { momentum } \\
= & \mathcal{L}_{x}-i \mathcal{L}_{Y}
\end{aligned}
\]
\[
\begin{aligned}
& =\ell_{\mathrm{x}}+i \ell_{\mathrm{y}} \\
& \text { \& = The "step down" operator for spin angular momentum } \\
& =8_{x}-i \&_{y}
\end{aligned}
\]

However, the tedious calculations for the weak field functions are not necessary since the matrix elements for \(d^{2}\) are given in Table \(1^{\text {ll }}\) of Condon and Shortley (6).

\section*{3. Ligand field effect}

As has been stated, the ligand field matrix elements can be expressed as sums of four single electron integrals, \(Q_{2}\), \(Q_{1}, Q_{0}\), and \(B_{2,-2}\). The process of obtaining the correct combinations is somewhat lengthy and there have been methods evolved which circumvent the actual construction of the wave functions. One such method, developed by Bleaney and Stevens (21) is discussed in Appendix B. However, the method itself is somewhat involved and in the case of the two electron functions, it was felt that the more direct approach was just as rapid.

Because of the differences in spin between the singlet and triplet states, there are no ligand field elements connecting these states. For an element that is non-zero, the off-diagonal element between the \({ }^{l_{D_{2}}}\) and \({ }^{1} S_{0}\) basis functions for the \(\Gamma_{1}\) matrix has been chosen to illustrate the calcula-
ion involved. With the help of Tables 8 and is.
\[
\begin{align*}
& \int \psi_{A}^{*} v^{L F} \psi_{B} d \tau=\int \psi^{*}{ }^{I} D_{2}(0) \quad v^{L F} \psi I_{S_{0}}(0) d \tau \\
& =\int \frac{1}{\sqrt{28}}[2(2,-2)+(1,-1)-2(0,0)+(-1,1) \\
& +2(-2,2)][\alpha \beta-\beta \alpha]^{*} \cdot v^{L F} \\
& \text { - } \frac{1}{\sqrt{10}}[(2,-2)-(1,-1)+(0,0)-(-1,1) \\
& +(-2,2)][\alpha \beta-\beta \alpha] \quad d \boldsymbol{\tau} . \tag{113}
\end{align*}
\]

The spin terms simply double the space results. Hence:
\[
\begin{align*}
\int \psi_{A}^{*} & v^{L F} \psi_{B} d \tau=\frac{2}{\sqrt{280}}\left[2 \int(2,-2)^{*} v^{L F}(2,-2) d \tau\right. \\
& -\int(1,-1)^{*} v^{L F}(1,-1) d \tau-2 \int_{(0,0)^{*} v^{L F}(0,0) d \tau} \\
& \left.-\int(-1,1)^{*} v^{L F}(-1,1) d \tau+2 \int(-2,2)^{*} v^{L F}(-2,2) d \tau\right] \tag{114}
\end{align*}
\]

All other possible combinations result in integrals whose values are zero. The first integral term can be expanded as:
\[
\begin{align*}
& 2 \int(2,-2)^{*} V^{L F}(2,-2) d \tau=2\left[\int(2)_{1}^{*} V_{1}^{L F}(2)_{1} d \tau\right. \\
&  \tag{115}\\
& \left.\quad+\int(-2)_{2}^{*} v_{2}^{L F}(-2)_{2} d \tau\right]=2\left[Q_{2}+Q_{2}\right]=4 Q_{2}
\end{align*}
\]

The same result is obtained for the fifth integral term. For the second and fourth integrals:
\[
\begin{align*}
-\int(1,-1)^{*} & v^{L F}(1,-1) d \tau=-\left[\int_{-}^{L}(1)_{1}^{*} V_{1}^{L F}(1)_{1} d \tau\right. \\
& +\int_{\left.-1)_{2}^{*} v_{2}^{L F}(-1)_{2} d \tau_{2}\right]=-\left[Q_{1}+Q_{1}\right]=-2 Q_{1}} \tag{116}
\end{align*}
\]

And the third term yields:
\[
\begin{equation*}
2 \int(0,0)^{*} V^{I F}(0,0) d t=4 Q_{0} \tag{117}
\end{equation*}
\]

Hence:
\[
\begin{gather*}
\int \psi^{*}\left(^{I} D_{2}(0) \quad v^{L F} \psi{ }^{I} S_{0}(0) d \tau=\frac{2}{\sqrt{280}}\left[8 Q_{2}-4 Q_{1}+4 Q_{0}\right]\right. \\
=\frac{4}{\sqrt{70}}\left[2 Q_{2}-Q_{1}+Q_{0}\right] \tag{118}
\end{gather*}
\]

By similar processes, all matrix elements due to the ligand potential may be evaluated.

\section*{4. The complete matrices}

The final tabulation of all the weak field matrix elements are given in Tables 14 through 18.

\section*{C. Strong Field Functions}

The strong field functions are chosen so that the matrix elements are diagonal in the ligand field parameters. This is attained by use of basis functions which are symmetry adapted with regard to both spin and space. The method for construction of such functions may be outlined as follows:
 square-planar symmetry. \(\Gamma_{1}\) matrix a

\(a_{\text {The non-zero }} a_{i j}\) matrix elements, where the first index is the row and the second is the column, are given in Table 14b.

Table 14b. Non-zero values of \(\Gamma_{l}\) weak field matrix elements
\begin{tabular}{ll}
\begin{tabular}{c} 
Matrix \\
elements
\end{tabular} & \(=2 Q_{2}+4 F_{2}+F_{4}\) \\
\(a_{11}\) & \(=2 / \sqrt{35} \mathrm{~B}_{2-2}\) \\
\(a_{21}=a_{12^{*}}{ }^{*}\) & \(=2 / 35\left[Q_{2}+16 Q_{1}+18 Q_{0}\right]+4 F_{2}+F_{4}\) \\
\(a_{22}=a_{13} *\) & \(=4 / \sqrt{7} \mathrm{~B}_{2-2}\)
\end{tabular}

Table lab. (continnod!

elements
Values
\[
\begin{aligned}
& a_{32}=a_{23}{ }^{*}=4 / 7 \sqrt{5}\left[Q_{2}+2 Q_{1}-3 Q_{0}\right] \\
& \mathrm{a}_{33}=2 / 7\left[4 \mathrm{Q}_{2}+\mathrm{Q}_{1}+2 \mathrm{Q}_{0}\right]-3 \mathrm{~F}_{2}+36 \mathrm{~F}_{4} \\
& a_{41}=a_{14} *=4 / \sqrt{10} B_{2-2} \\
& a_{42}=a_{24} *=4 / 5 \sqrt{14}\left[Q_{2}-4 Q_{1}+3 Q_{0}\right] \\
& a_{43}=a_{34} *=4 / \sqrt{70}\left[2 Q_{2}-Q_{1}-Q_{0}\right] \\
& a_{44}=2 / 5\left[2 Q_{2}+2 Q_{1}+Q_{0}\right]+14 F_{2}+126 F_{4} \\
& a_{51}=a_{15} *=-2 \alpha \\
& a_{55}=\left[Q_{2}+Q_{I}\right]-3 \alpha-8 F_{2}-9 F_{4} \\
& a_{62}=a_{26}{ }^{*}=-2 \alpha \\
& a_{65}=a_{56}{ }^{*}=-3 / \sqrt{35} B_{2-2} \\
& a_{66}=1 / 35\left[17 Q_{2}+47 Q_{1}+6 Q_{0}\right]-3 a-8 F_{2}-9 F_{4} \\
& a_{73}=a_{37}{ }^{*} \quad=4 \sqrt{3} / \sqrt{5} \alpha \\
& a_{75}=a_{57}{ }^{*} \quad=-2 \sqrt{3} / \sqrt{35} B_{2-2} \\
& a_{76}=a_{67}{ }^{*}=2 \sqrt{3} / 35\left[Q_{2}-3 Q_{1}+2 Q_{0}\right] \\
& \mathrm{a}_{77}=2 / 35\left[9 Q_{2}+22 Q_{1}+4 Q_{0}\right]+4 a-8 F_{2}-9 F_{4}
\end{aligned}
\]

Tadie i40. (Continueá)

Matrix
elements values
\(a_{83}=a_{38}^{*} \quad=-42 / \sqrt{5} a\)
\(a_{85}=a_{58}{ }^{*} \quad=-\sqrt{2} / \sqrt{15} B_{2-2}\)
\(a_{86}=a_{68}{ }^{*}=2 / 5 \sqrt{42}\left[11 Q_{2}-8 Q_{1}-3 Q_{0}\right]\)
\(a_{87}=a_{78} * \quad=4 / 5 \sqrt{14}\left[-Q_{2}+2 Q_{1}-Q_{0}\right]\)
\(a_{88}\)
\(=1 / 5\left[6 Q_{2}+3 Q_{1}+Q_{0}\right]-\alpha+7 F_{2}-84 F_{4}\)
\(a_{94}=a_{49}^{*} \quad=2 / \sqrt{6} \alpha\)
\(a_{95}=a_{59}{ }^{*}=-2 / \sqrt{15} B_{2-2}\)
\(a_{96}=a_{69}{ }^{*}=2 / 5 \sqrt{21}\left[-Q_{2}+4 Q_{I}-3 Q_{0}\right]\)
\(a_{97}=a_{79} *=4 / 5 \sqrt{7}\left[2 Q_{2}-Q_{1}-Q_{0}\right]\)
\(a_{98}=a_{89}^{*}=\sqrt{2} / 5\left[-2 Q_{2}+2 Q_{1}+Q_{0}\right]\)
\(\mathrm{a}_{99}=2 / 5\left[2 Q_{2}+2 Q_{1}+Q_{0}\right]+2 \alpha+7 F_{2}-84 F_{4}\)

Fair ipa. weak riel a matrix elements, \(\bar{\Gamma}_{2}\) matrix a
\begin{tabular}{lcccc}
\hline & \(1_{G_{4}}\) & \(3_{F_{4}}\) & \(3_{F_{3}}\) & \(3_{P_{1}}\) \\
\hline \(1_{G_{4}}\) & \(b_{11}\) & \(b_{12}\) & 0 & 0 \\
\({ }^{3} F_{4}\) & \(b_{21}\) & \(b_{22}\) & \(b_{23}\) & \(b_{24}\) \\
\({ }^{3} F_{3}\) & 0 & \(b_{32}\) & \(b_{33}\) & \(b_{34}\) \\
\({ }^{3} P_{1}\) & 0 & \(b_{42}\) & \(b_{43}\) & \(b_{44}\) \\
\hline
\end{tabular}
\(a_{\text {The nonzero matrix elements, }} b_{i j}\), are given in Table 15b.

Table lib. Non-zero values of \(\Gamma_{2}\) weak field matrix elements

Matrix
elements Value
\(\mathrm{b}_{11} \quad 2 \mathrm{Q}_{2}+4 \mathrm{~F}_{2}+\mathrm{F}_{4}\)
\(b_{21}=b_{12}{ }^{*}-2 a\)
\(\mathrm{b}_{22} \quad Q_{2}+Q_{1}-3 a-8 \mathrm{~F}_{2}-9 \mathrm{~F}_{4}\)
\(b_{32}=b_{23}\) * i \(\sqrt{3} / \sqrt{5} B_{2-2}\)
\(\mathrm{b}_{33} \quad 1 / 5\left[3 Q_{2}+5 Q_{1}+2 Q_{0}\right]+\alpha-8 \mathrm{~F}_{2}-9 \mathrm{~F}_{4}\)
\(b_{42}=b_{24}\) * \(i \cdot \sqrt{2} / \sqrt{5} B_{2-2}\)
\(\mathrm{b}_{43}=\mathrm{b}_{34} * \sqrt{6} / 5\left[\mathrm{Q}_{2}-\mathrm{Q}_{0}\right]\)
\(\mathrm{b}_{44} \quad 1 / 5\left[2 Q_{2}+5 Q_{I}+3 Q_{0}\right]+\alpha+7 \mathrm{~F}_{2}-84 \mathrm{~F}_{4}\)

aThe non-zero matrix elements, \(c_{i j}\), are given in Table 17a, on page 99.

Table l6b. Weak field matrix elements, \(\Gamma_{4}\) matrix \({ }^{a}\)
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline & \({ }^{\mathrm{G}_{4}}\) & \({ }^{1} \mathrm{D}_{2}\) & \({ }^{3} \mathrm{~F}_{4}\) & \({ }^{3} \mathrm{~F}_{3}\) & \({ }^{3} \mathrm{~F}_{2}\) & \({ }^{3} \mathrm{P}_{2}\) \\
\hline \(1_{G_{4}}\) & \(\mathrm{d}_{1 I}\) & \(\mathrm{d}_{12}\) & \(\mathrm{d}_{13}\) & 0 & 0 & 0 \\
\hline \({ }^{D_{2}}\) & \(\mathrm{d}_{21}\) & \(\mathrm{d}_{22}\) & 0 & 0 & \(\mathrm{d}_{25}\) & * \(\mathrm{d}_{26}\) \\
\hline \({ }^{3} \mathrm{~F}_{4}\) & \(d_{31}\) & 0 & \(\mathrm{d}_{33}\) & \(\mathrm{d}_{34}\) & \(\mathrm{d}_{35}\) & \(\mathrm{d}_{36}\) \\
\hline \({ }^{3} \mathrm{~F}_{3}\) & 0 & 0 & \(\mathrm{d}_{43}\) & \(\mathrm{d}_{44}\) & \(\mathrm{d}_{45}\) & \(\mathrm{d}_{46}\) \\
\hline \({ }^{3} \mathrm{~F}_{2}\) & 0 & d 52 & \(\mathrm{d}_{53}\) & \(\mathrm{d}_{54}\) & \(\mathrm{d}_{55}\) & \(\mathrm{d}_{56}\) \\
\hline \({ }^{3} \mathrm{P}_{2}\) & 0 & \(d_{62}\) & \(\mathrm{d}_{63}\) & \(\mathrm{d}_{64}\) & \(\mathrm{a}_{65}\) & \(d_{66}\) \\
\hline
\end{tabular}
athe non-zero matrix elements, \(d_{i j}\), are given in Table 175, on page 100.

```

    Matrix
    elements

```
```

Value

```
\(\mathrm{C}_{11} \quad 1 / 7\left[3 Q_{2}+8 Q_{1}+3 Q_{0}+3 \mathrm{~B}_{2-2}\right]+4 \mathrm{~F}_{2}+\mathrm{F}_{4}\)
\(c_{21}=c_{12}{ }^{*} \quad 2 \sqrt{3} / 7\left[Q_{2}-2 Q_{1}+Q_{0}+B_{2-2}\right]\)
\(c_{22}\)
\(2 / 7\left[2 Q_{2}+3 Q_{1}+2 Q_{0}+2 \mathrm{~B}_{2-2}\right]-3 \mathrm{~F}_{2}+36 \mathrm{~F}_{4}\)
\(c_{31}=c_{13} * \quad-2 \alpha\)
\(c_{33} \quad 1 / 14\left[11 Q_{2}+8 Q_{1}+9 Q_{0}-9 B_{2-2}\right]-3 \alpha-8 F_{2}-9 F_{4}\)
\(c_{43}=c_{34} * \quad i / 2 \sqrt{7}\left[-Q_{2}+2 Q_{1}-Q_{0}+3 B_{2-2}\right]\)
\(\mathrm{C}_{44}\)
\(1 / 6\left[5 Q_{2}+4 Q_{1}+3 Q_{0}+B_{2-2}\right]+\alpha-8 F_{2}-9 F_{4}\)
\(c_{52}=c_{25}{ }^{*} \quad 4 \sqrt{3} / \sqrt{5} \alpha\)
\(c_{53}=c_{35} * \quad 1 / 7 \sqrt{5}\left[-Q_{2}+5 Q_{1}-4 Q_{0}-3 B_{2-2}\right]\)
\(c_{54}=c_{45} * \quad i / 3 \sqrt{35}\left[Q_{2}+5 Q_{1}-6 Q_{0}+11 B_{2-2}\right]\)
\(\mathrm{C}_{55} \quad 1 / 105\left[103 Q_{2}+80 Q_{1}+27 Q_{0}-55 B_{2-2}\right]+4 \alpha-8 F_{2}\) \(-9 F_{4}\)
\(c_{62}=c_{26} * \quad-\sqrt{42} / \sqrt{5} \alpha\)
\(c_{63}=c_{36} * \quad 1 / \sqrt{70}\left[3 Q_{2}-3 Q_{0}-B_{2-2}\right]\)
\(c_{64}=c_{46} * \quad i / \sqrt{10}\left[-Q_{2}+O_{0}-B_{2-2}\right]\)
\(c_{65}=c_{56} * \quad 2 / 5 \sqrt{14}\left[Q_{2}-Q_{0}-5 B_{2-2}\right]\)
\(c_{66}\)
\(1 / 5\left[2 Q_{2}+5 Q_{1}+3 Q_{0}\right]-\alpha+7 \mathrm{~F}_{2}-84 \mathrm{~F}_{4}\)


\section*{Matrix}
elements

\section*{Values}


Table 18a. Weak field matrix elements, \(\Gamma_{5}\) matrix \({ }^{\text {a }}\)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline & \begin{tabular}{l}
\[
1_{G_{4}}
\] \\
(I)
\end{tabular} & \[
\begin{gathered}
\mathrm{l}_{\mathrm{G}_{4}} \\
(\mathrm{II})
\end{gathered}
\] & \({ }^{1} \mathrm{D}_{2}\) & \[
\begin{gathered}
{ }^{3} \mathrm{~F}_{4} \\
(\mathrm{I})
\end{gathered}
\] & \[
\begin{gathered}
{ }^{3} \mathrm{~F}_{4} \\
(\mathrm{II})
\end{gathered}
\] & \({ }^{3} \mathrm{~F}_{2}\) & \({ }^{3} \mathrm{P}_{2}\) & \begin{tabular}{l}
\[
{ }^{3} \mathrm{~F}_{3}
\] \\
(I)
\end{tabular} & \[
\begin{aligned}
& { }^{3} F_{3} \\
& (I I)
\end{aligned}
\] & \({ }^{3} \mathrm{P}_{1}\) \\
\hline \(\mathrm{l}_{\mathrm{G}_{4}}(\mathrm{I})\) & \(e_{11}\) & \(e_{12}\) & \(e_{13}\) & \(\mathrm{e}_{14}\) & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline \(1_{G_{4}}\) (II) & \(\mathrm{e}_{21}\) & \(e_{22}\) & \(e_{23}\) & 0 & \(e_{25}\) & 0 & 0 & 0 & 0 & 0 \\
\hline \({ }^{1} \mathrm{D}_{2}\) & \(e_{31}\) & \(e_{32}\) & \(e_{33}\) & 0 & 0 & \(\mathrm{e}_{36}\) & \(e_{37}\) & 0 & 0 & 0 \\
\hline \(3_{\mathrm{F}_{4}}(\mathrm{I})\) & \(e_{41}\) & 0 & 0 & \(\mathrm{e}_{44}\) & \(e_{45}\) & \(\mathrm{e}_{46}\) & \(\mathrm{e}_{47}\) & \(e_{48}\) & \(\mathrm{e}_{49}\) & \(e_{4 x}\) \\
\hline \(3_{F_{4}}(\mathrm{II})\) & 0 & \(e_{52}\) & 0 & \(e_{54}\) & \(e_{55}\) & \(\mathrm{e}_{56}\) & \(e_{57}\) & \(e_{58}\) & \(e_{59}\) & \(e_{5 x}\) \\
\hline \(3_{\mathrm{F}}^{2}\) & 0 & 0 & \(e_{63}\) & \(\mathrm{e}_{64}\) & \(e_{65}\) & \(\mathrm{e}_{66}\) & \(e_{67}\) & \(\mathrm{e}_{68}\) & \(e_{69}\) & \(\mathrm{e}_{6 \mathrm{x}}\) \\
\hline \({ }^{3} \mathrm{P}_{2}\) & 0 & 0 & e73 & \(\mathrm{e}_{74}\) & \(\mathrm{e}_{75}\) & \(e_{76}\) & \(\mathrm{e}_{77}\) & \(e_{78}\) & \(\mathrm{e}_{79}\) & \(e_{7 x}\) \\
\hline \({ }^{3} \mathrm{~F}_{3}(\mathrm{I})\) & 0 & 0 & 0 & \({ }_{84}\) & \(\mathrm{e}_{85}\) & \(\mathrm{e}_{86}\) & \(e_{87}\) & \(\mathrm{e}_{88}\) & \(\mathrm{e}_{89}\) & \(e_{8 x}\) \\
\hline \(3_{F_{3}}\) (II) & 0 & 0 & 0 & \(\mathrm{e}_{94}\) & \(\mathrm{e}_{95}\) & \({ }^{e} 96\) & \(e_{97}\) & \(\mathrm{e}_{98}\) & \(\mathrm{e}_{99}\) & \(e_{9 x}\) \\
\hline \({ }^{3} \mathrm{P}_{1}\) & 0 & 0 & 0 & \(e_{x 4}\) & \(\mathrm{e}_{\mathrm{x} 5}\) & \(e_{x 6}\) & \(e_{x 7}\) & \(e_{x 8}\) & \(\mathrm{e}_{\mathrm{x} 9}\) & \(e_{x x}\) \\
\hline
\end{tabular}

Table l8b, The non-zero values of \(\Gamma_{5}\) weak field matrix elements
Matrix
elements

Value
\(e_{11} \quad Q_{2}+Q_{1}+4 F_{2}+F_{4}\)
\(e_{21}=e_{12}^{*} \quad-1 / \sqrt{7} B_{2-2}\)
\(e_{22} \quad 1 / 7\left[Q_{2}+7 Q_{1}+6 Q_{0}\right]+4 F_{2}+F_{4}\)
\(e_{31}=e_{13}{ }^{*}-\sqrt{6} / 7 \mathrm{~B}_{2-2}\)
\(e_{32}=e_{23} * \quad \sqrt{6} / 7\left[Q_{2}-Q_{0}\right]\)
\(\mathrm{e}_{33} \quad 1 / 7\left[6 Q_{2}+7 Q_{1}+Q_{0}\right]-3 F_{2}+36 F_{4}\)
\(e_{41}=e_{14} * \quad-2 \alpha\)
\(e_{44} \quad 1 / 4\left[4 Q_{2}+Q_{1}+3 Q_{0}\right]-3 \alpha-8 F_{2}-9 F_{4}\)
\(e_{52}=e_{25} * \quad-2 \alpha\)
\(e_{54}=e_{45} * \quad 3 / 2 \sqrt{7} \mathrm{~B}_{2-2}\)
\(e_{55} \quad 1 / 28\left[16 Q_{2}+31 Q_{1}+9 Q_{0}\right]-3 \alpha-8 F_{2}-9 F_{4}\)
\(e_{63}=e_{36} * \quad 4 \sqrt{3} / \sqrt{5} \alpha\)
\(e_{64}=e_{46} * \quad 3 / \sqrt{70} B_{2-2}\)
\(e_{65}=e_{56}{ }^{*} \quad 1 / 7 \sqrt{10}\left[Q_{2}-2 Q_{1}+Q_{0}\right]\)
\(e_{66} \quad 1 / 105\left[80 Q_{2}+64 Q_{1}+66 Q_{0}\right]+4 \alpha-8 F_{2}-9 F_{4}\)
\(e_{73}=e_{37} *-\sqrt{42} / \sqrt{5} \alpha\)
\(e_{74}=e_{47} * \quad I / \sqrt{20} B_{2-2}\)
\(e_{75}=e_{57}{ }^{*} \quad 1 / 2 \sqrt{35}\left[7 Q_{2}-4 Q_{1}-3 Q_{0}\right]\)
\(e_{76}=e_{67}{ }^{*} 4 / 5 \sqrt{14}\left[-Q_{1}+Q_{0}\right]\)
\(e_{77} \quad I / 10\left[10 Q_{2}+7 Q_{1}+3 Q_{0}\right]-a+7 F_{2}-84 F_{4}\)
\(e_{84}=e_{48} * \quad\) i \(\sqrt{3} / 4\left[Q_{1}-Q_{0}\right]\)

Table 18b. (Continued)

Matrix
elements
Value
\begin{tabular}{|c|c|}
\hline \(e_{85}=e_{58}{ }^{*}\) & i \(\sqrt{3} / 2 \sqrt{7} \mathrm{~B}_{2-2}\) \\
\hline \(e_{86}=e_{68} *\) & -11 i/ \(\sqrt{210} \mathrm{~B}_{2-2}\) \\
\hline \(e_{87}=e_{78}{ }^{*}\) & i \(\sqrt{3} / 2 \sqrt{5} \mathrm{~B}_{2-2}\) \\
\hline \(\mathrm{e}_{88}\) & \(I / 4\left[4 Q_{2}+3 Q_{1}+Q_{0}\right]+\alpha-8 \mathrm{~F}_{2}-9 \mathrm{~F}_{4}\) \\
\hline \(e_{94}=e_{49}{ }^{*}\) & \(-3 i / 2 \sqrt{5} B_{2-2}\) \\
\hline \(e_{95}=e_{59}{ }^{*}\) & \(i / 4 \sqrt{35}\left[-4 Q_{2}+11 Q_{1}-7 Q_{0}\right]\) \\
\hline \(e_{96}=e_{69}{ }^{*}\) & \(i / 15 \sqrt{14}\left[-13 Q_{2}+34 Q_{1}-21 Q_{0}\right]\) \\
\hline \(e_{97}=e_{79}{ }^{*}\) & \(i / 10\left[3 Q_{2}-4 Q_{1}+Q_{0}\right]\) \\
\hline \(e_{98}=e_{89}{ }^{*}\) & \(1 / 2 \cdot \sqrt{15} \mathrm{~B}_{2-2}\) \\
\hline \(\mathrm{e}_{99}\) & \(1 / 60\left[40 Q_{2}+53 Q_{1}+27 Q_{0}\right]+\alpha-8 F_{2}-9 F_{4}\) \\
\hline \(e_{x 4}=e_{4 x}{ }^{*}\) & \(-\mathrm{i} / 2 \sqrt{5} \mathrm{~B}_{2-2}\) \\
\hline \(e_{x 5}=e_{5 x}{ }^{*}\) & \(i / 2 \sqrt{35}\left[Q_{2}-4 Q_{1}+3 Q_{0}\right]\) \\
\hline \(e_{x 6}=e_{6 x}{ }^{*}\) & \(4 i / 5 \sqrt{14}\left[2 Q_{2}-Q_{1}-Q_{0}\right]\) \\
\hline \(e_{x 7}=e_{7 x}{ }^{*}\) & \(3 i / 10\left[2 Q_{2}-Q_{1}-Q_{0}\right]\) \\
\hline \(e_{x 8}=e_{8 x}{ }^{*}\) & \(-\sqrt{3} / \sqrt{20} \mathrm{~B}_{2-2}\) \\
\hline \(e_{x 9}=e_{9 x}{ }^{*}\) & \(1 / 10\left[5 Q_{2}-4 Q_{1}-Q_{0}\right]\) \\
\hline \(e_{x x}\) & \(1 / 10\left[10 Q_{2}+7 Q_{1}+3 Q_{0}\right]+\alpha+7 F_{2}-84 F_{4}\) \\
\hline
\end{tabular}
1). Construct symmetry adapted single electron space functions by linear combinations of the single electron functions |e,me, \(s, m_{s}\) ).
2). Construct symmetry adapted product functions of the spatial functions by taking all possible combinations of the single electron symmetry adapted functions. In the case of \(d^{2}\) or \(d^{8}\) systems, these product functions are two electron functions. For \(d^{3}\) systems they would be three electron functions, and so on. The symmetry of a particular product function is obtained by means of the direct product theorem of group theory.
3) Construct symmetry adapted spin functions by means of the two by two complex matrices corresponding to the rotation operations of the group.
4). Construct the symmetry adapted basis functions from all possible combinations of the symmetry adapted spin functions and the symmetry adapted space functions. Pauli's exclusion principle applies to the possible combinations. The symmetry of the final function can again be determined by the direct product theorem.
1. Single electron symmetry adapted functions

Since the single electron space functions are expressed as:
\[
\begin{equation*}
\left.\mid \ell, \mathrm{m}_{\ell}\right)=\mathrm{N} \cdot \mathrm{R}() \cdot Y\left(\ell, \mathrm{~m}_{\ell}\right), \tag{119}
\end{equation*}
\]
the construction oE tho symmetry adapted single electron functions follows identically the technique used to construct the symmetry adapted \(\left|J_{J}\right\rangle\) functions in the weak field. Thus, the single electron functions are obtained by use of Table ll with \(\ell=2\) corresponding to \(J=2\). The functions are listed in Table 19. It is again noted that the combinations of the ( \(\left.\ell \mathrm{m}_{\ell}\right)\) functions depend upon the definition of the spherical harmonics and care should be exercised when comparing the expressions of various authors. To distinguish between the symmetry of the final basis functions and the symmetry of the single electron functions, it is convenient to follow the example of Liehr and Ballhausen (26). They denote the over-all symmetry of the basis functions by the Bethe (1) notation: \(\Gamma_{1}, \Gamma_{2}\), etc.; and denote the symmetry of the single electron functions using lower case letters of the Mulliken (2) notation: \(a_{1}, a_{2}, b_{1}, b_{2}\), and \(e\). Table 18 gives the symmetry in both notations, but the Mulliken notation is used.
2. Symmetry adapted spatial product functions

By application of the direct product theorem of group theory, the irreducible representation(s) to which the products of two symmetry adapted single electron functions belong can be obtained. Table 20 lists the resultant irreducible product representations for the \(D_{4}\) group. Of course since none of the five symmetry adapted d-orbitals belongs to

Table 19. Summetry adapted single electron functions
\begin{tabular}{lccc}
\hline \begin{tabular}{l} 
Symmeiry group \\
Bethe Muliken
\end{tabular} & Function & \begin{tabular}{c} 
Usual \\
designa- \\
tion of the \\
orbital
\end{tabular} & \begin{tabular}{c} 
Designation \\
in this \\
thesis
\end{tabular} \\
\hline\(\Gamma_{1}=a_{1}\) & \((2,0)\) & \(d z^{2}\) & \(\left(z^{2}\right)\) \\
\(\Gamma_{3}=b_{1}\) & \(\left.\frac{1}{\sqrt{2}}[(2,2)+\mid 2,-2)\right]\) & \(d x^{2}-y^{2}\) & \(\left(x^{2}-y^{2}\right)\) \\
\(\Gamma_{4}=b_{2}\) & \(\frac{1}{i \sqrt{2}}[(2,2)-(2,-2)]\) & \(d x y\) & \((x y)\) \\
\(\Gamma_{5}=e\) & \(\frac{1}{\sqrt{2}}[(2,-1)-(2,1)]\) & \(d x z\) & \((x z)\) \\
& \(\left.\frac{i}{\sqrt{2}}[(2,-1)+\mid 2,1)\right]\) & \(d y z\) & \((y z)\) \\
\hline
\end{tabular}

Table 20. Direct products of \(D_{4 h}\) irreducible representation


The irreauciole representation: \(2=\), thnop diront nrodunte involving this representation are not required for the spatial product functions. However, as is seen in the following section, one of the symmetry adapted spin functions for the triplet state does form a basis function for the \(a_{2}\) representation, and hence it is included in Table 20.

The details of constructing the symmetry adapted two electron product functions for the \(D_{4}\) group are outlined in Appendix D. The functions which result are not tabulated since the procedure is quite straightforward. A final tabulation which includes the symmetry adapted spin functions is given in Table 2l. To quickly illustrate the procedure, one can consider the products of the two functions \(\left(x^{2}-y^{2}\right)\) and ( \(x y\) ) . Since \(\left(x^{2}-y^{2}\right)\) is a basis function for \(b_{l}\), and ( \(x y\) ) is a basis function for \(b_{2}\), then both product functions, \(\left(x^{2}-y^{2}\right)(1)\) - (xy) (2) and (xy) (1). ( \(\left.x^{2}-y^{2}\right)^{(2)}\) are basis functions for the irreducible representation \(a_{2}\), since \(b_{1} x b_{2}=a_{2}\). Generally, it is convenient to construct linear combinations of the two functions, one symmetric and the other antisymmetric. Thus:
\[
\begin{aligned}
& \phi_{1}=1 / \sqrt{2}\left[\left(x^{2}-y^{2}\right)(x y)+(x y)\left(x^{2}-y^{2}\right)\right] \text { (symmetric) } \\
& \varnothing_{2}=1 / \sqrt{2}\left[\left(x^{2}-y^{2}\right)(x y)-(x y)\left(x^{2}-y^{2}\right)\right] \text { (anti- } \\
& \text { symmetric) }
\end{aligned}
\]
where \(\left(x^{2}-y^{2}\right)(x y)\) means that \(\left(x^{2}-y^{2}\right)\) is the wave function associated with electron 1 , and ( \(x y\) ) is the wave function associated with electron 2.

Table Ll. Strong field braid functions, onvininte form

Symmetry adapted product functions in terms of Cartesian coordinates
\(\Gamma_{1}\) matrix:
\[
I_{A_{1}}\left(a_{1} a_{1}\right)=\frac{1}{\sqrt{2}}\left[\left(z^{2}\right)\left(z^{2}\right)\right][\alpha \beta-\beta \alpha]
\]
\[
I_{A_{1}}\left(b_{1} b_{1}\right)=\frac{1}{\sqrt{2}}\left[\left(x^{2}-y^{2}\right)\left(x^{2}-y^{2}\right)\right][\alpha \beta-\beta \alpha]
\]
\[
l_{A_{1}}\left(b_{2} b_{2}\right)=\frac{1}{\sqrt{2}}[(x y)(x y)][\alpha \beta-\beta \alpha]
\]
\[
1_{A_{1}}(e e)=\frac{1}{2}[(x z)(x z)+(y z)(y z)][\alpha \beta-\beta \alpha]
\]
\[
{ }^{3} A_{2}(e e)=\frac{1}{2}[(x z)(y z)-(y z)(x z)][\alpha \beta+\beta \alpha]
\]
\[
3_{A_{2}}\left(b_{1} b_{2}\right)=\frac{1}{2}\left[\left(x^{2}-y^{2}\right)(x y)-(x y)\left(x^{2}-y^{2}\right)\right][\alpha \beta+\beta \alpha]
\]
\[
{ }^{3} E\left(a_{1} e\right)=\frac{1}{\sqrt{8}}\left[(x z)\left(z^{2}\right)-\left(z^{2}\right)(x z)\right][\alpha \alpha+\beta \beta]
\]
\[
-\left[(y z)\left(z^{2}\right)-\left(z^{2}\right)(y z)\right][i][\alpha \alpha-\beta \beta]
\]
\[
3_{E}\left(b_{1} e\right)=\frac{1}{\sqrt{8}}\left[(x z)\left(x^{2}-y^{2}\right)-\left(x^{2}-y^{2}\right)(x z)\right][\alpha \alpha+\beta \beta]
\]
\[
+\left[(y z)\left(x^{2}-y^{2}\right)-\left(x^{2}-y^{2}\right)(y z)\right][i][\alpha \alpha-\beta \beta]
\]
\[
3_{E\left(b_{2} e\right)}=\frac{1}{\sqrt{8}}[(x z)(x y)-(x y)(x z)][i][\alpha \alpha-\beta \beta]
\]
\[
-[(y z)(x y)-(x y)(y z)][\alpha \alpha+\beta \beta]
\]
\(\Gamma_{2}\) matrix:
\[
\begin{aligned}
I_{A_{2}}\left(b_{1} b_{2}\right)= & \frac{1}{2}\left[\left(x^{2}-y^{2}\right)(x y)+(x y)\left(x^{2}-y^{2}\right)\right][\alpha \beta-\beta \alpha] \\
3_{E}\left(a_{1} e\right)=\frac{1}{\sqrt{8}} & {\left[(x z)\left(z^{2}\right)-\left(z^{2}\right)(x z)\right][i][\alpha \alpha-\beta \beta] } \\
& +\left[(y z)\left(z^{2}\right)-(y z)\left(z^{2}\right)\right][\alpha \alpha+\beta \beta]
\end{aligned}
\]

Table 21. (Continued)

Symmetry adapted product functions in terms of Cartesian coordinates
\(\Gamma_{2}\) matrix (continued):
\(3_{E}\left(b_{1} e\right)=\frac{1}{\sqrt{8}}\left[\left(x^{2}-y^{2}\right)(x z)-(x z)\left(x^{2}-y^{2}\right)\right][i][\alpha \alpha-\beta \beta]\) \(-\left[\left(x^{2}-y^{2}\right)(y z)-(y z)\left(x^{2}-y^{2}\right)\right][\alpha \alpha+\beta \beta]\)
\({ }^{3} E\left(b_{2} e\right)=\frac{1}{\sqrt{8}} \quad[(x z)(x y)-(x y)(x z)][\alpha \alpha+\beta \beta]\)
\(\Gamma_{3}\) matrix \(+[(y z)(x y)-(x y)(y z)][i][\alpha \alpha-\beta \beta]\)
\[
l_{B_{1}}\left(a_{1} b_{1}\right)=\frac{1}{2}\left[\left(z^{2}\right)\left(x^{2}-y^{2}\right)+\left(x^{2}-y^{2}\right)\left(z^{2}\right)\right][\alpha \beta-\beta \alpha]
\]
\[
I_{B_{1}}(e e)=\frac{1}{2}[(x z)(x z)-(y z)(y z)][\alpha \beta-\beta \alpha]
\]
\[
{ }^{3} B_{2}\left(a_{1} b_{2}\right)=\frac{1}{2}\left[\left(z^{2}\right)(x y)-(x y)\left(z^{2}\right)\right][\alpha \beta+\beta \alpha]
\]
\[
3_{E}\left(a_{1} e\right)=\frac{1}{\sqrt{8}}\left[(x z)\left(z^{2}\right)-\left(z^{2}\right)(x z)\right][\alpha \alpha+\beta \beta]
\]
\[
+\left[(y z)\left(z^{2}\right)-\left(z^{2}\right)(y z)\right][i][\alpha \alpha-\beta \beta]
\]
\(3_{E}\left(b_{1} e\right)=\frac{1}{\sqrt{8}}\left[(x z)\left(x^{2}-y^{2}\right)-\left(x^{2}-y^{2}\right)(x z)\right][\alpha \alpha+\beta B]\)
\[
-\left[(y z)\left(x^{2}-y^{2}\right)-\left(x^{2}-y^{2}\right)(y z)\right][i][\alpha \alpha-\beta \beta]
\]
\(3_{E}\left(b_{2} e\right)=\frac{1}{\sqrt{8}}[(x z)(x y)-(x y)(x z)][i][\alpha \alpha-\beta \beta]\) \(+[(y z)(x y)-(x y)(y z)][\alpha \alpha+\beta \beta]\)
\(\Gamma_{4}\) matrix:
\(l_{B_{2}}\left(a_{1} b_{2}\right)=\frac{1}{2}\left[\left(z^{2}\right)(x y)+(x y)\left(z^{2}\right)\right][\alpha \beta-\beta \alpha]\)
\(l_{B_{2}}(e e)=\frac{1}{2}[(x z)(y z)+(y z)(x z)][\alpha \beta-B a]\)
mable ii. (Continued)

Symmetry adapted product functions in terms of Cartesian
coordinates
\(\Gamma_{4}\) matrix (continued) \(=\)
\[
\begin{aligned}
3_{B_{I}}\left(a_{1} b_{1}\right)= & \frac{1}{2}\left[\left(z^{2}\right)\left(x^{2}-y^{2}\right)-\left(x^{2}-y^{2}\right)\left(z^{2}\right)\right][\alpha \beta+\beta \alpha] \\
{ }^{3} E\left(a_{1} e\right)=\frac{1}{\sqrt{8}} & {\left[(x z)\left(z^{2}\right)-\left(z^{2}\right)(x z)\right][i][\alpha \alpha-\beta \beta] } \\
& -\left[(y z)\left(z^{2}\right)-\left(z^{2}\right)(y z)\right][\alpha \alpha+\beta \beta]
\end{aligned}
\]
\[
3_{E}\left(b_{1} e\right)=\frac{1}{\sqrt{8}}\left[(x z)\left(x^{2}-y^{2}\right)-\left(x^{2}-y^{2}\right)(x z)\right][i][\alpha a-\beta B]
\]
\[
+\left[(y z)\left(x^{2}-y^{2}\right)-\left(x^{2}-y^{2}\right)(y z)\right][\alpha \alpha+\beta \beta]
\]
\(3^{3} E\left(b_{2} e\right)=\frac{1}{\sqrt{8}}[(x z)(x y)-(x y)(x z)][\alpha \alpha+\beta \beta]\)
\[
-[(y z)(x y)-(x y)(y z)][i][\alpha \alpha-\beta \beta]
\]
\(\Gamma_{5}\) matrix:
\[
\begin{aligned}
& I_{E\left(a_{1} e\right)=(1)}=\frac{1}{2}\left[\left(z^{2}\right)(x z)+(x z)\left(z^{2}\right)\right][\alpha \beta-\beta \alpha] \\
& (2)=\frac{1}{2}\left[\left(z^{2}\right)(y z)+(y z)\left(z^{2}\right)\right][\alpha \beta-\beta \alpha] \\
& I_{E\left(b_{1} e\right)=\quad(1)}=\frac{1}{2}\left[-\left(x^{2}-y^{2}\right)(x z)-(x z)\left(x^{2}-y^{2}\right)\right][\alpha \beta-\beta \alpha] \\
& (2)=\frac{1}{2}\left[\left(x^{2}-y^{2}\right)(y z)+(y z)\left(x^{2}-y^{2}\right)\right][\alpha \beta-\beta \alpha] \\
& I_{E\left(b_{2} e\right)=\quad(1)}=\frac{1}{2}[(x y)(y z)+(y z)(x y)][\alpha \beta-\beta \alpha] \\
& { }^{3}=(2)=\frac{1}{2}[(x y)(x z)+(x z)(x y)][\alpha \beta-\beta \alpha] \\
& { }^{2}\left(a_{1} e\right)=\quad(1)=\frac{1}{2}\left[\left(z^{2}\right)(y z)-(y z)\left(z^{2}\right)\right][\alpha \beta+\beta \alpha] \\
&
\end{aligned}
\]

Table al. (Continued)

Symmetry adapted product functions in terms of Cartesian coordinates
\(\Gamma_{5}\) matrix continued:
\[
\begin{aligned}
3_{E}\left(b_{1} e\right)=(1) & =\frac{1}{2}\left[\left(x^{2}-y^{2}\right)(y z)-(y z)\left(x^{2}-y^{2}\right)\right][\alpha \beta+\beta \alpha] \\
(2) & =\frac{1}{2}\left[\left(x^{2}-y^{2}\right)(x z)-(x z)\left(x^{2}-y^{2}\right)\right][\alpha \beta+\beta \alpha] \\
3_{E}\left(b_{2} e\right)=(1) & =\frac{1}{2}[(x y)(x z)-(x z)(x y)][\alpha \beta+\beta \alpha] \\
(2) & =\frac{1}{2}[-(x y)(y z)+(y z)(x y)][\alpha \beta+\beta \alpha] \\
3_{B_{1}}\left(a_{1} b_{1}\right)=(1) & =\frac{1}{2}\left[\left(z^{2}\right)\left(x^{2}-y^{2}\right)-\left(x^{2}-y^{2}\right)\left(z^{2}\right)\right][\alpha \alpha+\beta \beta] \\
(2) & =\frac{1}{2}\left[\left(z^{2}\right)\left(x^{2}-y^{2}\right)-\left(x^{2}-y^{2}\right)\left(z^{2}\right)\right][i][\alpha \alpha-\beta \beta] \\
3_{B_{2}}\left(a_{1} b_{2}\right)=(1) & =\frac{1}{2}\left[\left(z^{2}\right)(x y)-(x y)\left(z^{2}\right)\right][i][\alpha \alpha-\beta \beta] \\
(2) & =\frac{1}{2}\left[-\left(z^{2}\right)(x y)+(x y)\left(z^{2}\right)\right][\alpha \alpha+\beta \beta] \\
3_{A_{2}}\left(b_{1} b_{2}\right)=(1) & =\frac{1}{2}\left[\left(x^{2}-y^{2}\right)(x y)-(x y)\left(x^{2}-y^{2}\right)\right][i][\alpha \alpha-\beta \beta] \\
(2) & =\frac{1}{2}\left[\left(x^{2}-y^{2}\right)(x y)-(x y)\left(x^{2}-y^{2}\right)\right][\alpha \alpha+\beta \beta] \\
3_{A_{2}}(e e)=(1) & =\frac{1}{2}[(x z)(y z)-(y z)(x z)][i][\alpha \alpha-\beta \beta]
\end{aligned}
\]

The spin functions, \(a\) and \(\beta\), may be considered to be basis vectors for a two dimensional complex space. Therefore, in order to construct symmetry adapted spin functions one makes use of a transformation property inherent in the definition of the spin components, namely, that for every symmetry operation matrix in real space there is a corresponding matrix in complex space having the same group properties. The derivation of such matrices is discussed in Appendix D. The important conclusions to be considered from the appendix are:
A. Just as the weak field functions may be characterized by certain irreducible representations according to their values of total orbital angular momentum, \(J\), so the spin functions can be characterized by their values of spin, \(S\). Thus, for the integral spins, \(S=1\) and \(S=0\) in the \(D_{4}\) symmetry, one obtains from Table 3:
\[
\begin{aligned}
& s=1 \text { belongs to } A_{2}+E \\
& s=0 \text { belongs to } A_{1} .
\end{aligned}
\]

In the case of half-integral spins, recourse to the "double groups" is necessary. See the article by Bethe (1) or mcClure (23).
B. The spin basis functions corresponding to the irreducible representations are:
\[
\begin{align*}
& A_{1}: \quad \xi_{1}=1 / \sqrt{2}[\alpha \beta-\beta \alpha] ; \text { for singlet states, } s=0 .  \tag{120}\\
& A_{2}: \quad \xi_{2}=1 / \sqrt{2}[\alpha \beta+\beta \alpha] ; \text { for triplet states, } s=1  \tag{121}\\
& E=\quad \xi_{3}=1 / \sqrt{2}[\alpha \alpha+\beta \beta] ; \\
& \quad \xi_{4} \quad i / \sqrt{2}[\alpha \alpha-\beta \beta] ; \text { for triplet states, } s=1
\end{align*}
\]

\section*{4. Strong field symmetry adapted functions}

Combining the symmetry adapted space and spin functions to obtain the final form of the basis functions for the strong field matrices follows the same "direct product approach". For example, consider the direct product function:
\[
\begin{equation*}
\psi=\varnothing \times \xi_{2} \tag{123}
\end{equation*}
\]
where \(\varnothing=1 / \sqrt{2}\left[\left(x^{2}-y^{2}\right)(x y)-(x y)\left(x^{2}-y^{2}\right)\right]\), which belongs to \(a_{2}\),
and \(\quad \xi_{2}=1 / \sqrt{2}[\alpha \beta+\beta \alpha]\), which belongs to \(A_{2}\). \(\psi\) is the basis function for the irreducible representation \(\Gamma_{1}=A_{1}\) since \(a_{2} \times A_{2}=A_{1}\).

By similar processes all possible combinations of the spin and space functions are taken. Of course, full cognizance of the Pauli Exclusion Principle must be made. Thus, the combination of \(\varnothing\), given above, with the spin function, \(\xi_{1}=\frac{1}{\sqrt{2}}[\alpha \beta-\beta a]\) is not allowed since both space and spin parts are antisymmetric and the total function would be symmetric.

The strong field basis functions which result for square-
planar symmetry are given in Table 2l. The states are labelled \({ }^{2 S+1} \Gamma_{i}(u, v)\), where \(s\) is the spin of the state, \(\Gamma_{i}\) is the representation to which the spatial product function belongs, and \(u, v\) are the symmetry representations of the single electron space functions from which the function is composed. Thus, for example, the function
\[
\begin{equation*}
\psi=\frac{1}{2}\left[\left(x^{2}-y^{2}\right)(x y)-(x y)\left(x^{2}-y^{2}\right)\right][\alpha \beta+\beta \alpha] \tag{124}
\end{equation*}
\]
would be \({ }^{3} A_{2}\left(b_{1} b_{2}\right)\).

\section*{D. Strong Field Matrix Elements}

In calculating the matrix elements of the strong field, it is convenient to convert the \(\left(z^{2}\right),(x z)\), etc., notation back to the \(\left.\mid \rho, m_{l}, s, m_{s}\right)\) notation. Thus:
\(1 / 2[(x z)(y z)-(y z)(x z)][\alpha \beta+\beta \alpha]=\)
\[
\begin{align*}
& =1 / 2 i / 2[\mid-1)-|1|][\mid-1)+(1)] \\
& -[|-1|+(1)][\mid-1)-(1)]\{\alpha \beta+\beta \alpha\} \\
& =1 / 2 i[(1,-1)-(-1,1)][\alpha \beta+\beta \alpha] \tag{125}
\end{align*}
\]

Table 22 lists the strong field matrix elements in the \(\left.\mid f, m_{\ell}, s, m_{s}\right)\) form. Then the ligand field matrix elements are calculated in the same way as for the weak field functions. Of course, ligand field terms appear only in the diagonal elements of the matrices.

For the LS coupling elements and the electrostatic interaction terms there are no convenient tables, as existed for the weak field functions. Hence, they are calculated from the

Table 22. Strong field basis functions, \(\mid\), me, s, ms form

Symmetry adapted product functions in \(\mid f, m_{l}, s, m_{s}\) ) form
\(\Gamma_{1}\) matrix:
\(I_{A_{I}}\left(a_{I} a_{1}\right)=\frac{1}{\sqrt{2}}[(0,0)][\alpha \beta-\beta \alpha]\)
\(I_{A_{1}}\left(b_{1} b_{1}\right)=\frac{1}{\sqrt{8}}[(2,2)+(2,-2)+(-2,2)+(-2,-2)][\alpha \beta-\beta \alpha]\)
\(I_{A_{1}}\left(b_{2} b_{2}\right)=\frac{1}{\sqrt{8}}[-(2,2)+(2,-2)+(-2,2)-(-2,-2)][\alpha \beta-\beta \alpha]\)
\(I_{A_{1}}(e e)=\frac{1}{2}[(1,-1)+(-1,1)][\alpha \beta-\beta \alpha]\)
\({ }^{3} A_{2}(e e)=\frac{1}{2 i}[(-2,2)-(2,-2)][\alpha \beta+\beta \alpha]\)
\(3_{A_{2}}\left(b_{1} b_{2}\right)=\frac{1}{2 i}[(-2,2)-(2,-2)][\alpha \beta+\beta \alpha]\)
\(3_{E\left(a_{1} e\right)}=\frac{1}{2}[(-1,0)-(0,-1)][\alpha \alpha]+[(0,1)-(1,0)][\beta \beta]\)
\(3_{E\left(b_{1} e\right)}=\frac{1}{\sqrt{8}}[(2,1)+(-2,1)-(1,2)-(1,-2)][\alpha \alpha]\) \(+[(-1,2)+(-1,-2)-(2,-1)-(-2,-1)][\beta \beta]\)
\(3_{E\left(b_{2} e\right)}=\frac{1}{\sqrt{8}}[(2,1)-(-2,1)-(1,2)+(1,-2)][\alpha \alpha]\) \(+[-(-1,2)+(-1,-2)+(2,-1)-(-2,-1)][\beta \overline{ }]\)
\(\Gamma_{2}\) matrix:
\[
\begin{aligned}
1_{A_{2}}\left(b_{1} b_{2}\right)= & \frac{1}{2 i}[(2,2)-(-2,-2)][a \rho-\beta \alpha] \\
3_{E}\left(a_{1} e\right)= & \frac{1}{2 i}[(0,-1)-(-1,0)][a \alpha]+[(0,1)-(1,0)][\beta \beta] \\
3_{E}\left(b_{1} e\right)= & \frac{1}{i \sqrt{8}}[(2,1)-(-2,1)-(1,2)+(1,-2)][\alpha \alpha] \\
& +[(2,-1)-(-2,-1)+(-1,2)-(-1,-2)][\beta \beta]
\end{aligned}
\]
mable 22. (Continued)

Symmetry adapted product function in \(\left.\mid \hat{i}, m_{2}, s, m_{s}\right)\) form
\(\Gamma_{2}\) matrix continued:
\(\begin{aligned} 3_{E}\left(b_{2} e\right)=\frac{1}{i \sqrt{8}} & {[(2,1)-(-2,1)-(1,2)+(1,-2)][\alpha \alpha] } \\ & +[(2,-1)-(-2,-1)+(-1,2)-(-1,-2)][\rho \rho]\end{aligned}\)
\(\Gamma_{3}\) matrix:
\(I_{B_{1}}\left(a_{1} b_{1}\right)=\frac{1}{\sqrt{8}}[(2,0)+(-2,0)+(0,2)+(0,-2)][\alpha \beta+\beta \alpha]\)
\(I_{B_{1}}(\) ee \()=\frac{1}{2}[(1,1)+(-1,-1)][\alpha \beta-\beta \alpha]\)
\({ }^{3} B_{2}\left(a_{1} b_{2}\right)=\frac{1}{i \sqrt{8}}[(0,2)-(0,-2)-(2,0)+(-2,0)][\alpha \beta+\beta a]\)
\(3_{E}\left(a_{1} e\right)=\frac{1}{2}[(0,1)-(1,0)][\alpha \alpha]+[(-1,0)-(0,-1)][\beta \beta]\)
\(3_{E}\left(b_{1} e\right)=\frac{1}{\sqrt{8}}[(-1,2)+(-1,-2)-(2,-1)-(-2,-1)][\alpha \alpha]\) \(+[-(1,2)-(1,-2)+(2,1)+(-2,1)][\beta \beta]\)
\(3_{E}\left(b_{2} e\right)=\frac{1}{\sqrt{8}}[(-1,2)-(-1,-2)-(2,-1)+(-2,-1)][\alpha \alpha]\) \(+[(1,2)-(1,-2)-(2,1)+(-2,1)][\beta \overline{1}]\)
\(\Gamma_{4}\) matrix:
\(I_{B_{2}}\left(a_{1} b_{2}\right)=\frac{1}{i \sqrt{8}}[(0,2)-(0,-2)+(2,0)-(-2,0)][\alpha \beta-\beta a]\)
\(I_{B_{2}}(e e)=\frac{1}{i 2}[(1,1)-(-1,-1)][\alpha \beta-\beta \alpha]\)
\(3_{B_{1}}\left(a_{1} b_{1}\right)=\frac{1}{\sqrt{8}}[(0,2)+(0,-2)-(2,0)-(-2,0)][\alpha \beta+\beta \alpha]\)
\({ }^{3} E\left(a_{1} e\right)=\frac{1}{i 2}[(1,0)-(0,1)][\alpha \alpha]+[(-1,0)-(0,-1)][\beta B]\)

Table 22. (Continued)

Symmetry adapted product function in \(\left(\mathcal{L}, m_{\mathcal{L}}, s, m_{s}\right)\) form
\(\Gamma_{4}\) matrix continued:
\(3_{E}\left(b_{1} e\right)=\frac{1}{i \sqrt{8}}[-(-1,2)-(-1,-2)+(2,-1)+(-2,-1)][\alpha a]\) \(+[-(1,2)-(1,-2)+(2,1)+(-2,1)][\beta \beta]\)
\({ }^{3} E\left(b_{2} e\right)=\frac{1}{i \sqrt{8}}[(-1,2)-(-1,-2)-(2,-1)+(-2,-1)][a \alpha]\) \(+[-(1,2)+(1,-2)+(2,1)-(-2,1)][B B]\)
\(\Gamma_{5}\) matrix:
\[
\begin{aligned}
I_{E}\left(a_{1} e\right)=(1) & =\frac{1}{\sqrt{8}}[(0,-1)-(0,1)+(-1,0)-(1,0)][\alpha \beta-\beta \alpha] \\
(2) & =\frac{1}{i \sqrt{8}}[-(0,-1)-(0,1)-(-1,0)-(1,0)][\alpha \beta-\beta \alpha]
\end{aligned}
\]
\(I_{E}\left(b_{I} e\right)=\)
\[
\begin{aligned}
(1)= & \frac{1}{4}[-(2,-1)-(-2,-1)+(2,1)+(-2,1)-(-1,2) \\
& -(-1,-2)+(1,2)+(1,-2)][\alpha \beta-\beta \alpha] \\
(2)= & \frac{1}{i 4}[-(2,-1)-(-2,-1)-(2,1)-(-2,1)-(-1,2) \\
& -(-1,-2)-(1,2)-(1,-2)][\alpha \beta-\beta \alpha]
\end{aligned}
\]
\(l_{E}\left(b_{2} e\right)=\)
\((1)=\frac{1}{4}[(2,-1)-(-2,-1)+(2,1)-(-2,1)+(-1,2)\) \(-(-1,-2)+(1,2)-(1,-2)][\alpha \beta-\beta \alpha]\)
\((2)=\frac{1}{i 4}[(2,-1)-(-2,-1)-(2,1)+(-2,1)+(-1,2)\) \(-(-1,-2)-(1,2)+(1,-2)][\alpha \beta-\beta \alpha]\)
\(I_{E}\left(a_{1} e\right)=(1)=\frac{1}{i \sqrt{8}}[-(0,-1)-(0,1)+(-1,0)+(1,0)][\alpha \beta+\beta \alpha]\)
\((2)=\frac{1}{\sqrt{\overline{8}}}[-(0,-1)+(0,1)+(-1,0)-(1,0)][\alpha \beta+\beta \alpha]\)

Table 22. (Continued)

Symmetry adapted product function in \(\mid \mathrm{L}, \mathrm{m}_{\mathrm{g}}, \mathrm{s}, \mathrm{m}_{\mathrm{s}}\) ) form
\(\Gamma_{5}\) matrix continued:
\[
\begin{aligned}
& l_{E}\left(b_{1} e\right)= \\
& (I)=\frac{1}{4 i}[-(2,-1)-(-2,-1)-(2,1)-(-2,1)+(-1,2) \\
& +(-1,-2)+(1,2)+(1,-2)][\alpha \beta+\beta \alpha] \\
& (2)=\frac{1}{4}[(2,-1)+(-2,-1)-(2,1)-(-2,1)-(-1,2) \\
& -(-1,-2)+(1,2)+(1,-2)][\alpha \beta+\beta \alpha] \\
& 1_{E}\left(b_{2} e\right)= \\
& (I)=\frac{1}{4 i}[(2,-1)-(-2,-1)-(2,1)+(-2,1)-(-1,2) \\
& +(-1,-2)+(1,2)-(1,-2)][\alpha \beta+\beta \alpha] \\
& (2)=\frac{1}{4}[-(2,-1)+(-2,-1)-(2,1)-(-2,1)+(-1,2) \\
& -(-1,-2)+(1,2)+(1,-2)][\alpha \beta+\beta \alpha] \\
& \begin{aligned}
{ }^{3} B_{1}\left(a_{1} b_{1}\right)=(1) & =\frac{1}{\sqrt{8}}[(0,2)+(0,-2)-(2,0)-(-2,0)][\alpha \alpha+\beta \beta] \\
(2) & =\frac{i}{\sqrt{8}}[(0,2)+(0,-2)-(2,0)-(-2,0)][\alpha \alpha-\beta \beta]
\end{aligned} \\
& { }^{3} B_{2}\left(a_{1} b_{2}\right)=(1)=\frac{1}{\sqrt{8}}[(0,2)-(0,-2)-(2,0)+(-2,0)][\alpha \alpha-\beta B] \\
& (2)=\frac{1}{i \sqrt{8}}[-(0,2)+(0,-2)+(2,0)-(-2,0)][\alpha \alpha+\beta \beta] \\
& { }^{3} A_{2}\left(b_{1} b_{2}\right)=(1)=\frac{1}{2}[(-2,2)-(2,-2)][\alpha \alpha-\beta \beta] \\
& (2)=\frac{1}{i 2}[(-2,2)-(2,-2)][\alpha \alpha+\beta \beta] \\
& { }^{3} A_{2}(e e)=(1)=\frac{1}{2}[(1,-1)-(-1,1)][\alpha \alpha-\beta \beta] \\
& (2)=\frac{1}{i 2}[(1,-1)-(-1,1)][\alpha \alpha+\beta \in]
\end{aligned}
\]
operator expressions. Ecr the is coupling terms:
\[
\begin{align*}
& \left.\left.+\ell_{-}(2) s_{+}(2)\right)+2 a_{z}(1) \nu_{j}(1)+i_{z}(2) \nu_{j}(2)\right) \tag{126}
\end{align*}
\]

For the electronic interaction terms, the general expression For two electron wave Functions has been given by condon and Shortley (5):
\[
\begin{aligned}
& \left(a b\left|e^{2} / r_{i j}\right| c d\right)=5\left(m_{s} a, m_{s}^{c}\right) \delta\left(m_{s} b, m_{s}^{d}\right) \delta\left(m_{\ell}^{a}+m_{l} b, m_{l} c_{+m_{l}}^{d}\right) \cdot
\end{aligned}
\]
where the \(F_{k}\) are the Slater-Condor Parameters and the \(c^{k}\) are coefficients. The methods for evaluating the \(c^{k}\) are outIined in Appendix \(D\).

Application of the three operators to the functions listed in Table 22 yields the strong field matrix elements given in Tables 23 through 27.

Table 23b. Non-zero values of \(\Gamma_{I}\) strong field matrix elements
\begin{tabular}{|c|c|}
\hline Matrix elements & Value \\
\hline \(\mathrm{v}_{11}\) & \(2 Q_{0}+4 F_{2}+36 F_{4}\) \\
\hline \(v_{21}=v_{12} *\) & \(4 \mathrm{~F}_{2}+15 \mathrm{~F}_{4}\) \\
\hline \(v_{22}\) - & \(2\left[\mathrm{Q}_{2}+\mathrm{B}_{2-2}\right]+4 \mathrm{~F}_{2}+36 \mathrm{~F}_{4}\) \\
\hline \(\mathrm{v}_{31}=\mathrm{v}_{13}{ }^{*}\) & \(4 \mathrm{~F}_{2}+15 \mathrm{~F}_{4}\) \\
\hline \(v_{32}=v_{23} *\) & \(35 \mathrm{~F}_{4}\) \\
\hline \(\mathrm{v}_{33}\) & \(2\left[\mathrm{Q}_{2}-\mathrm{B}_{2-2}\right]+4 \mathrm{~F}_{2}+36 \mathrm{~F}_{4}\) \\
\hline \(v_{41}=v_{14}\) * & \(\sqrt{2}\left[\mathrm{~F}_{2}+30 \mathrm{~F}_{4}\right]\) \\
\hline \(v_{42}=v_{24} *\) & \(\sqrt{2}\left[3 \mathrm{~F}_{2}+20 \mathrm{~F}_{4}\right]\) \\
\hline \(v_{43}=v_{34}{ }^{*}\) & \(\sqrt{2}\left[3 \mathrm{~F}_{2}+20 \mathrm{~F}_{4}\right]\) \\
\hline \({ }^{*} 44\) & \(2 Q_{1}+7 F_{2}+56 F_{4}\) \\
\hline \(\mathrm{v}_{54}=\mathrm{v}_{45}{ }^{*}\) & -2 i \(\alpha\) \\
\hline \(\mathrm{v}_{55}\) & \(2 Q_{1}-5 \mathrm{~F}_{2}-24 \mathrm{~F}_{4}\) \\
\hline \(v_{62}=v_{26}{ }^{*}\) & i \(\sqrt{8} \alpha\) \\
\hline \(v_{63}=v_{36} *\) & i \(\sqrt{8} \alpha\) \\
\hline \(\mathrm{v}_{65}=\mathrm{v}_{56}{ }^{\text {* }}\) & \(6 F_{2}-30 F_{4}\) \\
\hline \(\mathrm{v}_{66}\) & \(2 Q_{2}+4 \mathrm{~F}_{2}-69 \mathrm{~F}_{4}\) \\
\hline \(v_{71}=v_{17} *\) & \(2 \sqrt{3} \alpha\) \\
\hline \(\mathrm{v}_{74}=\mathrm{v}_{47}\) * & \(-\sqrt{6} \alpha\) \\
\hline \(v_{75}=v_{57} *\) & \(-i \sqrt{6} a\) \\
\hline
\end{tabular}

Table 23a. Strong field matrix elements, \(d^{8}\) configuration in square-planar symmetry, \(\Gamma_{1}\) matrix \({ }^{a}\)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline & \[
\begin{gathered}
{ }_{I_{A_{1}}} \\
\left(a_{1} a_{1}\right)
\end{gathered}
\] & \[
\begin{gathered}
l_{A} \\
\left(\mathrm{~b}_{1} \mathrm{~b}_{1}\right)
\end{gathered}
\] & \[
\begin{gathered}
\mathrm{l}_{\mathrm{A}_{1}} \\
\left(\mathrm{~b}_{2} \mathrm{~b}_{2}\right)
\end{gathered}
\] & \begin{tabular}{l}
\(1_{A_{1}}\) \\
(ee)
\end{tabular} & \[
3_{A_{2}}
\]
(ee) & \[
\begin{gathered}
{ }^{3} \mathrm{~A}_{2} \\
\left(\mathrm{~b}_{1} \mathrm{~b}_{2}\right)
\end{gathered}
\] & \[
\begin{gathered}
{ }^{3} E \\
\left(a_{1} e\right)
\end{gathered}
\] & \[
\begin{gathered}
3_{E} \\
\left(b_{1} e\right)
\end{gathered}
\] & \[
\begin{gathered}
3_{E} \\
\left(b_{2} e\right)
\end{gathered}
\] \\
\hline \(\lambda_{A_{1}}\left(a_{1} a_{1}\right)\) & \(\mathrm{v}_{11}\) & \(\mathrm{v}_{12}\) & \(\mathrm{v}_{13}\) & \(v_{14}\) & 0 & 0 & \(\mathrm{v}_{17}\) & 0 & 0 \\
\hline \({ }^{A_{1}}\left(\mathrm{~b}_{1} \mathrm{~b}_{1}\right)\) & \(\mathrm{v}_{21}\) & \(\mathrm{v}_{22}\) & \(\mathrm{v}_{23}\) & \(\mathrm{v}_{24}\) & 0 & \(\mathrm{v}_{26}\) & 0 & \(\mathrm{v}_{28}\) & 0 \\
\hline \(1_{A_{1}}\left(b_{2} b_{2}\right)\) & \(\mathrm{v}_{31}\) & \(\mathrm{v}_{32}\) & \(\mathrm{v}_{33}\) & \(v_{34}\) & 0 & \(\mathrm{v}_{36}\) & 0 & 0 & \(\mathrm{v}_{39}\) \\
\hline \({ }^{L_{A}}\) (ee) & \({ }^{*} 41\) & \({ }^{*} 42\) & \(\mathrm{v}_{43}\) & \(\mathrm{v}_{44}\) & \(\mathrm{v}_{45}\) & 0 & \(\mathrm{v}_{47}\) & \({ }^{48}\) & \(\mathrm{v}_{49}\) \\
\hline \({ }^{3} \mathrm{~A}_{2}(\mathrm{ee})\) & 0 & 0 & 0 & \(\mathrm{v}_{54}\) & \(\mathrm{v}_{55}\) & \(\mathrm{v}_{56}\) & \(\mathrm{v}_{57}\) & \(v_{58}\) & \(\mathrm{v}_{59}\) \\
\hline \({ }^{3} A_{2}\left(b_{1} b_{2}\right)\) & 0 & \(\mathrm{v}_{62}\) & \(\mathrm{v}_{63}\) & 0 & \(\mathrm{v}_{65}\) & \(\mathrm{v}_{66}\) & 0 & \(\mathrm{v}_{68}{ }^{\prime}\) & \(\mathrm{v}_{69}\) \\
\hline \(3^{E}\left(a_{l} e\right)\) & \(v_{71}\) & 0 & 0 & \(\mathrm{v}_{74}\) & \(\mathrm{v}_{75}\) & 0 & \(\mathrm{v}_{77}\) & \(\mathrm{v}_{78}\) & \(\mathrm{v}_{79}\) \\
\hline \({ }^{3} \mathrm{E}\left(\mathrm{b}_{1} \mathrm{e}\right)\) & 0 & \(\mathrm{v}_{82}\) & 0 & \(v_{84}\) & \(\mathrm{v}_{85}\) & \(\mathrm{v}_{86}\) & \(\mathrm{v}_{87}\) & \(\mathrm{v}_{88}\) & \({ }^{89}\) \\
\hline \({ }^{\text {E }}\) ( \(\left.b_{2} e\right)\) & 0 & 0 & \(\mathrm{v}_{93}\) & \(\mathrm{v}_{94}\) & \(\mathrm{v}_{95}\) & \(\mathrm{v}_{96}\) & \(\mathrm{v}_{97}\) & \(\mathrm{v}_{98}\) & \({ }^{\mathrm{v}} 99\) \\
\hline
\end{tabular}

\footnotetext{
\(a_{\text {The }}\) non-zero matrix elements, \(v_{i j}\), where the first index is the row and the second is the column, are given in Table \(23 b\).
}

Table 23b. (continued)

Matrix elements

Value
\(v_{77}\)
\(Q_{1}+Q_{0}+F_{2}-54 F_{4}+a\)
\(v_{82}=v_{28}{ }^{*}\)
\(-2 \alpha\)
\(v_{84}=v_{48} *\)
\(\sqrt{2} a\)
\(v_{85}=v_{58}{ }^{*} \quad-i \sqrt{2} \alpha\)
\(v_{86}=v_{68} *\)
i \(\sqrt{2} \alpha\)
\(v_{87}=v_{78} *\)
\(3 \sqrt{3}\left[-\mathrm{F}_{2}+5 \mathrm{~F}_{4}\right]\)
\(v_{88}\)
\(Q_{2}+Q_{1}+B_{2-2}-\alpha-5 F_{2}-24 F_{4}\)
\(v_{93}=v_{39}{ }^{*}\)
\(2 a\)
\(v_{94}=v_{49} *\)
\(-\sqrt{2} a\)
\(v_{95}=v_{59} *\)
i \(\sqrt{2} a\)
\(v_{96}=v_{69} *\)
\(-i \sqrt{2} \alpha\)
\(v_{97}=v_{79} *\)
\(3 \sqrt{3}\left[F_{2}-5 F_{4}\right]\)
\(v_{98}=v_{89} *\)
\(2 a-3 F_{2}+15 F_{4}\)
\(v_{99}\)
\(Q_{2}+Q_{1}-B_{2-2}-\alpha-5 F_{2}-24 F_{4}\)

Table 24a, Strong field matrix elements, \(\Gamma_{2}\) matrixa
\begin{tabular}{|c|c|c|c|c|}
\hline & \[
\begin{gathered}
\mathrm{I}_{A_{2}} \\
\left(b_{1} b_{2}\right)
\end{gathered}
\] & \[
\begin{gathered}
3_{E} \\
\left(b_{1} e\right)
\end{gathered}
\] & \[
\begin{gathered}
{ }^{3} E \\
\left(\mathrm{~b}_{2} \mathrm{e}\right)
\end{gathered}
\] & \[
\begin{gathered}
3_{E} \\
\left(a_{1} e\right)
\end{gathered}
\] \\
\hline \({ }^{A_{2}}\left(b_{1} b_{2}\right)\) & w11 & \(\mathrm{w}_{12}\) & \({ }^{W} 13\) & 0 \\
\hline \(3_{E}\left(b_{1} e\right)\) & \(\mathrm{w}_{21}\) & \({ }^{W} 22\) & \(\mathrm{w}_{23}\) & \({ }^{W} 24\) \\
\hline \({ }^{3} \mathrm{E}\left(\mathrm{b}_{2} \mathrm{e}\right)\) & \(\mathrm{w}_{31}\) & \(\mathrm{w}_{32}\) & \({ }^{\text {w }} 33\) & \({ }^{\text {w }} 34\) \\
\hline \({ }^{3} E\left(a_{1} e\right)\) & 0 & \(\mathrm{w}_{4} 2\) & \({ }^{W} 43\) & \({ }^{\mathrm{W}} 44\) \\
\hline
\end{tabular}

Table 24b. Non-zero values of \(\Gamma_{2}\) strong field matrix elements

Matrix
elements Values
\begin{tabular}{|c|c|}
\hline \(\mathrm{w}_{11}\) & \(2 \mathrm{O}_{2}+4 \mathrm{~F}_{2}+\mathrm{F}_{4}\) \\
\hline \(\mathrm{w}_{21}=\mathrm{w}_{12}\) * & \(-\sqrt{2} \alpha\) \\
\hline \(\mathrm{w}_{22}\) & \(Q_{2}+Q_{1}+B_{2-2}-\alpha-5 F_{2}-24 F_{4}\) \\
\hline \(w_{31}=w_{13} *\) & \(-\sqrt{2} a\) \\
\hline \(w_{32}=w_{23}{ }^{*}\) & \(-2 \mathrm{Q}-3 \mathrm{~F}_{2}+15 \mathrm{~F}_{4}\) \\
\hline \(\mathrm{w}_{33}\) & \(Q_{2}+Q_{1}-B_{2-2}-\alpha-5 F_{2}-24 F_{4}\) \\
\hline \(w_{42}=w_{24}{ }^{*}\) & \(3 \cdot \sqrt{3}\left[\mathrm{~F}_{2}-5 \mathrm{~F}_{4}\right]\) \\
\hline \(w_{43}=w_{34}\) * & \(-3 \cdot \sqrt{3}\left[\mathrm{~F}_{2}-5 \mathrm{~F}_{4}\right]\) \\
\hline \({ }^{\text {w }} 44\) & \(Q_{1}+Q_{0}+\alpha+F_{2}-54 F_{4}\) \\
\hline
\end{tabular}

Table 25a. Strong field matrix elements, \(\Gamma_{3}\) matrix
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline & \[
\begin{gathered}
{ }^{B_{1}} \\
\left(a_{1} b_{1}\right)
\end{gathered}
\] & \[
\begin{array}{r}
{ }^{1}{ }_{\mathrm{B}}^{1} \\
(\mathrm{ee})
\end{array}
\] & \[
\begin{gathered}
3_{E} \\
\left(a_{1} e\right)
\end{gathered}
\] & \[
\begin{gathered}
3_{E} \\
\left(b_{1} e\right)
\end{gathered}
\] & \[
\begin{gathered}
{ }^{3} E \\
\left(b_{2} e\right)
\end{gathered}
\] & \[
\begin{gathered}
{ }^{3} \mathrm{~B}_{2} \\
\left(\mathrm{a}_{1} \mathrm{~b}_{2}\right)
\end{gathered}
\] \\
\hline \({ }^{l_{B 1}}\left(\mathrm{a}_{1} \mathrm{~b}_{1}\right)\) & \(\mathrm{x}_{11}\) & X 12 & \(\mathrm{x}_{13}\) & \({ }^{1} 14\) & 0 & \(\mathrm{x}_{16}\) \\
\hline \({ }^{1} B_{1}(\mathrm{ee})\) & \(\mathrm{X}_{21}\) & \(\mathrm{x}_{22}\) & \(\mathrm{x}_{23}\) & \(\mathrm{x}_{24}\) & \(\mathrm{x}_{25}\) & 0 \\
\hline \({ }^{3} \mathrm{E}\left(\mathrm{a}_{1} \mathrm{e}\right)\) & \({ }^{*} 31\) & \(\mathrm{x}_{32}\) & \(\mathrm{x}_{33}\) & \({ }^{\text {x }} 34\) & \(\mathrm{x}_{35}\) & \(\mathrm{x}_{36}\) \\
\hline \({ }^{3} \mathrm{E}\left(\mathrm{b}_{1} \mathrm{e}\right)\) & \({ }^{4} 41\) & \(\mathrm{x}_{42}\) & \(\mathrm{x}_{43}\) & \(\mathrm{x}_{44}\) & \(\mathrm{x}_{45}\) & 0 \\
\hline \({ }^{3} \mathrm{E}\left(\mathrm{b}_{2} \mathrm{e}\right)\) & 0 & \(\mathrm{x}_{52}\) & \(\mathrm{x}_{53}\) & \(\mathrm{x}_{54}\) & \(\times_{55}\) & \(\mathrm{X}_{56}\) \\
\hline \({ }^{3} B_{2}\left(a_{1} b_{2}\right)\) & \(\mathrm{x}_{61}\) & 0 & \({ }^{\times} 63\) & 0 & \({ }^{1} 65\) & \({ }^{x_{6} 66}\) \\
\hline
\end{tabular}
\(a_{\text {The non-zero matrix elements, }} x_{i j}\), are given in Table \(25 b\).

Tanle 25々. Non-zero values of \(\Gamma_{2}\) strong field matrix elements

Matrix
elements

\section*{Values}
\(x_{11}\)
\(Q_{2}+Q_{0}+B_{2-2}+2 I F_{4}\)
\(x_{21}=x_{12} *\)
\(2 \sqrt{3}\left[F_{2}-5 F_{4}\right]\)
\(x_{22}\)
\(2 Q_{1}+F_{2}+16 F_{4}\)
\(x_{31}=x_{13} *\)
\(-\sqrt{2} \alpha\)
\(x_{32}=x_{23} *\)
\(\sqrt{6} \alpha\)
\(x_{33}\)
\(Q_{1}+Q_{0}-\alpha+F_{2}-54 F_{4}\)
\(x_{41}=x_{14}{ }^{*}\)
\(\sqrt{6} a\)
\(x_{42}=x_{24} *\)
\(-\sqrt{2} \alpha\)
\(x_{43}=x_{34} *\)
\(3 \sqrt{3}\left[-\mathrm{F}_{2}+5 \mathrm{~F}_{4}\right]\)
\(x_{44}\)
\(Q_{2}+Q_{1}+B_{2-2}+\alpha-5 F_{2}-24 F_{4}\)
\(x_{52}=x_{25}{ }^{*} \quad \sqrt{2} \alpha\)
\(\mathrm{x}_{53}=\mathrm{x}_{35}{ }^{*} \quad 3 \sqrt{3}\left[-\mathrm{F}_{2}+5 \mathrm{~F}_{4}\right]\)
\(\mathrm{x}_{54}=\mathrm{x}_{45}{ }^{*} \quad-2 \alpha+3 \mathrm{~F}_{2}-15 \mathrm{~F}_{4}\)
\(x_{55}\)
\(\mathrm{Q}_{2}+\mathrm{Q}_{1}-\mathrm{B}_{2-2}+\alpha-5 \mathrm{~F}_{2}-24 \mathrm{~F}_{4}\)
\(x_{61}=x_{16}{ }^{*} \quad 2 i a\)
\(x_{63}=x_{36} * \quad-i \sqrt{2} a\)
\(x_{65}=x_{56}{ }^{*}\)
\(-i \sqrt{6} a\)
\(\mathrm{x}_{66}\)
\(Q_{2}+Q_{0}-B_{2-2}-8 F_{2}-9 F_{4}\)

Table 26a. Strong field matrix elements, \(\Gamma_{4}\) matrix \({ }^{a}\)
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline & \(L_{B_{2}}\left(a_{1} b_{2}\right)\) & \(\mathrm{I}_{\mathrm{B}_{2}}(\mathrm{ee})\) & \({ }^{3} E\left(a_{1} e\right)\) & \({ }^{3} \mathrm{E}\left(\mathrm{b}_{1} \mathrm{e}\right)\) & \({ }^{3} \mathrm{E}\left(\mathrm{b}_{2} \mathrm{e}\right)\) & \(3^{B_{1}}\left(a_{1}{ }^{\text {b }}\right.\) ) \()\) \\
\hline \(\mathrm{l}_{\mathrm{B}_{2}}\left(\mathrm{a}_{1} \mathrm{~b}_{2}\right)\) & \(Y_{11}\) & \(Y_{12}\) & \(\mathrm{Y}_{13}\) & 0 & \(Y_{15}\) & \(\mathrm{Y}_{16}\) \\
\hline \(\mathrm{I}_{\mathrm{B}_{2}}(\mathrm{ee})\) & \(Y_{21}\) & \(Y_{22}\) & \(Y_{23}\) & \(\mathrm{Y}_{24}\) & \(\mathrm{Y}_{25}\) & 0 \\
\hline \({ }^{3} \mathrm{E}\left(\mathrm{a}_{1} \mathrm{e}\right)\) & \(Y_{31}\) & \(y_{32}\) & \(\mathrm{Y}_{33}\) & \(Y_{34}\) & \(\mathrm{Y}_{35}\) & \(\mathrm{y}_{36}\) \\
\hline \({ }^{3} \mathrm{E}\left(\mathrm{b}_{1} \mathrm{e}\right)\) & 0 & \(Y_{42}\) & \(Y_{43}\) & \(Y_{44}\) & \(Y_{45}\) & \(Y_{46}\) \\
\hline \({ }^{3} \mathrm{E}\left(\mathrm{b}_{2} \mathrm{e}\right)\) & \(Y_{51}\) & \(Y_{52}\) & \(\mathrm{Y}_{53}\) & \(Y_{54}\) & \(Y_{55}\) & 0 \\
\hline \({ }^{3} \mathrm{~B}\left(\mathrm{a}_{1} \mathrm{~b}_{1}\right)\) & \(Y_{61}\) & 0 & \(\mathrm{Y}_{63}\) & \(Y_{64}\) & 0 & \(Y_{66}\) \\
\hline
\end{tabular}
\(a_{\text {The non-zero matrix elements, }} y_{i j}\), are given in Table 26 b .

Table 265. Non-zero values of \(\mathrm{C}_{4}\) strong field matrix elements

Matrix
elements
Values
\(\mathrm{y}_{11}\)
\(Q_{2}+Q_{0}-B_{2-2}+21 F_{4}\)
\(Y_{21}=Y_{12}{ }^{*} \quad 2 \sqrt{3}\left[F_{2}-5 F_{4}\right]\)
\(\mathrm{Y}_{22}\)
\(2 Q_{1}+F_{2}+16 F_{4}\)
\(y_{31}=Y_{13}{ }^{*}\)
\(2 a\)
\(y_{32}=y_{23} * \quad-\sqrt{6} a\)
\(Y_{33}\)
\(Q_{1}+Q_{0}-a+F_{2}-54 F_{4}\)
\(y_{42}=y_{24}^{*} \quad-2 a\)
\(y_{43}=y_{34} *\)
\(3 \sqrt{3}\left[-\mathrm{F}_{2}+5 \mathrm{~F}_{4}\right]\)
\(Y_{44}\)
\(Q_{2}+Q_{1}+B_{2-2}+\alpha-5 F_{2}-24 F_{4}\)
\(y_{51}=y_{15}\) *
\(\sqrt{6} \alpha\)
\(y_{52}=y_{25} *\)
\(-\sqrt{2} \alpha\)
\(Y_{53}=Y_{35} *\)
\(3 \sqrt{3}\left[F_{2}-5 F_{4}\right]\)
\(y_{54}=Y_{45}{ }^{*}\)
\(-3 \mathrm{~F}_{2}+15 \mathrm{~F}_{4}+2 \alpha\)
\(Y_{55}\)
\(Q_{2}+Q_{1}-B_{2-2}+a-5 F_{2}-24 F_{4}\)
\(Y_{61}=Y_{16}{ }^{*}\)
-2 i \(a\)
\(y_{63}=Y_{36}{ }^{*}\)
\(-i \sqrt{2} a\)
\(Y_{64}=Y_{46}{ }^{*}\)
-i. \(\sqrt{6} a\)
Y 66
\(\mathrm{Q}_{2}+\mathrm{Q}_{0}+\mathrm{B}_{2}-2-8 \mathrm{~F}_{2}-\mathrm{SF}_{4}\)

Table 27a. Strong field matrix elements, \(\Gamma_{5}\) matrixa
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline & \[
\begin{gathered}
l_{E} \\
\left(a_{i} e\right)
\end{gathered}
\] & \[
\begin{gathered}
1_{E} \\
\left(b_{1} e\right)
\end{gathered}
\] & \[
\begin{gathered}
l_{E} \\
\left(b_{2} e\right)
\end{gathered}
\] & \[
\begin{gathered}
{ }^{3} E \\
\left(a_{1} e\right)
\end{gathered}
\] & \begin{tabular}{l}
\[
{ }^{3} E
\] \\
\(\left(b_{1} e\right)\)
\end{tabular} & \[
\begin{gathered}
3_{E} \\
\left(b_{2} e\right)
\end{gathered}
\] & \[
\begin{gathered}
{ }^{3} \mathrm{~B}_{1} \\
\left(\mathrm{a}_{1} \mathrm{~b}_{1}\right)
\end{gathered}
\] & \[
\begin{gathered}
{ }^{3} \mathrm{~B}_{2} \\
\left(\mathrm{a}_{1} \mathrm{~b}_{2}\right)
\end{gathered}
\] & \[
\begin{gathered}
{ }^{3} A_{2} \\
\left(b_{1} b_{2}\right)
\end{gathered}
\] & \[
\begin{gathered}
{ }^{3} \mathrm{~A}_{2} \\
\text { (ee) }
\end{gathered}
\] \\
\hline \({ }^{1} E\left(a_{1} e\right)\) & \({ }^{2} 11\) & \(\mathrm{z}_{12}\) & \(z_{13}\) & \(z_{14}\) & 0 & 0 & \(z_{17}\) & \(z_{18}\) & 0 & \({ }^{2} 1 \mathrm{X}\) \\
\hline \(1_{E}\left(b_{1} e\right)\) & \(z_{21}\) & 222 & \(z_{23}\) & 0 & \(z_{25}\) & \(z_{26}\) & \(z_{27}\) & 0 & \(z_{29}\) & 0 \\
\hline \({ }^{1} \mathrm{E}\left(\mathrm{b}_{2} \mathrm{e}\right)\) & Z31 & \(z_{32}\) & 233 & 0 & \({ }^{2} 35\) & \(z_{36}\) & 0 & \({ }^{2} 38\) & 0 & \({ }^{2} 3 \mathrm{X}\) \\
\hline \(3_{E}\left(a_{1} e\right)\) & \({ }^{2} 41\) & 0 & 0 & \(2_{44}\) & \(\mathrm{z}_{45}\) & \(z_{46}\) & \({ }^{2} 47\) & \(z_{48}\) & 0 & \({ }^{7} 4 \mathrm{X}\) \\
\hline \(3_{E}\left(b_{1} e\right)\) & 0 & Z 52 & \(z_{53}\) & \(z_{54}\) & \(Z_{55}\) & \(z_{56}\) & \(z_{57}\) & 0 & \({ }^{29}\) & \({ }^{2} 5 \mathrm{X}\) \\
\hline \({ }^{3} \mathrm{E}\left(\mathrm{b}_{2} \mathrm{e}\right)\) & 0 & \(z_{62}\) & \(z_{63}\) & \(z_{64}\) & \(z_{65}\) & \(z_{66}\) & 0 & \({ }^{2} 68\) & \(z_{69}\) & \({ }^{2} 6 \mathrm{X}\) \\
\hline \({ }^{3} \mathrm{~B}_{1}\left(\mathrm{a}_{1} \mathrm{~b}_{1}\right)\) & 271 & \(z_{72}\) & 0 & 274 & \(z_{75}\) & 0 & \(z_{77}\) & \(z_{78}\) & 0 & 0 \\
\hline \({ }^{3} \mathrm{~B}_{2}\left(\mathrm{a}_{1} \mathrm{~b}_{2}\right)\) & \(z_{81}\) & 0 & \(z_{83}\) & \({ }^{2} 84\) & 0 & \(\mathrm{z}_{86}\) & \(z_{87}\) & \({ }^{2} 88\) & 0 & 0 \\
\hline \({ }^{3} A_{2}\left(b_{1} b_{2}\right)\) & 0 & \(z_{92}\) & 0 & 0 & \(z_{95}\) & \(z_{96}\) & 0 & 0 & \(z_{99}\) & \(z_{9 X}\) \\
\hline \({ }^{3} \mathrm{~A}_{2}(\mathrm{ee})\) & \(z_{X 1}\) & \(z_{X 2}\) & \(z_{X 3}\) & \(z_{X 4}\) & \(z_{X 5}\) & \(z_{X 6}\) & 0 & 0 & \(z_{X 9}\) & \({ }^{2} X X\) \\
\hline
\end{tabular}
\(\mathrm{a}_{\text {The }}\) non-zero matrix elements, \(z_{i j}\), are given in Table 27 b . The tenth row and tenth column are indicated by the Roman numeral, \(x\).

Table 27 b . Non-zero values of \(\Gamma_{5}\) strong Eield matrix elements

Matrix
elements
\(z_{11}\),
\(z_{21}=z_{12}\) *
\(z_{22}\)
\(z_{31}=z_{13} *\)
\(z_{32}=z_{23} *\)
\(z_{33}\)
\(z_{41}=z_{14} *\)
\({ }^{2} 44\)
\(z_{52}=z_{25}\) *
\(z_{53}=z_{35} *\)
\(z_{54}=z_{45}\) *
\(z_{55}\)
\(z_{62}=z_{26}\) *
\(z_{63}=z_{36}{ }^{*}\)
\(z_{64}=z_{46}\) *
\(z_{65}=z_{56}\) *
\(z_{66}\)
\(z_{71}=z_{17}\) *
\(z_{72}=z_{27}\) *
\(z_{74}=z_{47}\) *
\(z_{75}=z_{57}\) *
\(Q_{1}+Q_{0}+F_{2}-54 F_{4}\)
\(Q_{2}+Q_{1}+B_{2-2}-5 F_{2}-24 F_{4}\)
\(-3 \sqrt{3}\left[F_{2}-5 F_{4}\right]\)
\(Q_{2}+Q_{1}-B_{2-2}-5 F_{2}-24 F_{4}\)
\(Q_{1}+Q_{0}+3 F_{2}+6 F_{4}\)
\(\sqrt{3}\left[F_{2}-5 F_{4}\right]\)
\(Q_{2}+Q_{1}+B_{2-2}+F_{2}+16 F_{4}\)
\(\sqrt{3}\left[-\mathrm{F}_{2}+5 \mathrm{~F}_{4}\right]\)
\(3 F_{2}-15 F_{4}\)
\(Q_{2}+Q_{1}-B_{2-2}+F_{2}+16 F_{4}\)
ia
-ia
2ia
\(3 \sqrt{3}\left[F_{2}-5 F_{4}\right]\)

2ia
-ia
\(-3 F_{2}+15 F_{4}\)
\(-a\)
\(\sqrt{3} a\)
-ia
i. \(\sqrt{3} a\)

Table 27 b . (Continued)
Matrix
elements Values
\begin{tabular}{|c|c|}
\hline \({ }^{2} 77\) & \(0_{2}+Q_{0}+B_{2-2}-8 F_{2}-9 F_{4}\) \\
\hline \(z_{81}=z_{18} *\) & a \\
\hline \(z_{83}=z_{38}{ }^{*}\) & \(\sqrt{3} \alpha\) \\
\hline \(z_{84}=z_{48}{ }^{*}\) & ia \\
\hline \(z_{86}=z_{68}{ }^{*}\) & i \(\sqrt{3} \alpha\) \\
\hline \(z_{87}=z_{78}{ }^{*}\) & -2a \\
\hline \(z_{88}\) & \(Q_{2}+Q_{0}-B_{2-2}-8 F_{2}-9 F_{4}\) \\
\hline \(z_{92}=z_{29}{ }^{*}\) & - \(\alpha\) \\
\hline \(z_{95}=z_{59}{ }^{*}\) & ia \\
\hline \(z_{96}=z_{69}\) * & -ia \\
\hline \(z_{99}\) & \(2 Q_{2}+4 F_{2}-69 F_{4}\) \\
\hline \(z_{\mathrm{Xl}}=\mathrm{z}_{1 \mathrm{X}}{ }^{*}\) & \(\sqrt{3} \alpha\) \\
\hline \(z_{X 2}=z_{2 X}{ }^{*}\) & - \(\alpha\) \\
\hline \(z_{X 3}=z_{3 X}{ }^{*}\) & a \\
\hline \(z_{X 4}=z_{4 X}{ }^{*}\) & i \(\sqrt{3} a\) \\
\hline \(z_{X 5}=z_{5 X}{ }^{*}\) & -ia \\
\hline \(z_{X 6}=z_{6 X}{ }^{*}\) & ia \\
\hline \(z_{X 9}=z_{9 X}{ }^{*}\) & \(-6 \mathrm{~F}_{2}+30 \mathrm{~F}_{4}\) \\
\hline \({ }^{2} \mathrm{XX}\) & \(2 Q_{1}-5 F_{2}-24 F_{4}\) \\
\hline
\end{tabular}

\section*{UI. COMPUTER TECHNIQUES}
:. Over-all program

From the previous considerations, it is clear that the determination of the energy levels of the platinum(II) complexes consists in the diagonalization of the five matrices: \(\Gamma_{1}, \Gamma_{2}, \Gamma_{3}, \Gamma_{4}, \Gamma_{5}\). The matrix elements are functions of five parameters: \(F_{2}, F_{4}, d, H_{0}\) and \(X\), where \(F_{2}\) and \(F_{4}\) are the electronic interaction (Slater-Condon) parameters, \(\alpha\) is the spin-orbit coupling parameter, \(\mu\) is the "effective dipole moment" of the ligands, and \(\mathrm{X}=1.8875 \mathrm{R}\), where R is the "effective radial distance" of the ligands.

The over-all method for determination of the "correct" combination of the parameters was to fix the values of four of them by reasonable physical considerations and vary the fifth parameter to obtain a set of curves which describe the changes in the theoretical energy levels as a function of that parameter. Ghen "near correlation" of the differences in the theoretical energy levels with the experimertal absorption spectra was obtained, the effects of changes in the other four parameters on the energy levels were detemined. By repeated adjustment of the parameters the choice of the best set was made. This repetitive approacr, ineed the diagonalization of five large matrices for even one set of parameters, would have been essentially impossible without a computer. All the calculations made in connection with this thesis
were done iy means of the Cycione Digital computer at Iowa State University of science and rechnology. The "Cyclone" is a digital computer having a random access electronic memory, employing a perforated tape input and a tape or Teletype printer output. A detailea description of the nature and operation of the computer can be found in the programming manual (34).

At the time the computations were made, the memory of the Cycione was limited to 1024 storage positions. For this reason, it was necessary to separate the calculations of the energy levels into two parts: 1) the calculation of the matrix elements, and 2) the diagonalization of the matrices. As this is being written, a program for the expansion of the memory of the Cyclone is being considered. Since this will result in changes in the coding of commands, subroutines, etc., the detailed programs will not be included in this thesis. However, a copy of the sequence of commands, as well as tape copies, of the programs used are on file at the computer facility.
B. Calculation of the Matrix Elements

For the most part, the calculation of the matrix elements for a particular set of the five parameters consisted of simple multiplication and addition. However, in order to evaluate the ligand field integrals, \(B_{2}(X)\) and \(B_{4}(X)\) given
in Table 6, without loss of significant figures, it was necessary to employ a "iloating decimal routine". This is a subroutine for the computer such that all numbers could be manipulated in the form \(A \times 10^{p}\), where \(p\) is either a positive or negative integer.

In general terms, the first computer program was designed so that upon entry of the chosen values of the five parameters in the floating decimal form, the computer would calculate the ligand field integrals \(B_{2}(X)\) and \(B_{4}(X)\). Their values were both stored in the memory and printed on the output tape. The single-electron ligand field matrix elements, \(Q_{2}, Q_{1}, Q_{0}\), and \(B_{2,-2}\), were then calculated from the values of the \(B_{2}\) and \(B_{4}\) integrals and the chosen value of \(\mu\). These values were stored and printed. The complete matrix elements were then calculated from the single-electron matrix elements and the chosen values of the parameters \(F_{2}, F_{4}\), and \(\alpha\). These values were then printed in the sequence required for the diagonalization program so that the output tape from this first program could be used as the data input tape of the diagonalization program. All output data were printed in the floating decimal format, the matrix elements for all five matrices, \(\Gamma_{1}, \Gamma_{2}\), etc., being printed in turn.

The tremendous advantage achieved by use of the computer to calculate the matrix elements is illustrated by the fact that a sample computation which took the computer two minutes
to carry out, required eight hours ohen the calculations were made by means of a desk calculator.

\section*{C. Diagonalization of the Matrices}

The computer programming required for the diagonalization of the matrices was greatly simplified by the availability of a subroutine. This subroutine calculated the eigenvalues and eigenvectors of the matrices by utilizing the jacobi iteration technique as outlined in the text by Bodewig (35). This method requires that the matrix elements by scaled such that \(\sum_{i=1} m_{i}^{2}<\frac{1}{2}\), where \(m\) is an element of the matrix, and the summation is over all the elements of the matrix. This was another reason why it was convenient to have the calculations separated into two parts. Inspection of the answers from the first program allowed the inclusion of appropriate scaling Factors into the second program to be made.

One comment concerning the diagonalization of the matrices involving complex numbers is in order. Since the computer handles only real numbers, it is necessary to expand the matrix. Bodewig (35) points out that if the hermetian matrix, \(A\), contains complex numbers, that is if
\[
\begin{equation*}
\underline{A}=\underline{M}+i \underline{N} \tag{128}
\end{equation*}
\]
then the complex system of order \(n\) can be replaced iy a real system of́ order \(2 n\) by tne matrix:
\[
\equiv=\left(\begin{array}{cc}
\underline{M} & -\underline{N} \\
\underline{N} & \underline{M}
\end{array}\right)
\]

Upon diagonalization of the matrix \(\underline{B}\), the eigenvalues of \(\underline{A}\) will appear twice.

This requires, for example, that the \(6 \times \underline{6}\) matrix for the weak field \(\Gamma_{3}\) matrix given in Table 16 be expanded to a 12 x 12 matrix, and the matrix elements in the first program be calculated accordingly.

Generally, the total computer time required for evaluation of all the energy levels for one set of the five parameters took approximately twelve minutes.

\section*{VII. RESULTS AND DISCUSSION}

\section*{A. Experimental Results}

\section*{1. Absorption spectra}

The transitions of the electrons of the central ion from the ground state to the excited states, as indicated in section II-B-l, give rise to the absorption spectrum of the transition metal complex. The absorption maxima correspond to the energies involved in the transitions.

The absorption spectra of the platinum(II) complexes studied were obtained by means of a Cary recording spectrophotometer, model 12, manufactured by Applied Physics Corp., Pasadena, California. Some of the spectra were available as a result of previous investigations carried out at Iowa State University of Science and Technology (36, 37). The original spectra obtained in these investigations were available for study. All such spectra were in essential agreement with the results obtained by Chatt, et al. (2). The values of the frequencies of the absorption maxima and their extinction coefficients for the complexes considered by Chatt, et al. (2) appear in Table 28. Some of these assignments should be taken with reservation, as indicated by the following section on Gaussian analysis.

Since the absorption spectra with which this thesis is concerned are those which chatt et al. (2) studied, and hence

Wable 28. Absorptinn maxima nf nlatinum(IT) aomplevesa
\begin{tabular}{|c|c|c|c|c|}
\hline Complex & , \(\times 10^{4} \mathrm{~cm}^{-1}\) & \(\epsilon_{\text {max }}{ }^{\text {b }}\) & \(v \times 10^{4} \mathrm{~cm}^{-1}\) & \(\epsilon_{\text {max }}\) \\
\hline & \multicolumn{2}{|l|}{Peak 1} & Peak 2 & \\
\hline \(\left[\mathrm{PtCl}_{4}\right]=\) & 3.02 & 64 & 2.55 & 59 \\
\hline \(\left[\mathrm{Pt}\left(\mathrm{NH}_{3}\right) \mathrm{Cl}_{3}\right]^{-}\) & 3.33 & 74 & 2.89 & 118 \\
\hline trans-[Pt( \(\left.\left.\mathrm{NH}_{3}\right)_{2} \mathrm{Cl}_{2}\right]\) & 3.67 & 75 & 3.17 & 60 \\
\hline \[
\left.\stackrel{\operatorname{trans}-}{\left[\left(\mathrm{C}_{5} \mathrm{H}_{11}\right)_{2} \mathrm{NH}\right.} 2_{2} \mathrm{PtCl}_{2}\right]
\] & 3.71 & 97 & 3.12 & 67 \\
\hline cis-[Pt \(\left.\left(\mathrm{NH}_{3}\right)_{2} \mathrm{Cl}_{2}\right]\) & 3.72 & 69 & 3.31 & 128 \\
\hline \(\left[\mathrm{Pt}\left(\mathrm{NH}_{3}\right)_{3} \mathrm{Cl}\right]^{+}\) & \(3.92{ }^{\text {c }}\) & 117 & 3.60 & 40 \\
\hline & \multicolumn{2}{|l|}{Peak 3} & \multicolumn{2}{|l|}{Peak \(4^{\text {d }}\)} \\
\hline \(\left[\mathrm{PtCl}_{4}\right]=\) & 2.10 & 15.0 & 1.77 & 2.6 \\
\hline \(\left[\mathrm{Pt}\left(\mathrm{NH}_{3}\right) \mathrm{Cl}_{3}\right]^{-}\) & 2.41 & 19.8 & 2.07 & 2.8 \\
\hline trans-[Pt \(\left.\left(\mathrm{NH}_{3}\right){ }_{2} \mathrm{Cl}_{2}\right]\) & 2.68 & 21.4 & -- & -- \\
\hline \[
\left.\begin{array}{l}
\operatorname{trans-} \\
{\left[\left(\mathrm{C}_{5} \mathrm{H}_{11}\right)_{2} \mathrm{NH}\right.} \\
2
\end{array} \mathrm{PtCl}_{2}\right]
\] & 2.64 & 21.8 & 2.26 & 2.2 \\
\hline Cis-[Pt \(\left.\left(\mathrm{NH}_{3}\right) \mathrm{Cl}_{2}\right]\) & 2.73 & 23.0 & 2.40 & 3.2 \\
\hline \(\left[\mathrm{Pt}\left(\mathrm{NH}_{3}\right)_{3} \mathrm{Cl}\right]^{+}\) & 3.10 & 32.5 & -- & -- \\
\hline
\end{tabular}

\footnotetext{
\(a_{\text {Taken }}\) from chatt et al. (2) and confirmed by repetition of the curve analysis.
\({ }^{\mathrm{b}} \epsilon_{\text {max }}\) is the extinction coefficient of the peak maxima in \({ }^{\mathrm{b}} \epsilon_{\text {max }}\) is the extinction coefficient of the
units of \(\mathrm{om}^{-1} \mathrm{x}\) (Moles of complex ion/liter) -1 .
\({ }^{C}\) This value, which differs from that given by chatt et al. (2), is the result of a recent analysis of the spectra by Ferruccio Aprile, Department of Chemistry, Iowa State University of Science and Technology. Data from spectra analysis. Private communication. 1961.
\(d_{\text {Peak }} 4\) is the assignment given by Chatt et al. (2). Its contribution, if included in Peak 3, would be so small that it would not change the frequency of the maxima of peak 3.
}
are already available, reproduction of all the curyes will not be included. A typical absorption spectrum, that of an aqueous solution of \(\left[\mathrm{PtCl}_{4}\right]\) ion, is given in figure 9. At first glance, tinee absorption maxima are apparent. In addition, for each complex, there appears to be an intense peak at a relatively high frequency, \(>4.5 \times 10^{4} \mathrm{~cm}^{-1}\), whose maximum extinction coefficient is greater than 2000. This maximum is beyond the range of the detectable frequencies of the spectrophotometer.

Mnen one, two, or more \(\mathrm{NH}_{3}\) molecules are substituted for \(C l^{-}\)ions in the \(\left[\mathrm{PtCl}_{4}\right]=\) complex, appreciable changes take place in the extinction coefficients of the maxima. However, as illustrated by Figure 10 and the values in Table 28 , the absorption maxima appear to shift to higher and higher frequencies in a rather uniform fashion. This is in keeping with the spectrochemical series discussed in section II-B-2. Chatt et al. (2) consider such a trend as indicative that despite the decrease in symmetry which results when the \(\mathrm{NH}_{3}\) molecules are introduced into the complexes the transitions involved in the absorption spectra remain unchanged. For example, if Peak 2 in the \(\left[\mathrm{PtCl}_{4}\right]^{\text {( }}\) spectra arises from the singlet-to-singlet transition \((x y) \rightarrow\left(x^{2}-y^{2}\right)\), then the corresponding peak in the \(\left[P+\left(\mathrm{NH}_{3}\right) \mathrm{Cl}_{3}\right]^{-}\)spectra is due to the same transition. In effect, such an assumption, which is not without precedent in theoretical ligand field studies (27, 28), simplifies the


Figure 9. Absorption spectra of \(\left\{\mathrm{PtCl}_{4}\right\}=\) in aqueous solution


Figure 10. The two main peaks of the absorption spectra of several
platinum(II) complexes
calculations by assigning to the substituted complexes a symmetry, \(D_{4 h}\), which is greater than that which they actually possess. This assumption is also applied in this thesis. As a consequence, a single radial distance, \(R\), is used and assumed to be reasonably applicable to all central ion to ligand distances. As a result an effective ligand dipole moment, \(\mu^{\prime}\), which is actually a weighted average of the individual ligand dipoles, can be assigned to each complex.

\section*{2. Gaussian analysis of the spectra}

In order to assign suitable frequency values to the absorption maxima, the absorption curves were analyzed by the technique outlined by Jorgensen (38). This method assumes that the absorption peaks follow a Gaussian distribution given by the equation:
\[
\epsilon=\left(\epsilon_{0}\right) \exp \left[-a\left(v-v_{0}\right)^{2}\right]
\]
where \(\quad v=\) frequency of the light being absorbed,
\(\epsilon=\) extinction coefficient for the frequency, \(v\),
\(\epsilon_{0}=\) maximum extinction coefficient,
\(v_{0}=f r e q u e n c y\) of the maximum \(\epsilon_{0}\)
\(a=\) constant
Application of this technique to the absorption spectra of \(\left[P t C 1_{4}\right]=\) in aqueous solution results in the dotted-line curves given in Figure 9. The values of \(\epsilon_{0}, v_{o}\), and \(a\), are those given by Chatt et al. (2). Notice that as a result of such an
analysis, those authors obtained a fourth absorption maxima at a frequency of \(1.77 \times 10^{4} \mathrm{~cm}^{-1}\). That is, they contend that the third maxima is actually the result of two transitions which are fairly close to each other in energy and hence appear as one peak.

It is certainly possible that the third absorption maxima could be the result of two transitions rather than one. However, to make the rather arbitrary analysis given in Figure 9 and to assign the energies of the two transitions, see Table 28 , on the basis of the small residual extinction coefficient of Peak 4 seems to be somewhat unjustified. This point is considered again in the following section.

\section*{B. Qualitative Interpretation}

It is quite well known (39) that complexes of platinum(II) are diamagnetic and square-planar. This suggests that a strong field description for the energy levels is reasonable, since the electrons must be paired. Figure 11 gives the two possible energy level assignments. Figure lla indicates the levels as given by Chatt et al. (2). Figure 11 b gives the choice preferred as a result of the calculations reported in this thesis. The difference between the two lies in the positions of the \(\left(z^{2}\right)\) and the \((x z)(y z)\) orbitals.

In either assignment, the ground state requires that the \(\left(x^{2}-v^{2}\right)\) orbital be empty. It is reasonable then that the
\(-\left(x^{2}-y^{2}\right)\)


SUGGESTED BY CHATT. et. al.(2)

\(-11-\left(z^{2}\right)\)
\begin{tabular}{c|c|c}
1 & 1 & 1 \\
\hline & 1 & 1
\end{tabular}

SUGGESTED BY THIS THESIS
a.
b.

Figure 11. Alternative energy level assignments for square-planar platinum(II) complexes
excited staies consist of confiqurations in which an electron has been promoted from one of the lower orbitals to the ( \(x^{2}-\) \(y^{2}\) ) orbital. One could expect then that the absorption peaks would appear as a result of the transitions:
\[
\begin{aligned}
& (x y) \longrightarrow\left(x^{2}-y^{2}\right) \\
& \left(z^{2}\right) \longrightarrow\left(x^{2}-y^{2}\right) \\
& (x z)(y z) \longrightarrow\left(x^{2}-y^{2}\right)
\end{aligned}
\]

A hasty conclusion might be that the three absorption maxima given in Figure 9 could be assigned to these transitions. Such a judgement overlooks the fact that peak 3 in the figure differs appreciably in its maximum extinction coefficient from those of Peaks 1 and 2. Furthermore, Chatt et al. (2) have given strong arguments that Peak 2 must be due to the transition, \((x y) \rightarrow\left(x^{2}-y^{2}\right)\), since Peak 2 is not shifted by changes in solvent. But this transition must be lower in energy than either of the other two possibilities. The question as to the nature of Peak 3 then arises.

The foregoing discussion assumed that the transitions were from a singlet ground state to a singlet excited state. Indeed in elements where the spin-orbit coupling is small, such an assumption is justified since electronic transitions of the type, singlet-to-triplet, are forbidden. However, platinum has appreciable spin-orbit coupling (23) and hence mixing of the singlet and triplet states result. one can view this, in a sense, as imparting singlet "character" to the triplet state.

Thus sinclet-to-triplet transitions may be possible, althnogh one would expect such a transition to be less probable, and hence its extinction coefficient would be less than that for singlet-to-singlet transitions. But this is exactly what is evident in the case of Peak 3 in Figure 9. Therefore, it is reasonable to assign to this peak the singlet-to-triplet transitions corresponding to the singlet-to-singlet transitions given by Peaks 1 and 2, the latter being assigned to the transition, \((x y) \rightarrow\left(x^{2}-y^{2}\right)\).

Since Peaks 1 and 2 are nearly equivalent in intensity, it seems reasonable to assume that their singlet-to-triplet transitions would be the same. This would not be the case if one accepted the Gaussian analysis of Chatt et al. (2). It seems more appropriate to assign the frequency of Peak 3 as an average value of the frequencies of the two singlet-totriplet transitions.

Because of the near equality of intensities of Peaks 1 and 2, the former can be designated as a singlet-to-singlet transition. However, whether this transition is from the \(\left(z^{2}\right)\) orbital or the ( \(x z\) ) ( \(y z\) ) orbitals depends upon the choice between the energy level schemes in Figures lla or lib.

Note that in either case, one singlet-to-singlet transition is presumed to be absent in the absorption spectra. This situation is understandable when one realizes that all the transitions under discussion are transitions within the \(d^{8}\)
confiquration. Such transitions are usually fnrbidतen and hecome allowed only as a result of vibrational interactions (7, 26). Consequently, if one of these transitions involves an energy requirement which approaches the energy of an allowed transition, for example, the transition of an electron from 5d to 6p, the absorption peak due to the "forbidden" transition will be lost in the absorption peak which appears as a result of the allowed transition. By reason of its apparently high extinction coefficient, the unassigned peak with \(v_{0}>\) \(3.5 \times 10^{4} \mathrm{~cm}^{-1}\) which appears in Figure 9 , is assumed to be such a d-to-p transition. The third expected singlet-tosinglet transition is presumed to be "buried" under this transition.

In order to assign the transition which results in Peak 1 , it is necessary to turn to quantitative calculations. Such calculations should require that having set the value of a ligand field parameter from the experimental value of the singlet-to-singlet transitions, \((x y) \rightarrow\left(x^{2}-y^{2}\right)\), that is, from Peak 2, one can predict values for the other transitions which agree with the experimental results for peaks 1 and 3 .

\section*{C. Theoretical Calculations}
1. Initial choice of parameter values

In essence, the calculations of the theoretical energy levels depend upon the five parameters, \(F_{2}\) and \(F_{4}\) from the electronic interaction; \(\alpha\) from the spin-orbit coupling; and \(u\)
and \(R\) Erom the liaand Eield potentiai. I reasonable aporoach seemed to be to Eix as many of these parameters as possible Erom independent data and to vary the remaining parameter or parameters to obtain approximate solutions. Then one could vary the originally fixed parameters to ascertain whether small changes in these values would improve the solutions.

It was felt that the electronic interaction parameters, \(F_{2}\) and \(F_{4}\), and the spin-orbit parameter, \(\alpha\), could be estimated from atomic spectra and atomic theory, while the radial distance, \(R\), could be obtained from internuclear distances determined by x-ray diffraction techniques. Thus, the only really "Eree" parameter would be the effective dipole moment, \(\mu\).
a. The electronic interaction parameters, \(F_{2}\) and \(F_{4}\)

It was initially hoped that the differences in the energy levels, \({ }^{3} \mathrm{~F},{ }^{3} \mathrm{P},{ }^{1} \mathrm{D}\), etc., for the weak field calculations could be directly obtained from empirical data from atomic spectroscopy. However, while the energy levels of platinum and platinum(I) are available (40), work on the platinum(II) emission spectra has not been initiated. 4 However, values for these parameters can be reasonably estimated from atomic theory.

It has been fairly well established (6) that the relation

\footnotetext{
\({ }^{4}\) Sitterly, Charlotte Moore. National Bureau of Standaras, washington, \(D . C . A t o m i c\) energy levels program. Private communication. 1960.
}
 of this relation and the energy level tables (40) for platinum(I), one can estimate that the value of \(\mathrm{F}_{4}\) should be approximately \(4.0 \times 10^{-4}\) atomic units. 5 The estimate made by Chatt et al . (2) for \(\mathrm{F}_{4}\) in the complex was \(3.92 \times 10^{-4}\) atomic units. This latter value has been chosen as the fixed value for \(F_{4}\), since a decrease in the electronic interaction parameter seems to result on passing from the free ion to the complex (41).
b. The spin-orbit coupling parameter, a McClure (23)
has listed the spin-orbit coupling values, \(\alpha=1 / 2 \xi\), for many of the elements. From this tabulation, a for platinum has been fixed at \(9.4 \times 10^{-3}\) atomic units. However, it is convenient initially to keep the singlet and triplet states separate so that one can follow the course of the "preferred" transitions, that is, the singlet-to-singlet transitions for the strong field case. Therefore, in the first approximation of the appropriate parameter values, the spin-orbit coupling parameter was kept at zero. The final values must include appreciable spin-orbit coupling, however, since appreciable coupling takes place in platinum and the justification of the intensity of the singlet-to-triplet transition depends upon it.

5 This estimate was based on the experimental difference between the \({ }^{4} F_{g / 2} 5 d^{8}\left({ }^{3} F\right) 5 s\) level and the \({ }^{4} p_{5 / 2} 5 a^{8}\left({ }^{3} p\right) 6 s\) level. For the theoretical difference, in terms of slaterCondon parameters see p. 203 of the text by condon and Shortley (6).
C. The effertive ratial dictanno, \(\quad\) IE ane
sume that the internuclear distances in a complex do not change appreciably from the solid to the solution, an estimate of the radial distance, \(R\), can be made from x-ray diffraction data. Dickinson (42) has determined the platinum to chlorine distance in \(\mathrm{K}_{2} \mathrm{PtCl}_{4}\) to be \(2.33 \pm .05 \mathrm{~A}\), while the platinum to ammonia distance, measured in mixed complexes (43, 44), is approximately \(2.2 \AA\). These distances give values of \(X\) equal to 8.5 a.u. and 8.0 a.u. respectively. The value of 8.0 a.u. was initially chosen for \(X\) since it had been the experience of certain authors \((27,28)\) that a distance somewhat smaller than the internuclear distance resulted in better agreement between theory and experiment.
d. The use of point dipoles in comparison with point charges Ballhausen (27) points out that in dealing with halide complexes one should consider that the perturbation on the central ion energy levels is due both to the charge of the halide ion and the induced dipole moment of the latter caused by the influence of the central ion. Chatt et al. (2) suggest that in halo-platinum complexes, some \(d \pi-d \pi\) bonding takes place. Such interaction would further tend to distort the charge distribution about the halide ions to make them appear more like dipoles than spherical charges. Furthermore, the substituted groups are ammonia molecules and hence should be considered as dipoles in ligand field terms. Therefore, in
order to heep the calculations as simple as possible, it was decided to use the dipole expressions for all the ligand species. This simplification has also been employed by Maki (29) in certain applications.

\section*{2. Energy levels as a function of dipole moment}

To summarize the foregoing discussions, the initial choices of parameters were:
\begin{tabular}{|c|c|c|}
\hline \(\mathrm{F}_{4}=\) & \(3.92 \times 10^{-4}\) atomi & (a.u.) \\
\hline \(\mathrm{F}_{2}=14 \mathrm{~F}_{4}\) & \(=5.488 \times 10^{-3} \mathrm{a} .4\). & \\
\hline \(a=\) & 0 & \\
\hline \(X=\mathrm{IR}\) & \(=8.0 \mathrm{a} . \mathrm{u}\). & \\
\hline \(\mu=\) & variable & \\
\hline
\end{tabular}

The values of \(\mu\) ranged from 0 to 3.5 a.u. A plot of the resultant energy levels is given in Figure l2. To avoid conEusion, only those levels which might be relevant are drawn in detail. Thile the group notations, \({ }^{l_{A}}, I_{A_{2}}\), etc., are no longer completely valid because of the mixing of the states, the eigenfunctions indicate that the states are essentially those given and it is convenient to retain them in order to discuss the transitions qualitatively.

The figure clearly illustrates the difference between the Weak and strong field cases. When \(\mu\) is less than I. 0 a.u., the ground state is seen to be a triplet state resulting from the \({ }^{3} F\) state, and the "allowed" transitions within the \(d^{2}\)


Figure 12. Relative energy levels, initial choice of parameters [The zero point energy level is below absolute zero energy by an amount equal to the integrals \(E_{0}+F_{0}\). See condon and Shortley (6).!
configuration woula be triplet-to-triplet transitions, particularly within the \({ }^{3} F\) states split by the ligand field. When \(\mu\) is greater than 1.0 a.u., the ground state is a singlet state whose original source is the \({ }^{1}\) D state. The electrons in such a case are all paired and the complex would be diamagnetic. The preferred transitions in the strong field case are singlet-to-singlet transitions. The most likely transitions are between the \({ }^{l_{A}}{ }_{I}\) ground state and the states given at the right hand of Figure 12. For convenience, the unoccupied orbitals are listed in parentheses following the group theory notation. The following observations concerning the levels are noteworthy:
1. In accordance with the qualitative discussion, the lowest energy singlet-to-singlet transition in the strong field case, for example \(\mu>2.0\) a.u. is to the \(l_{A_{2}}\) state, that is, the electron transition is from the ( \(x y\) ) orbital to the \(\left(x^{2}-y^{2}\right)\) orbital.
2. The next lowest singlet-to-singlet transition is from \(I_{A_{1}}\) to \({ }^{I_{B}}{ }_{1}\), that is the electron transition is from the \(\left(z^{2}\right)\) to the \(\left(x^{2}-y^{2}\right)\) orbital, while the transition from the doublet, \((x z)(y z)\) orbital to the \(\left(x^{2}-y^{2}\right)\) orbital requires greater energy. If energies are involved in the transitions from the \({ }^{l_{A_{1}}}\) to \({ }^{l_{A_{2}}}\) and \({ }^{l_{B}}\) which give agreement with the experimental absorption spectra, it would appear that the \(\left(z^{2}\right)\) orbital is above the ( \(x z\) ) ( \(y z\) ) doublet,
 Chatt et al. (2), Figure 11a.
3. The three lowest triplet levels which originate from the \({ }^{3} F\) state follow a pattern favorable to the interpretation given in the qualitative discussion. At dipole moments greater than 2.0 a.u., the highest of the three is "lost" in the preferred singlet-to-singlet transition. The two lower levels have energy values which are nearly equal and hence transitions to them would appear as one absorption peak.

If one plots the differences in energy between the \({ }^{I_{A}}{ }_{1}\) ground state and the excited states, \(l_{A_{2}},{ }_{I_{B}},{ }^{l_{E}}\), and the two lowest triplet states given in Figure l2, as a function of dipole moment, one obtains the curves given in Figure 13. For convenience, the energies in the figure are given in terms of wave numbers so that direct comparison of the theoretical transition energies with the results given in Table 28 may be made. From the previous discussion, it has been indicated that absorption Peak 2 of Table 28 is a result of the transition, singlet-to-singlet \((x y) \rightarrow\left(x^{2}-y^{2}\right)\), or in group theory notation, \({ }^{I_{A}} \longrightarrow I_{A_{2}}\). By using the values of this peak as a standard, one can fix the corresponding effective dipole moments for the complexes and predict the theoretical values for Peaks 1 and 3. By this procedure, the results given in Table 29 have been obtained. While agreement between experi-


Figure 13. Transition energies as a function of dipole moment for the initial choice of the parameters

Table 29. Comparison of calculated and experimental transition energies from initial parameter choicesa
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline Compound & \begin{tabular}{l}
Std. \\
Peak 2 \\
and
\end{tabular} & \begin{tabular}{l}
Exp. \\
Peak 1
\end{tabular} & \[
\begin{gathered}
\text { Theory } \\
1_{\mathrm{A}_{1}} \text { to } \\
\mathrm{I}_{\mathrm{B}_{1}}
\end{gathered}
\] & \[
\begin{gathered}
\text { Exp } \\
\text { Peak } 3
\end{gathered}
\] & \[
\begin{aligned}
& 1_{A_{1}} \text { to } \\
& 3_{A_{2}}
\end{aligned}
\] & \[
\begin{aligned}
& \text { heory } \\
& 1_{A_{1}} \text { to } \\
& 3_{B_{1}}
\end{aligned}
\] & Av. \\
\hline \(\left(\mathrm{PtCl}_{4}\right)^{=}\) & 2.55 & 3.02 & 2.90 & 2.10 & 1.90 & 1.60 & 1.75 \\
\hline \(\left[\mathrm{Pt}\left(\mathrm{NH}_{3}\right) \mathrm{Cl}_{3}\right]\) & 2.89 & 3.33 & 3.31 & 2.41 & 2.22 & 2.11 & 2.17 \\
\hline trans-Pt ( \(\left.\mathrm{NH}_{3}\right)_{2} \mathrm{Cl}_{2}\) & 3.17 & 3.67 & 3.67 & 2.68 & 2.47 & 2.40 & 2.44 \\
\hline \[
\stackrel{\operatorname{trans}-}{\left[\left\{\left(\mathrm{C}_{5} \mathrm{H}_{11}\right)_{2} \mathrm{NH}\right\}_{2} \mathrm{PtCl}_{2}\right]}
\] & 3.12 & 3.71 & 3.61 & 2.64 & 2.52 & 2.47 & 2.50 \\
\hline cis-[Pt \(\left.\left(\mathrm{NH}_{3}\right)_{2} \mathrm{Cl}_{2}\right]\) & 3.31 & 3.72 & 3.84 & 2.73 & 2.66 & 2.64 & 2.65 \\
\hline \(\left[\mathrm{Pt}\left(\mathrm{NH}_{3}\right)_{3} \mathrm{Cl}\right]^{+}\) & 3.60 & 3.92 & 4.20 & 3.10 & 2.96 & 3.00 & 2.98 \\
\hline
\end{tabular}
\[
a_{x}=8.0 \text { a.u., } F_{2}=5.488 \times 10^{-4} \text { a.u., } F_{2}=3.92 \times 10^{-5} \text { a.u., } \alpha=0
\]
mental and theoretical singlet-to-singlet values are not bad, it should be remembered that these results have been obtained with the spin-orbit coupling parameter equal to zero whereas in platinum it is appreciable. However, the results do tend to indicate that with introduction of the spin-orbit coupling, agreement between theory and experiment should be possible with but minor adjustments in the parameters.
3. Effects of changes in the electronic interaction parameters on the transition energies

Prior to the inclusion of the spin-orbit coupling parameter, it was deemed adviseable to investigate the effect of changes in the electronic interaction parameters, \(F_{2}\) and \(F_{4}\), on the transition energies, since the parameters had to be obtained somewhat indirectly. For this study, the parameters were:
\[
\begin{aligned}
\mu & =2.0 \mathrm{a} \cdot \mathrm{u} \\
\mathrm{x} & =8.0 \mathrm{a} \cdot \mathrm{u} \\
\alpha & =0 \\
\mathrm{~F}_{2} & =14 \mathrm{~F}_{4} \\
\mathrm{~F}_{4} & =\text { variable }
\end{aligned}
\]

The energy levels were obtained for four values of \(\mathrm{F}_{4}\) :
1) \(\mathrm{F}_{4}=3.92 \times 10^{-4}\) a.u.
2) \(\mathrm{F}_{4}=3.60 \times 10^{-4} \mathrm{a} . \mathrm{u} .\),
3) \(\mathrm{F}_{4}=3.40 \times 10^{-4} \mathrm{a} . \mathrm{u} .\),
\[
\therefore \quad I_{4}-2.00 \therefore 20^{-4}=.4 .
\]

For these values the transition energies between the various states were obtained. Rather than present all of them, only those transitions which would lead to absorption peaks of interest are given in Table 30 . As is seen from the table, the transition energies are only slightiy affected by rather large changes in the electronic interaction values. This indicates that the energy levels are primarily a function of the ligand field; that is, the ligands impart a; strong field Table 30. Effect of electronic interaction on the transition energiesa
\begin{tabular}{|c|c|c|c|c|}
\hline \multirow[b]{3}{*}{Transition} & \multicolumn{4}{|l|}{Transition energy \({ }^{\text {b }}\) for a given \(\mathrm{F}_{4}\) value \({ }^{\text {c }}\)} \\
\hline & \(\mathrm{F}_{4}=\) & \(\mathrm{F}_{4}=\) & \(\mathrm{F}_{4}=\) & \(\mathrm{F}_{4}=\) \\
\hline & 3.0 & 3.4 & 3.6 & 3.92 \\
\hline \(I_{A_{1}}\) & 2.58 & 2.56 & 2.56 & 2.56 \\
\hline \(I_{A_{1}}\) & 3.00 & 2.95 & 2.93* & 2.91 \\
\hline \(1_{A_{1}}-{ }^{3} \mathrm{~A}_{2}\) & 2.10 & 2.01 & 1.97 & 1.90 \\
\hline \({ }^{A_{A 1}}\) - \({ }^{3} \mathrm{~B}_{1}\) & 2.08 & 1.90 & 1.84 & 1.71 \\
\hline \multicolumn{5}{|l|}{\[
\begin{aligned}
& \mathrm{a} \\
& \mathrm{X}=8.0 \text { a.u., } \mathrm{F}_{2}=5.438 \times 10^{-4} \text { a.u., } \mathrm{F}_{2}=3.92 \times 10^{-5} \\
& \text { a.u., } \mathrm{a}=0 .
\end{aligned}
\]} \\
\hline \multicolumn{5}{|l|}{} \\
\hline
\end{tabular}
cEfoct on the platinum ion. It also suggests that any adjustment of the theoretical energy levels to give better agreement with experiment should be accomplished by means of the ligand field parameters, \(R\) and \(\mu\). Finally, it was felt that on the basis of the results obtained, the original choice for the parameters \(F_{2}\) and \(F_{4}\) should be retained.
4. Final choice of parameters after inclusion of the experimental spin-orbit coupling value

Upon inclusion of the spin-orbit coupling value given by Mcclure (23), it was found that except for the theoretical results involving the cis-Pt \(\left(\mathrm{NH}_{3}\right){ }_{2} \mathrm{Cl}_{2}\) and \(\mathrm{Pt}\left(\mathrm{NH}_{3}\right)_{3} \mathrm{Cl}^{+} \mathrm{com-}\) plexes, somewhat poorer agreement with experimental values was obtained. Trial calculations with various values of the radial distance parameter \(X=f R\), indicated that reasonable agreement was achieved for these other complexes if one used the experimental \(\mathrm{Pt}-\mathrm{Cl}\) distance from \(\mathrm{PtCl}_{4}{ }^{=}\); that is, \(\mathrm{X}=\) 8.5 a.u. Thus, the final choices of parameters for these complexes are given in Group \(I\) of Table 31 . It is interesting to note that the effective dipoles are reasonably selfconsistent. For example, the effective dipole for \(\left[\mathrm{NH}_{3} \mathrm{PtCl}_{3}\right]^{-}\) should be:
\[
\begin{equation*}
\mu^{\prime}=\left[3 / 4 \mu_{\mathrm{CI}}+i / 4 u_{\mathrm{NH}_{3}}\right] \tag{131}
\end{equation*}
\]

Then, from \(\left[\mathrm{PtCl}_{4}\right]^{=}, u_{c l}=2.89\), and

Table 31. Final choice of parameters


\section*{Group IIC}
\begin{tabular}{ll} 
cis \(-\left[\mathrm{Pt}\left(\mathrm{NH}_{3}\right)_{2} \mathrm{Cl}_{2}\right]\) & 2.74 a.u. \\
{\(\left[\mathrm{Pt}\left(\mathrm{NH}_{3}\right)_{3} \mathrm{Cl}\right]^{+}\)} & 2.92
\end{tabular}
a Dipole moment fixed on the basis that absorption Peak 2 corresponds to the \({ }^{l_{A_{1}}} \longrightarrow{ }^{l_{A_{2}}}\) transition.
\(b_{\text {Fixed parameters }} X=8.5\) anu., \(F_{2}=5.488 \times 10^{-3}\) anu., \(F_{4}=3.92 \times 10^{-4}\) a.u., and \(\alpha=9.42 \times 10^{-3} \mathrm{a} . \mathrm{u}\).
\({ }^{C}\) Fixed parameters \(: X=8.0\) a.u., \(F_{2}=5.488 \times 10^{-3}\) anu., \(F_{4}=3.92 \times 10^{-4} \mathrm{a} . \mathrm{u} .\), and \(\alpha=9.42 \times 10^{-3} \mathrm{a} . \mathrm{u}\).
\[
\begin{equation*}
3.14 \text { a.u. }=3,4(2.89)+1 / 414.1 . \tag{132}
\end{equation*}
\]

Thus,
\[
u_{\mathrm{NH}_{3}}=3.84 \text { a. }
\]

By use of these values, one can estimate the dipole for \(\operatorname{Pt}\left(\mathrm{NH}_{3}\right) \mathrm{Cl}_{2}:\)
\[
\begin{equation*}
u^{\prime \prime}=\left[1 / 2 \mu_{\mathrm{CI}}+1 / 2 u_{\mathrm{NH}_{3}}\right]=3.38 \mathrm{a} . \mathrm{u} . \tag{133}
\end{equation*}
\]
which is exactly that for the trans-complex. By similar processes the average dipole for the di-aquo and di-hydroxy species can be predicted. The results are 3.00 a.u. and 3.12 a.u. respectively, which compare fairly well with the values listed in Table 3l.

The resultant transition energies vs. effective dipole moment, with \(\mathrm{X}=8.5 \mathrm{a} . \mathrm{u} .\), are given in Figure 14. Comparison between the experimental and theoretical transition energies are given in Group I in Table 32. This group also includes preliminary results from a study of the absorption peaks of aquo-substituted and hydroxy-substituted chlorocomplexes. These results are incomplete since the singlet-totriplet peaks have not been experimentally determined as yet. The singlet-to-singlet transitions agree rather well.

Estimates of the transition energies in the \(\left[P t\left(\mathrm{NH}_{3}\right){ }_{3} \mathrm{CI}\right]^{+}\) complex based upon the energy levels given in Figure 14 result in poor agreement with the experimental values. However, it was possible that in this case, the platinum to nitrogen aistance for the complex would better represent the central

Table 32. Comparison of final theoretical transition energies with experimental results \({ }^{\text {a }}\)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[b]{4}{*}{Cmp. \({ }^{\text {b }}\)} & \multirow[t]{4}{*}{\begin{tabular}{l}
st.d. \\
Peak 2 \\
\({ }^{A_{A}}\) \\
\(1_{A_{2}}\)
\end{tabular}} & \multicolumn{3}{|c|}{\multirow[b]{2}{*}{Theory}} & \multicolumn{5}{|c|}{Theory} \\
\hline & & & & & & & & & \\
\hline & & & \(1_{A_{1}}\) & & & \(1_{A_{1}}\) & \({ }^{1} \mathrm{~A}_{1}\) & & \\
\hline & & \begin{tabular}{l}
Exp. \\
Peak 1
\end{tabular} & \[
\begin{aligned}
& \text { 1o } \\
& \mathbf{B}_{1}
\end{aligned}
\] & Error & \begin{tabular}{l}
Exp. \\
Peak 3
\end{tabular} & \[
\begin{aligned}
& \text { to } \\
& 3^{A_{2}}
\end{aligned}
\] & \[
\begin{aligned}
& \text { 30 } \\
& { }^{3}{ }_{1}
\end{aligned}
\] & Ave. & Error \\
\hline \multicolumn{10}{|c|}{Group I} \\
\hline A & 2.55 & 3.02 & 2.92 & 3.3\% & 2.10 & 2.20 & 2.16 & 2.18 & 3.8\% \\
\hline B & 2.89 & 3.33 & 3.28 & 1.5\% & 2.41 & 2.48 & 2.50 & 2.49 & 3.3\% \\
\hline c & 3.17 & 3.67 & 3.53 & 3.3\% & 2.68 & 2.74 & 2.83 & 2.79 & 4.6\% \\
\hline D & 3.12 & 3.71 & 3.61 & 2.7\% & 2.64 & 2.70 & 2.76 & 2.73 & 3.4\% \\
\hline E & 3.33 & 3.72 & 3.81 & 2.4\% & 2.73 & 2.88 & 3.00 & 2.94 & 7.7\% \\
\hline F & 2.64 & 3.14 & 3.02 & 3.8\% & - & 2.28 & 2.26 & 2.27 & - \\
\hline G & 2.78 & 3.22 & 3.18 & 1. \(2 \%\) & - & 2.41 & 2.41 & 2.41 & - \\
\hline H & 2.72 & 3.18 & 3.11 & 2.2\% & - & 2.34 & 2.34 & 2.34 & - \\
\hline I & 2.90 & 3.33 & 3.31 & 0.6\% & - & 2.51 & 2.53 & 2.52 & - \\
\hline \multicolumn{10}{|c|}{Group II} \\
\hline J & 3.311 & 3.72 & 3.68 & 1.1\% & 2.73 & 2.90 & 2.80 & 2.85 & 4.4\% \\
\hline K & 3.60 & 3.92 & 3.99 & 1.8\% & 3.10 & 3.10 & 3.16 & 3.13 & 1.0\% \\
\hline \multicolumn{10}{|c|}{\({ }^{\text {a }}\) All results are in wave numbers \(\times 10^{4} \mathrm{~cm}^{-1}\).} \\
\hline \multicolumn{10}{|c|}{\(\mathrm{b}_{\text {The }}\) complexes are as follows: \(\mathrm{A}=\left[\mathrm{PtCl}_{4}\right]^{\prime} ; \mathrm{B}=\left[\mathrm{Pt}\left(\mathrm{NH}_{3}\right) \mathrm{Cl}_{3}\right]\)} \\
\hline \multicolumn{10}{|l|}{\(\left[\mathrm{Pt}\left(\mathrm{NH}_{3}\right)_{2} \mathrm{Cl}_{2}\right] ; \mathrm{D}=\operatorname{trans}-\left[\left\{\left(\mathrm{C}_{5} \mathrm{H}_{11}\right)_{2} \mathrm{NH}_{2} \mathrm{PtCl}_{2}\right] ; \mathrm{E}=\operatorname{cis}-\left[\mathrm{Pt}\left(\mathrm{NH}_{3}\right)_{2} \mathrm{Cl} \mathrm{l}_{2}\right] ; \mathrm{F}=\right.\)} \\
\hline \multicolumn{10}{|l|}{\(\left[\mathrm{Pt}\left(\mathrm{H}_{2} \mathrm{O}\right) \mathrm{Cl}_{3}\right]^{-} ; \mathrm{G}=\left[\mathrm{Pt}\left(\mathrm{H}_{2} \mathrm{O}\right)_{2} \mathrm{Cl}_{2}\right] ; \mathrm{H}=\left[\mathrm{Pt}(\mathrm{OH}) \mathrm{Cl}_{3}\right]^{\prime} ; \mathrm{I}=\left[\mathrm{Pt}(\mathrm{OH})_{2} \mathrm{Cl}_{2}\right]^{=} ; \mathrm{J}=\mathrm{cis}\)} \\
\hline
\end{tabular}


Figure 14. Transition energies as a function of dipole moment for the final choice of the parameters
ion to ligand distance than the piatinum to chioride aistance. Therefore, a value of X equal to 8.0 a.u. was employed which, when used with an appropriate value of \(\dot{\alpha}\) given in Group II of Table 31 , resulted in good agreement between experimental and theoretical energy levels. The results are given in Group II of Table 32 , along witn a second evaluation of cis[Pt \(\left.\left(\mathrm{NH}_{3}\right)_{2} \mathrm{Cl}_{2}\right]\) made by use of the same radial distance.

\section*{D. Discussion}

The calculations and results presented in this thesis support an alternative assignment of energy levels to that given by Chatt et al. (2). Some discussion about the reasons for the two assignments seems to be in order.

The main difference between the two assignments is in the relative positions of the \(\left(z^{2}\right)\) and the \((x z),(y z)\) orbitals. All the features of the spectra, save one, which are noted by Chatt et al. (2) to be consistent with the assignment of peak \(l\) to the transition from the degenerate \((x z)\), ( \(y z\) ) state to the \(\left(x^{2}-y^{2}\right)\) state, are equally consistent with the alternative assignment of the transition from the \(\left(z^{2}\right)\) state. Without going into detail, this single feature concerns the absorption spectra of the solid complexes, and the presumption is made that the energy levels in the solid are the same as those of the complexes in solution. However, in order to be sure of this, one would expect that the absorption peaks in the two
situations wouid be identical. as thev were in certain NifI! complexes investigated by Maki (29). This is not the case with the platinum complexes under discussion. For example, the three peaks of the solution spectra of \(K_{2}\) Ptcla \(_{4}\) are at \(331 \mathrm{~m} \mathrm{\mu}, 392 \mathrm{mu}\), and 476 mu , while the spectra of the solid, the peaks are at \(340 \mathrm{~m} \mu, 375 \mathrm{~m} \mathrm{\mu}\), and \(500 \mathrm{~m} \mu\). While these are somewhat close, it snould be noted that the shifts are not all in the same direction. Furthermore, Dickinson (42) has shown that in the solid \(\mathrm{K}_{2} \mathrm{PtCl}_{4}\) the platinum atoms appear in chains above one another, whereas it is to be expected that in aqueous solution, the water molecules would be oriented such that the negative end of the dipole would be directed toward the platinum ion. In view of the fact that in crystals the complex ions of platinum frequently form metal-metal bonds, (44), it is possible that the solution and solid spectra are not analogous. In ligand field terms, positive charges on the z-axes due to the platinum ions could alter the positions of the energy levels.

Furthermore, if Peak 1 were due to the transition from the (xz), (yz) orbitals, one would expect a splitting of this peak in the spectra of the lower symmetry complexes, for example, in trans \(-\left[P t\left(\mathrm{NH}_{3}\right)_{2} \mathrm{Cl}_{2}\right]\). Chatt et al. (2) explain the Fact tinat no apparent splitting takes place as due to the fact that the \(\left(x^{2}-y^{2}\right)\) orbital is much more sensitive to the nature of the ligands than those of tine (xz) and (yz) orbitals.

Howevar, in tems of the energy level assignment of tinis thesis, no splitting would be expected since the transition is from the single \(\left(z^{2}\right)\) orbital in all the complexes.

The energy level assignment supported by the present work is in accord with the assignment applied to Ni (II) complexes (14). The effects of configuration interaction and spin-orbit coupling, which were not exploited in the previous treatment of platinum(II), have been included. However, it should be noted that in view of present theories of bonding in complexes, ligand field calculations which employ a point charge or point dipole model are perhaps oversimplifications and will accordingly remain suspect. Nevertheless, within the framework of the dipole model, the complete ligand field calculations in this thesis result in an unambiguous assignment of the levels which gives reasonable agreement with experimental values.
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A. Appendix \(A\) : Derivation of the Fave Eunctions of the Eree Ion

In order to construct the wave functions associated with the energy levels of the free platinum(II) ion, one must be careful in the choice of phase factors. For example, if
\[
\begin{align*}
{ }^{3} \mathrm{~F}_{4}(3)=\sqrt{3} / \sqrt{8} & {[(2,0)-(0,2)] \alpha \alpha } \\
& +1 / 4[(2,1)-(1,2)][\alpha \beta+\beta \alpha] \tag{134}
\end{align*}
\]
then either
\[
\begin{equation*}
3_{F_{3}}(3)=1 / \sqrt{8}[(2,0)-(0,2)] \alpha a+\sqrt{3 / 4}[-(2,1)+(1,2)][\alpha \beta+p \alpha] \tag{135}
\end{equation*}
\]
or
\({ }^{3} \mathrm{~F}_{3}(3)=1 / \sqrt{8}[-(2,0)+(0,2)] a \alpha\)
\[
\begin{equation*}
+\sqrt{3 / 4}[(2,1)-(i, 2)][\alpha \beta+\beta \alpha] \tag{135}
\end{equation*}
\]
will be orthogonal to \({ }^{3} \mathrm{~F}_{4}(3)\). The choice of phase factors, both within a particular \(J\) value and between different \(J\) values, must be consistent. To assure this, it has been decided to employ the systematic approach given by condon and Shortiey (6) in which the wave functions \(15, M_{S}, L, M_{L}\) ) are derived first and then the \(\left|S, I, J, M_{J}\right\rangle\) wave functions are obtained from appropriate combinations of the \(\left(S, M_{S}, L, M_{L}\right)\) functions. However, in the dexivation of the \(\left|S, I, J, M_{J}\right\rangle\) functions, the procedure that will be followed is the one given by Rotenberg et al. (45).

To obtain the states of the free ion, the method outlined in section \(l^{7}\) of Condon and Shortley's text (6) is particularly advantageous, not only because of its simplicity, but also because of the useful information derivable from the table that is constructed in the process of deriving the states. To obtain the states which result from two equivalent d-electrons, one considers all possible combinations of \(M_{L}\) and \(M_{S}\) which can be obtained with the restriction of the Pauli exclusion principle. Now \(M_{L}=\sum m_{2}\) and \(M_{S}=\Sigma m_{S}\), where \(m_{2}\) and \(m_{s}\) are the magnetic and spin quantum numbers for the d-electrons. Since \(m_{l}= \pm 2, \pm 1,0\), and \(m_{s}= \pm 1 / 2\) for each electron, the possible \(M_{L}\) and \(M_{S}\) values are:
\[
\begin{aligned}
& M_{L}= \pm 4, \pm 3, \pm 2, \pm 1,0 \\
& M_{S}= \pm 1,0
\end{aligned}
\]

One then proceeds to construct a table of all possible combinations of the \(m_{\ell}\) and \(m_{s}\) value which will give a particular \(M_{L}\) and \(M_{S}\). Such a listing for the \(d^{2}\) case is given in Table 33.

Since there is a state with \(M_{L}=4, M_{S}=0\), there must exist a state with \(L=4, S=0\), that is, \({ }^{l} G\). Now \({ }^{l_{G}}\) will have \(M_{L}\) values from 4 to -4 , with \(M_{S}=0\). Similarly, since there is a state with \(M_{L}=3, M_{S}=1\), there must exist a \({ }^{3} \mathrm{~F}\) state, that is a state with \(L=3, S=1\). Now in the cell, \(M_{L}=2, M_{S}=0\), one of the terms is accounted for by the \(l_{G}\) state and another by the \({ }^{3} \mathrm{~F}\) state. Since there is a third

\begin{tabular}{|c|c|c|c|}
\hline \[
M_{L}^{M_{S}}
\] & 1 & 0 & -1 \\
\hline 4 & -- & \(\left(2^{+} 2^{-}\right)\) & -- \\
\hline 3 & \(\left(2^{+} 1^{+}\right)\) & \(\left(2^{+} 1^{-}\right)\left(2-1^{+}\right)\) & \(\left(2^{-1}\right)\) \\
\hline 2 & \(\left(2^{+} 0^{+}\right)\) & \(\left(2^{+} 0^{-}\right)\left(2^{-} 0^{+}\right)\left(1^{+} 1^{-}\right)\) & \(\left(2^{-} 0^{-}\right)\) \\
\hline 1 & \(\left(2^{+}-1^{+}\right)\left(1^{+} 0^{+}\right.\) & \(\left(2^{+}-1^{-}\right)\left(2^{-}-1^{+}\right)\left(1^{+} 0^{-}\right)\left(1^{-} 0^{+}\right)\) & \(\left(2^{-}-1^{-}\right)\left(1^{-} 0^{-}\right)\) \\
\hline 0 & \[
\left(2^{+}-2^{+}\right)\left(1^{+}-1^{+}\right)
\] & \[
\begin{array}{r}
\left(2^{+}-2^{-}\right) \\
\left(2^{-}-2^{+}\right)\left(1^{+}-1^{-}\right) \\
\left(1^{-}-1^{+}\right)\left(0^{+} 0^{-}\right)
\end{array}
\] & \(\left(2^{--} 2^{-}\right)\left(1^{-}-1^{-}\right)\) \\
\hline & \[
\begin{aligned}
& \left(-2^{+} 1^{+}\right) \\
& \quad\left(-1^{+}+\right)
\end{aligned}
\] & \[
\begin{array}{r}
\left(-2^{+} 1^{-}\right)\left(-2^{-} 1^{+}\right)\left(-1^{+} 0^{-}\right) \\
\left(-1^{-} 0^{+}\right)
\end{array}
\] & \(\left(-2-1^{+}\right)\left(-1-0^{-}\right)\) \\
\hline -2 & \(\left(-2^{+} 0^{+}\right)\) & \(\left(-2^{+} 0^{-}\right)\left(-2-0^{+}\right)\left(-1^{+}-1^{-}\right)\) & \(\left(-2^{-} 0^{-}\right)\) \\
\hline -3 & \(\left(-2^{+}-1^{+}\right)\) & \(\left(-2^{+}-1^{-}\right)\left(-2^{--1+}\right)\) & \(\left(-2^{--1-}\right)\) \\
\hline -4 & -- & \(\left(-2^{+}-2^{-}\right)\) & -- \\
\hline
\end{tabular}
\({ }^{a}\) In this table, \(\left(A^{+} B^{-}\right)\)is a representation such that \(A\) and \(B\) are the mp values of the two electrons and the superscripts, ( + ) and ( - ), represent the \(m_{s}\) values, with ( + ) \(=\alpha\) \(=\frac{1}{2}\) and \((-)=\beta=-\frac{1}{2}\). The entire expression represents the antisymmetric product function. Thus, \((2+1+)=1 / \sqrt{2}[(2,1)\) - \((1,2)] \alpha a\).
term in the cell, there must exist a state with \(L=2, S=0\), that is \({ }^{1}\) D. Similarly from the cell \(M_{L}=1, M_{S}=1\), one obtains the \({ }^{3} \mathrm{P}\) state; and from \(M_{L}=0, M_{S}=0\), the \(l_{S}\) state is derived. Hence the states associated with \(d^{2}\) or \(d^{8}\) are \({ }^{I_{G}}\), \(I_{D}, I_{S},{ }^{3} F\), and \({ }^{3}{ }^{P}\).

If the function for a particular state is represented by \(|n, m\rangle\) where \(n\) is the angular momentum quantum number and \(m\) is the \(z\)-component quantum number, then one can define as operator, A_, such that:
\[
\begin{equation*}
A_{-}|n, m\rangle=h[(n m)(n-m+1)]^{\frac{1}{2}}|n, m-1\rangle \tag{137}
\end{equation*}
\]

A_ is called the "step down" operator. If, for example, \(n\) is the orbital angular momentum operator, \(\ell\), and \(m\) is \(m_{\ell}\), then,
\[
\begin{equation*}
A_{-}=\ell_{-}-\ell_{x}-i i_{y} \tag{138}
\end{equation*}
\]

An introduction to the concept of "step down" and "step up" operators is given in Chapter VI of the text by Mandl (46). Suffice it to say that the step operators are not limited to the orbital angular momentum, \(\ell\), but that analogous definitions apply for the total angular momentum, \(j\), the spin, \(s\), etc.

Since,
\[
\begin{equation*}
\mathcal{L}=\mathcal{L}_{(1)}+\mathcal{L}_{(2)} \tag{139}
\end{equation*}
\]
and
\[
\begin{equation*}
\& \quad \alpha_{(1)}+N_{(2)}, \tag{140}
\end{equation*}
\]
where the (1) and (2) refer to electrons one and two, one can define:
\[
\begin{align*}
& \mathcal{L}_{-}=\varepsilon_{-}(1)+\ell_{-}(2) .  \tag{141}\\
& \mathcal{S}=\Delta_{-}(1)+A_{-}(2) . \tag{142}
\end{align*}
\]

Therefore, if one could obtain a function \(\left(\mathrm{S}, \mathrm{M}_{\mathrm{S}}, \mathrm{L}, \mathrm{M}_{\mathrm{L}}\right)\) which

product functions, one could find, for example, \(\mid \mathrm{S}, \mathrm{M}_{\mathrm{S}}, \mathrm{L}, \mathrm{M}_{\mathrm{L}}-1\) ), \(\left|S, M_{S}, L, M_{L}-2\right|\), etc., or \(\left|S, M_{S}-1, L, M_{L}\right|,\left|S, M_{S}-2, L, M_{L}\right|\), etc., by repeated applications of the appropriate operators. For example, from Table 33 , it is obvious that the wave function for the state \(\left.\left|S, M_{S}, L, M_{L}\right|=\mid 1,1,3,3\right)\) is given by
\[
\begin{equation*}
\mid 1,1,3,3)=1 / \sqrt{2}[(2,1)-(1,2)] \alpha \alpha \tag{143}
\end{equation*}
\]

Then,
\[
\begin{equation*}
\left.\mathcal{L}_{-} \mid 1,1,3,3\right)=\left\{\ell_{-}(1)+\ell_{-}(2)\right\} 1 / \sqrt{2}[(2,1)-(1,2)] \alpha \alpha . \tag{144}
\end{equation*}
\]

Hence,
\[
\begin{align*}
& \left.\left.h[(3+3)(3-3+1)]^{\frac{1}{2}} \right\rvert\, 1,1,3,2\right)= \\
& h / \sqrt{2}[(2+1)(2-1+1)]^{\frac{1}{2}}[(2,0)-(0,2)] \alpha a . \tag{145}
\end{align*}
\]

Therefore,
\[
\begin{equation*}
\mid 1,1,3,2)=1 / \sqrt{2}[(2,0)-(0,2)] \alpha \alpha . \tag{146}
\end{equation*}
\]

By a similar process:
\[
\begin{align*}
\left.\delta_{-} \mid 1,1,3,3\right) & =\left\{\Delta_{-}(1)+s_{-}(2)\right\} 1 / \sqrt{2}[(2,1)-(1,2)] \alpha \alpha  \tag{147}\\
1 \cdot \sqrt{2} 1,0,3,3) & =h / \sqrt{2}[(2,1)-(1,2)][\alpha \beta+\beta \alpha]  \tag{148}\\
\mid 1,0,3,3) & =1 / 2[(2,1)-(1,2)][\alpha \beta+\beta \alpha] \tag{149}
\end{align*}
\]

By such a step down procedure, the \(\left|S, M_{S}, L, M_{L}\right\rangle\) functions for all \(M_{S}\) and \(M_{L}\) values associated with \(S=1\) and \(L=3\) may be obtained. This technique assures that the proper relative phases for ali states are obtained. The \(\mid S, M_{S}, L, M_{L}\) functions required for the \({ }^{3}\) F states are given in Table 34.
 \(\left(S, M_{S}, L, M_{L}\right)\)
\begin{tabular}{|c|c|}
\hline (1,1,3,3) & \(1 / \sqrt{2}[(2,1)-(1,2)][\alpha a]\) \\
\hline ( \(1,0,3,3)\) & \(1 / 2[(2,1)-(1,2)][\alpha \beta+\beta \alpha]\) \\
\hline (1, -1, 3, 3) & \(1 / \sqrt{2}[(2,1)-(1,2)][\beta \beta]\) \\
\hline i \(1,1,3,2)\) & \(1 / \sqrt{2}[(2,0)-(0,2)][\alpha \alpha]\) \\
\hline (1, 0, 3, 2) & 1/2[(2,0)-(0,2)][ \(\alpha \beta+\beta \alpha]\) \\
\hline ( 1, -1, 3, 2) & \(1 / \sqrt{2}[(2,0)-(0,2)][\beta \beta]\) \\
\hline (1, 1, 3, 1) & \[
\begin{aligned}
& 1 / \sqrt{10}[\sqrt{2}(1,0)-\sqrt{2}(0,1)+\sqrt{3}(2,-1) \\
& \quad-\sqrt{3}(-1,2)][\alpha \alpha]
\end{aligned}
\] \\
\hline (1,0,3,1) & \[
\begin{aligned}
& 1 / \sqrt{20}[\sqrt{2}(1,0)-\sqrt{2}(0,1)+\sqrt{3}(2,-1) \\
& \quad-\sqrt{3}(-1,2)][\alpha \beta+\beta \alpha]
\end{aligned}
\] \\
\hline | \(1,-1,3,1)\) & \[
\begin{aligned}
1 / & \sqrt{10}[\sqrt{2}(1,0)-\sqrt{2}(0,1)+\sqrt{3}(2,-1) \\
& -\sqrt{3}(2,-1)-\sqrt{3}(-1,2)][\beta B]
\end{aligned}
\] \\
\hline (1, 1, 3, 0) & \(1 / \sqrt{10}[(2,-2)-(-2,2)+2(1,-1)-2(-1,1)][\alpha \alpha]\) \\
\hline (1,0,3,0) & \[
\begin{aligned}
& 1 / \sqrt{20}[(2,-2)-(-2,2)+2(1,-1)-2(-1,1)][\alpha \beta+ \\
& \beta \alpha]
\end{aligned}
\] \\
\hline | \(1,-1,3,0)\) & \(1 / 10[(2,-2)-(-2,2)+2(1,-1)-2(-1,1)][\beta \beta]\) \\
\hline | 1, 1, 3, -1) & \[
\begin{aligned}
& 1 / \sqrt{10}[\sqrt{2}(0,-)-\sqrt{2}(-1,0)+\sqrt{3}(1,-2) \\
& \quad-\sqrt{3}(-2,1)][\alpha \alpha]
\end{aligned}
\] \\
\hline (1, 0, 3, -1) & \[
\begin{aligned}
& 1 / \sqrt{20}[\sqrt{2}(0,-1)-\sqrt{2}(-1,0)+\sqrt{3}(1,-2) \\
&-\sqrt{3}(-2,1)][\alpha \beta+\beta \alpha]
\end{aligned}
\] \\
\hline (1, -1, 3, -1) & \[
\begin{aligned}
& 1 / \sqrt{10}[\sqrt{2}(0,-1)-\sqrt{2}(-1,0)+\sqrt{3}(1,-2) \\
& \quad-\sqrt{3}(-2,1)][\beta \beta]
\end{aligned}
\] \\
\hline \(|1,1,3,-2|\) & \(1 / \sqrt{2}[(0,02)-(-2,0)][\alpha a]\) \\
\hline (1, 0, 3, -2) & \(1 / 2[(0,-2)-(-2,0)][\alpha \beta+\beta \alpha]\) \\
\hline
\end{tabular}
\[
+1)^{1 / 2}\left(\begin{array}{ccc}
i_{i} & j_{2} & j  \tag{150}\\
m_{1} & m_{2} & -m
\end{array}\right) \quad\left(j_{1}, m_{1}, j_{2}, m_{2}\right)
\]

In the case of the wave functions being considered, \(j_{1}=S\); \(j_{2}=L ; j=J ; m_{1}=M_{S} ; m_{2}=M_{L}\); and \(m=M_{J}\). The equation would be difficult to handle were it not for the fact that a complete set of values for the \(3-j\) symbol,
\[
\left(\begin{array}{rrr}
j_{1} & j_{2} & j \\
m_{l} & m_{2} & -m
\end{array}\right)
\]
have been determined and tabulated by Rotenberg et al. (45). The text is self explanatory and quite easy to follow. A more detailed discussion of the \(3-j\) symbol, its properties and uses, is given by Edmonds (31).

An illustration of the use of the foregoing equation might prove helpful. In constructing the wave function for the state \(\left|S, L, M, M_{J}\right\rangle=|1,3,4,3\rangle\), by means of the \(\left|S, M_{S}, L, M_{L}\right|\) functions, one obtains the expression:
\[
|1,3,4,3\rangle=(-1)^{3-1-3} \sum_{m_{1}, m_{2}}(8+1)^{1 / 2}\left(\begin{array}{ccc}
1 & 3 & 4 \\
m_{1} & m_{2} & -3
\end{array}\right)\left(1, m_{1}, 3, m_{2}\right)
\]

Now since \(j_{1}=S=1\), then \(m_{1}=m_{s}= \pm 1,0\). It can be shown (31) that the \(3-j\) symbol is zero unless \(m_{1}+m_{2}=m\). Therefore when:
\[
\begin{aligned}
& m_{1}=1, m_{2} \text { must equal } 2, \\
& m_{1}=0, m_{2} \text { must equal } 3,
\end{aligned}
\]

Table 3a. !onntinuat!
\(\left.S, M_{S}, L, M_{L}\right)\)
Two-electron product functions
\begin{tabular}{ll}
\(11,-1,3,-2)\) & \(1 / \sqrt{2}[(0,-2)-(-2,0)][\beta \overline{ }]\) \\
\(11,1,3,-3)\) & \(1 /=\sqrt{2}[(-1,-2)-(-2,-1)][\alpha \alpha]\) \\
\(11,0,3,-3)\) & \(1 / 2[(-1,-2)-(-2,-1)][\alpha \bar{\beta}+\beta \alpha]\) \\
\(\mid 1,-1,3,-3)\) & \(1 /=\overline{2}[(-1,-2)-(-2,-1)][\beta \bar{\rho}]\)
\end{tabular}
3. The \(\left|S, L, J, M_{J}\right\rangle\) functions

In section \(5^{8}\), condon and Shortley (6) point out that the states of different terms have no particular phase relation. That is, the highest \(M_{L}\) value for any one of the states, \({ }^{l_{G}}\), \({ }^{1} \mathrm{D}_{2},{ }^{I_{S}},^{3}{ }^{3} \mathrm{~F}_{4}\), and \({ }^{3} \mathrm{P}_{2}\), can be constructed simply on the basis of their orthogonality relationships. However, the phase relation does become important between the \({ }^{3} F\) states; i.e., between \({ }^{3} \mathrm{~F}_{4},{ }^{3} \mathrm{~F}_{3}\), and \({ }^{3} \mathrm{~F}_{2}\), and between the three \({ }^{3} \mathrm{p}\) states; i.e., Detween \({ }^{3} \mathrm{P}_{2},{ }^{3} \mathrm{P}_{1}\), and \({ }^{3} \mathrm{P}_{0}\).

In order to construct the \(\left|S, L, J, M_{J}\right\rangle\) functions from the \(\left.\mid S, M_{S}, L, M_{L}\right)\) functions, while guaranteeing the consistency of the phase relations, one can make use of the relationship between the functions in terms of the \(3-j\) symbol. The general relation is given by:
\[
\left|j_{1}, j_{2}, j, m\right\rangle=(-1)^{j_{2}-j_{1}-m} \sum_{m_{1}, m_{2}}\left(2 j+\quad \begin{array}{c}
\text { (Continued next } \\
\text { page) }
\end{array}\right.
\]
\[
m_{?}=-1, m_{2} \text { must equal } A \text {. }
\]

But in the latter case \(m_{2}\) would exceed \(j_{2}=3\), and since it is required that \(m_{2} \leq j_{2}\), this last combination is not allowed. Thus the wave function becomes:
\[
\left.\left.\left.|1,3,4,3\rangle=-3\left(\begin{array}{ccc}
1 & 3 & 4  \tag{152}\\
1 & 2 & -3
\end{array}\right) \right\rvert\, 1,1,3,2\right) \left.-3\left(\begin{array}{ccc}
1 & 3 & 4 \\
0 & 3 & -3
\end{array}\right) \right\rvert\, 1,0,3,3\right)
\]

From Rotenberg, et al. (45), one obtains:
\[
\left(\begin{array}{ccc}
1 & 3 & 4 \\
1 & 2 & -3
\end{array}\right)=\frac{-1}{2 \sqrt{3}} ; \text { and }\left(\begin{array}{ccc}
1 & 3 & 4 \\
0 & 3 & -3
\end{array}\right)=\frac{-1}{6}
\]

Hence:
\[
\begin{array}{rl}
|1,3,4,3\rangle=\sqrt{3 / 2} & \mid 1,1,3,2)+1 / 2 \mid 1,0,3,3) \\
=\sqrt{3} / 2 & 1 / \sqrt{2}[(2,0)-(0,2)] \alpha \alpha \\
& +1 / 21 / 2[(2,1)-(1,2)][\alpha \beta+\beta \alpha] \\
& +\sqrt{3} / \sqrt{8}[(2,0)-(0,2)][\alpha \alpha] \\
& +1 / 4[(2,1)-(1,2)][\alpha \beta+\beta \alpha] \tag{153}
\end{array}
\]

Such techniques are required to insure the consistency between the \({ }^{3} \mathrm{~F}\) states as well as between the \({ }^{3} \mathrm{P}\) states. It is not necessary to employ the above method in order to determine all the \(\left|S, L, J, M_{J}\right\rangle\) wave functions. For example, the wave functions for \({ }^{l_{G}}(4)\) and \({ }^{3} F_{4}(4)\) may be written directly from consideration of the antisymmetry requirements and the values given in Table 33 , since there is only one possible \(\mid S, M_{S}, L, M_{L}\) ) function belonging to each of them. Thus:
\[
\begin{equation*}
\left.l_{G_{4}}(4)=|0,0,4,4\rangle=\mid 0,0,4,4\right)=1 / \sqrt{2}[(2,2)][\alpha \beta-\beta \alpha] \tag{154}
\end{equation*}
\]

One notes that all the sinciet Eunctions will be antisymmotmin in their spin parts and hence must be symmetric in their space parts. Similarly, all triplet states will be symmetric with respect to spin and antisymmetric with respect to space. Thus:
\[
\begin{equation*}
\left.{ }^{3} \mathrm{~F}_{4}(4)=|1,3,4,4\rangle=\mid 1,1,3,3\right)=1 / \sqrt{2}[(2,1)-(1,2)] \alpha \alpha \tag{155}
\end{equation*}
\]

To obtain the other wave functions belonging to \(l_{G_{4}}\) and \({ }^{3} \mathrm{~F}_{4}\), that is, the wave functions with different \(M_{J}\) values, one can use the step down operators:
\[
\begin{equation*}
g-\left|S, L, J, M_{J}\right\rangle=h[(J+M)(J-M I)]^{\frac{3}{2}}\left|S, I, J, M_{J^{-I}}\right\rangle \tag{156}
\end{equation*}
\]
for the left hand side; and
\[
\begin{equation*}
g_{-}=\ell_{-}+\mathcal{L}_{-}=\alpha_{-}(1)+\alpha_{-}(2)+\ell_{-}(1)+\ell_{-}(2) \tag{157}
\end{equation*}
\]
for the right hand side. The procedure is then analogous to that given for the step operators of the \(\left.\mid S, M_{S}, L_{1}, M_{L}\right)\) functions.

Furthermore, since the phase factor for different \(L\) terms is unimportant, one can derive the first term of the singlets, \({ }^{1} D_{2}(2)\) and \({ }^{l_{S}}(0)\), from orthogonality considerations, examples of which are given in the text by Mandi (46).

Regardless of whether the \(3-j\) symbol technique is employed throughout, or only used in those cases where the phase factor is important, one can construct the wave functions in a straightforward, though tedious, manner. The free ion wave functions for the \(d^{2}\) or \(d^{8}\) configuration are given in Table 8.
S. Fppendix B: The Liuand Fieid Derivations.

Weak Field
1. The spherical harmonics

Because of their importance in this thesis and the fact that the choice of the phase factor is often a source of confusion, some discussion of the spherical harmonics is in order. The spherical harmonics, as employed in this thesis, follow the definition given by Condon and Shortley (6): \(Y_{\ell, m}(\theta, \phi)=(-1)^{m}\left[\frac{(2 \ell+1)}{2}\left(\frac{\ell-m \ell!}{(\ell+\| \pi l!}\right]^{\frac{1}{2}} \sqrt{\sqrt{2 \pi}} p_{\ell}^{|m|}(\cos \theta) e^{i m \phi}\right.\)
\(Y_{\ell,-m}(\theta, \phi)=+\left[\frac{(2 \ell+1)}{2} \frac{(\ell-m \phi!}{(\ell+m)!}\right]^{\frac{1}{2}} \frac{1}{\sqrt{2 \pi}} P_{\ell}^{|m|}(\cos \theta) e^{-i m \phi}\), where:
\[
\begin{equation*}
p_{\ell}^{|m|}(x)=\frac{\left(1-x^{2}\right)^{m / 2}}{2_{\ell}^{\ell}:} \frac{d^{\ell+|m|}}{d x^{\ell+|m|}}\left(x^{2}-1\right)^{m} \tag{160}
\end{equation*}
\]

Frequently, in this report, a spherical harmonic has been expressed as \(Y(\ell, m)\) for simplicity of reproduction. In such cases, the dependence of the function on \(\Theta\) and \(\varnothing\) is meant to be understood.

It is particularly important to note the phase factor, \((-1)^{m}\), when comparison with similar expressions of the spherical harmonics is made. The inclusion of this factor by some authors and its omission by others has led to slightly different expressions for the d-electron orbitals.

Explicit expressions for the normalized spherical
harmonics are given in Tah? 1 ? mhoy zre precented bath ze Eunctions of the angles, \(\theta\) and \(\varnothing\), and as functions of the coordinates, \(x, y, z\), and the radial distance, \(r\). Correspondence between the two sets is indicated by the relationships:
\[
\begin{align*}
x & =r \cdot \sin \theta \cos \varnothing  \tag{161}\\
y & =r \cdot \sin \theta \cos \varnothing  \tag{162}\\
z & =r \cdot \cos \theta  \tag{163}\\
\exp (i m \varnothing) & =\cos (m \phi)+i \cdot \sin (m \phi) \tag{164}
\end{align*}
\]

Three properties of the spherical harmonics should be kept in mind:
1. \(Y(\ell, m)=0\), if \(|m|>\ell\),
2. \(\mathrm{Y}^{*}(\ell, \mathrm{~m})=(-1)^{\mathrm{m}} \mathrm{Y}(\ell,-\mathrm{m})\), where (*) indicates the complex conjugate.
3. \(\int Y^{*}(\ell, m) Y\left(\ell^{\prime}, m^{\prime}\right) d \tau=\delta\left(\ell, \ell^{\prime}\right) \cdot \delta\left(m, m^{\prime}\right)\),
that is, the integral equals one if \(\ell\) equals \(\ell\) ' and \(m\) equals \(m^{\prime}\), and is equal to zero if \(l\) does not equal \(\ell^{\prime}\) or m does not equal m '.

Proofs of these relations, as well as an excellent review of the properties of the spherical harmonics and the different phase conventions used by various authors can be found in section 2.5 of the text by Edmonds (31).

\section*{2. Expansion of a product of spherical harmonics}

In the course of determining the matrix elements due to the ligand field, one finds it necessary to evaluate integrals

\section*{of the tivpe:}
\[
\int Y^{\star}\left(\hat{k}_{a}, m_{a}\right) Y\left(e_{b}, m_{D}\right) Y(\mathcal{L}, m) d \tau .
\]

Section 4.6 of the text by Edmonds (31) contains a procedure for the expansion of the product of two spherical harmonics in terms of a sum of spherical harmonics,
\[
\begin{equation*}
Y^{*}\left(\ell_{a}, m_{a}\right) Y\left(\ell_{b}, m_{b}\right)=\sum_{\ell, m} K_{\ell m} Y^{*}(\ell, m) . \tag{168}
\end{equation*}
\]

By use of the expansion and the orthogonality relationship of the spherical harmonics, the above integral can be evaluated. According to Edmonds (31), the general expression for the expansion is given by:
\[
\begin{align*}
Y\left(\ell_{a}, m_{a}\right) \cdot Y\left(\ell_{b}, m_{b}\right)= & \sum_{\ell, m}\left[\frac{\left(2 \ell_{a}+1\right)\left(2 \ell_{b}+1\right)(2 \ell+1)}{4 \pi}\right]\left(\begin{array}{lll}
\ell & \ell_{b} & \ell \\
m_{a} & m_{b} & m
\end{array}\right) \\
& X\left(\begin{array}{ccc}
\ell_{a} & \ell_{b} & \ell \\
0 & 0 & 0
\end{array}\right) \cdot Y^{\star}(\ell, m) \tag{169}
\end{align*}
\]

Thus, the coefficient, \(K_{\mathcal{L}, m}\), corresponds to the terms preceding the spherical harmonic, \(Y^{\star}(\ell, m)\), on the right hand side of Equation 169. The terms in the large parentheses are the same \(3-j\) symbols introduced in Appendix A.

Certain properties of the \(3-j\) symbol limit the number of terms which need to considered in the expansion. Rotenberg et al. (45) indicate that the \(3-j\) symbol is equal to zero unless:
\[
\begin{array}{r}
l \leq l_{a}+l_{b} \\
-m=m_{a}+m_{b}
\end{array}
\]

Furthemore, the particular \(3-j\) symbol \(\left(\begin{array}{lll}\hat{x} \geq & \hat{x}_{z} & \underline{y} \\ 0 & 0 & 0\end{array}\right)\).
equals zero if \(l_{a}+l_{b}+z=\) odd number. Hence, the expansion must have either all odd or all even spherical harmanics for given values of \(\varepsilon_{a}\) and \(\ell_{b}\), and the highest order harmonic has \(2=2_{a}+2_{b}\).

Rather than employ the fundamental definition for the \(3-j\) symbol, as given by Edmonds (31), it can be evaluated by use of the tables compiled by Rotenberg et al. (45). An actual example might clarify the calculations. Consider the product, \(Y^{*}(2,1) Y(2,1)\). Since \(Y^{*}(\ell, m)=(-1)^{m} Y(\ell,-m)\), then: \(Y^{*}(2,1) Y(2,1)=(-1) Y(2,-1) Y(2,1)\)
\[
\begin{align*}
&=-\sum_{l=0}^{4}\left[\frac{(5)(5)(2 \ell+I)}{4 \pi}\right]^{\frac{1}{2}}\left(\begin{array}{ccc}
2 & 2 & \ell \\
-1 & 1 & 0
\end{array}\right)\left(\begin{array}{lll}
2 & 2 & \ell \\
0 & 0 & 0
\end{array}\right) Y^{*}(\ell, 0)  \tag{171}\\
& \mathrm{Y}^{*}(2,1) \mathrm{Y}(2,1)=-\left[\frac{25}{4 \pi}\right]^{\frac{1}{2}}\left(\begin{array}{ccc}
2 & 2 & 0 \\
-1 & 1 & 0
\end{array}\right)\left(\begin{array}{lll}
2 & 2 & 0 \\
0 & 0 & 0
\end{array}\right) \cdot Y^{*}(0,0) \\
&-\left[\frac{125}{4 \pi}\right]^{\frac{1}{2}}\left(\begin{array}{ccc}
2 & 2 & 2 \\
-1 & 1 & 0
\end{array}\right)\left(\begin{array}{lll}
2 & 2 & 2 \\
0 & 0 & 0
\end{array}\right) \cdot Y^{*}(2,0) \\
&-\left[\frac{225}{4 \pi}\right]^{\frac{1}{2}}\left(\begin{array}{ccc}
2 & 2 & 4 \\
-1 & 1 & 0
\end{array}\right)\left(\begin{array}{lll}
2 & 2 & 4 \\
0 & 0 & 0
\end{array}\right) \cdot Y^{*}(4,0) . \tag{172}
\end{align*}
\]

Evaluation of the \(3-j\) symbols from the tables given by Rotenberg et al. (45) leads to the result:
\[
\begin{equation*}
Y^{*}(2,1) Y(2,1)=\frac{1}{2 \sqrt{\pi}} Y^{*}(0,0)+\frac{5}{7 \sqrt{\pi}} Y^{*}(2,0)-\frac{2}{7 \sqrt{\pi}} Y^{*}(4,0) \tag{173}
\end{equation*}
\]
3. Evaiuation of the raaiai intearal
a. Normalization of the Slater orbital The d-electron wave function for platinum(II), approximated by means of a Slater croital (30), has the form:
\[
\begin{equation*}
\nsupseteq=\left(\mathbb{N} r^{3} e^{-f r}\right) Y(2, m), \tag{174}
\end{equation*}
\]
where: \(N=\) normalization constant,
\[
\begin{aligned}
£ & =z^{*} / n^{*}=7.55 / 4=1.89 \\
z^{*} & =\text { the effective nuclear charge, } \\
n^{*} & =\text { the effective principal quantum number. }
\end{aligned}
\]

It is required that:
\[
\begin{equation*}
\phi^{*} \varnothing d_{\tau}=1 \tag{175}
\end{equation*}
\]

Therefore, since the spherical harmonics are already normalized,
\[
\begin{equation*}
N^{2} \Gamma\left(r^{3} e^{-f r}\right)\left(r^{3} e^{-f r}\right) r^{2} d r=1 \tag{176}
\end{equation*}
\]

From standard tables of integrals (47), one finds that:
\[
\begin{equation*}
\int^{\infty} x^{m-1} e^{-a x} d x=\frac{1}{a^{m}} \Gamma(m) \tag{177}
\end{equation*}
\]
where
\[
\Gamma(m)=(m-1):
\]

In the case of the integral under consideration, \(m=9, a=\) 2f. Therefore,
\[
\begin{equation*}
N^{2} \int_{r^{8}} e^{-2 f r} d r=\frac{N^{2}}{(2 f)^{9}}(8!)=1 \tag{178}
\end{equation*}
\]

Hence:
\[
\begin{equation*}
N=\left[\frac{\frac{1}{}_{9}^{78}}{78.75}\right]^{\frac{1}{2}} \tag{179}
\end{equation*}
\]

evaluation of the one-electron matrix elements, the angular integral, \(G_{i}(a, b)\), was obtained, where:
\[
\begin{equation*}
G_{\ell}(a, b)=-a N^{2} \int_{0}^{\infty} R_{a}(r) R_{b}(r) R_{\ell}(r) r^{2} d r \tag{180}
\end{equation*}
\]
with \(N^{2}=I^{9} / 78.75\),
\[
\begin{aligned}
& R_{a}(r)=R_{b}(r)=r^{3} e^{-E r} \\
& \left.R_{i}(r)=r^{\ell} / r^{\ell+1}\right\rangle
\end{aligned}
\]

In order to evaluate this integral, it is convenient to make a change of variable such that \(x=f r\) and \(X=f R\), and then to consider the integral as the sum of two integrals, the first from zero to \(X\) and the second from \(X\) to infinity. Thus, \(G_{\ell}(a, b)=-\frac{q f}{78.75}\left[\frac{1}{x^{\ell+1}} \int_{0}^{x} x^{8} e^{-2 x} x^{\ell} d x+\frac{x^{\ell}}{1} \int_{x}^{\infty} \frac{x^{8} e^{-2 x}}{x^{\ell+1}} d x\right]\)
\[
\begin{equation*}
=-\frac{G f}{78.75} \quad G_{\ell}(x) \tag{181}
\end{equation*}
\]
where \(G_{\ell}(X)\) are the terms in the bracketts in Equation 181. The only integrals of interest in a square-planar potential field are those with \(\ell=2\) and 4. Therefore:
\[
\begin{equation*}
G_{2}(x)=\frac{1}{x^{3}} \int_{0}^{x} x^{10} e^{-2 x} d x+x^{2} \int_{x}^{\infty} x^{5} e^{-2 x} d x \tag{183}
\end{equation*}
\]
\[
\begin{equation*}
G_{4}(x)=\frac{1}{x^{5}} \int_{0}^{x} x^{12} e^{-2 x} d x+x^{4} \int_{x}^{\infty} x^{3} e^{-2 x} d x \tag{184}
\end{equation*}
\]

In standard tables of integrals (47) one finds:
\[
\begin{align*}
& x \equiv e^{a x} d x=\frac{e^{\lambda y}}{a^{p+1}}\left[(a x)-p(a x)^{p-1}\right. \\
&\left.+p(p-1)(a x)^{p-2}-\cdots(-1)^{p} p!\right] \tag{185}
\end{align*}
\]
where \(p\) is an integer. By use of this relation, one can evaluate the integrals in Equations 183 and 184 in terms of the variable X . The resultant expressions are given in Table 6 in section IV-D-3.

The \(G_{2}(a, b)\) integrals result from the fact that the ligands are considered to be point charges. In order to determine the expression for point dipoles, one considers the potential due to a negative charge, \(-q\), at a distance \(R\) from the central ion and a positive charge, \(+q\), at a distance \(R+\) \(\Delta R\). The radial expression then becomes:
\[
\begin{equation*}
-B_{l}(a, b)=+\frac{G f}{78.75} G_{l}(X)-\frac{g f}{78.75} G_{l}(X+\Delta X) \tag{186}
\end{equation*}
\]

Since \(\Delta X=f \Delta R\), and the point dipole is defined as
\[
\begin{equation*}
\mu=\lim _{\Delta R \rightarrow 0} q \Delta R \tag{187}
\end{equation*}
\]
then:
\[
\begin{align*}
-B_{l}(a, b) & =\frac{\mu f^{2}}{78.75} \quad \lim _{\Delta X \rightarrow 0}\left[\frac{G_{\ell}(X+\Delta X)-G_{\ell}(X)}{\Delta X}\right]  \tag{188}\\
& =-\frac{\mu f^{2}}{78.75} \quad B_{l}(X) \tag{189}
\end{align*}
\]
where
\[
\begin{equation*}
B_{\ell}(x)=\frac{d}{d x} \quad G_{\ell}(x) \tag{190}
\end{equation*}
\]

The \(G_{l}(a, b)\) and \(B_{\ell}(a, b)\) integrals in the foregoing discussion were for the interaction of the ligand field with
ar eiectron. IE, as is the case in this thesis, one employs the "electron hole" formalism, the signs of all the integrals change. Thus, the appropriate radial integrals for the interaction of the point dipoles with the "electron holes" of the \(d^{8}\) configuration are:
\[
\begin{align*}
& B_{2}(a, b)=\frac{\mu f^{2}}{78.75} \quad B_{2}(x)  \tag{191}\\
& B_{4}(a ; b)=\frac{\mu f^{2}}{78.75} \quad B_{4}(x) \tag{192}
\end{align*}
\]
where:
\[
\begin{align*}
& B_{2}(X)=\frac{d}{d X} G_{2}(X)  \tag{193}\\
& B_{4}(X)=\frac{d}{d x} G_{4}(X) \tag{194}
\end{align*}
\]

The expressions for \(B_{2}(X)\) and \(B_{4}(X)\) are given in Table 6 in section IV-D-3.
4. Correlation of the ligand field matrix elements as given by various authors

To the tyro in ligand field, one of the most confusing aspects is the array of equations and symbols used by various authors to express the ligand potential and the resultant matrix elements. The confusion is compounded when one deals with square-planar symmetry which is a special case of the more general tetragonal symmetry group, \(D_{4 h}\).
a. The ligand potential To exemplify the possible methods of representing the ligand potential, the forms given by four authors will be compared with the equation used in
this Enesis.
(1) Ballhausen The potential For square-planar symmetry used in this thesis is identical with that given by Ballhausen (27):
\[
\begin{align*}
V^{L F}=-q\{-4 & =\sqrt{\pi} / \sqrt{5} R_{2} Y(2,0)+\sqrt{\pi} R_{4} Y(4,0) \\
& \left.+\sqrt{35 \pi} / 3 \sqrt{2} R_{4}[Y(4,4)+Y(4,-4)]\right\} \tag{195}
\end{align*}
\]
where
\[
\begin{equation*}
R_{l}=r^{\ell} / r^{\ell+1} . \tag{196}
\end{equation*}
\]

This expression, which is derived in section IV, is for the interaction of point charges, \(q\), with electrons of the central ion.
(2) Maki The potential employed by Maki (28, 29, 48) for square-planar symmetry is very similar to the one used in this thesis:
\[
\begin{align*}
V^{L F}=-q & \left\{8 \sqrt{\pi} R_{0} Y(0,0)-4 \sqrt{\pi} R_{2} Y(2,0)+\sqrt{\pi} R_{4} Y(4,0)\right. \\
& \left.-\sqrt{35 \pi} / 3 \sqrt{2} R_{4}[Y(4,4)+Y(4,-4)]\right\} \tag{197}
\end{align*}
\]
where \(R_{Q}\) is defined by Equation 196. The initial term, \(8 \sqrt{\pi} R_{0} Y(0,0)\), is relatively unimportant since it simply results in the addition of the same value to each diagonal element in the matrices and hence does not affect the relative separations between the energy levels. Indeed, Maki (28) discards this term in her calculations. The important difference in tine two expressions is in the sign of the coefficient which precedes the \(Y(4,4)\) and \(Y(4,-4)\) spherical
 of locations of the ligand with respect to the coordinate axes. Maki (28) chose to locate the ligands along the \(\pm x y\) axes while in this thesis they are considered to be along the \(\pm x\) and \(\pm y\) axes. Maki's choice not only changes the sign of the appropriate matrix element but also results in an interchange in the interpretation of the symmetry representations, \(\mathrm{B}_{1}\) and \(\mathrm{B}_{2}\).
(3) Liehr Liehr (49), following the methods outlined by Moffitt and Ballhausen (7), arrives at an expression for tetragonal symmetry through consideration of the tetragonal field as a sum of an octahedral field and an axial field. The axial field, which may be due to different ligands or a different ligand distance, is considered to be along the \(\pm\) z-axes. The potential expression is:
\[
\begin{equation*}
\mathrm{V}_{\mathrm{T}}=\mathrm{V}_{\mathrm{O}}+\mathrm{V}_{\mathrm{A}} \tag{198}
\end{equation*}
\]
where \(\quad V_{T}=\) tetragonal potential
\[
\begin{align*}
\mathrm{V}_{0} & =\text { octahedral potential }{ }^{6} \\
& =\{Y(4,0)+\sqrt{5} / \sqrt{14}[Y(4,4)+Y(Y,-4)]\} D_{4}(r)  \tag{199}\\
V_{A} & =\text { axial potential }
\end{align*}
\]
\[
\begin{equation*}
=Y(2,0) D_{2}\left(r^{\prime}\right)+Y(4,0) D_{4}\left(r^{\prime}\right) \tag{200}
\end{equation*}
\]

The methods of this thesis, when applied to the same two

\footnotetext{
\(6_{\text {Actually, Lienr ( }}\) (49) uses \(\mathrm{R}_{4}(r)\) rather than \(\mathrm{D}_{4}(r)\), but this could lead to confusion when comparison with the form of this thesis is made.
}
potentiais, \(V_{0}\) and \(V_{\lambda}\). result in the follnwing aynoceions in terms of point charges and electrons:
\[
\begin{align*}
V_{0}= & -q\left\{7 \sqrt{\pi} / 3 Y(4,0) R_{4}(r)+\sqrt{35 \pi} / 3 \sqrt{2} R_{4}(r)[Y(4,4)\right. \\
& +Y(4,-4)]\}  \tag{201}\\
= & -q 7 \sqrt{\pi} / 3 R_{4}(r)\{Y(4,0)+5 / \sqrt{14}[Y(4,4)+Y(4,-4)]\}  \tag{202}\\
V_{A}= & -G^{\prime}\left\{4 \sqrt{\pi} / \sqrt{5} R_{2}\left(r^{\prime}\right) Y(202)\right. \tag{203}
\end{align*}
\]
where \(q\) and \(r\) do not necessarily equal \(q\) ' and \(r^{\prime}\). Comparison Of Equations 199 and 200 with Equations 202 and 203 lead to the relationships:
\[
\begin{align*}
& D_{4}(r)=-q 7 \sqrt{\pi} / 3 R_{4}(r)  \tag{204}\\
& D_{2}\left(r^{\prime}\right)=-q^{\prime} 4 \sqrt{\pi} / \sqrt{5} R_{2}\left(r^{\prime}\right)  \tag{205}\\
& D_{4}\left(r^{\prime}\right)=-q^{\prime} 4 \sqrt{\pi} / 3 R_{4}\left(r^{\prime}\right) \tag{206}
\end{align*}
\]

In order to obtain the expression for square-planar symmetry, from the \(V_{T}=V_{0}+V_{A}\) approach, one considers the axial potential, \(V_{A}\) as being due to charges which are equal in magnitude but opposite in sign to those due to the octahedral field, and located such that the radial distances involved in \(V_{0}\) and \(V_{A}\) are the same. That is, for Equations 202 and 203:
\[
\begin{align*}
q^{\prime} & =-q  \tag{207}\\
R_{2}\left(r^{\prime}\right) & =R_{2}(r)  \tag{208}\\
R_{4}\left(r^{\prime}\right) & =R_{4}(r) \tag{209}
\end{align*}
\]

The resultant expression for the square-planar potential, VSq, is then identical with that given in Equation 195.

A corresponding application to Liehr's expression (49), Given in Equations 199 and 200, cannot be made directly since \(D_{4}(r)\) and \(D_{4}\left(r^{\prime}\right)\) contain certain coefficients within them which are not the same, as can be seen from Equations 204 and 206. Actually, in the square-planar case:
\[
\begin{equation*}
D_{4}(r)=7 / 4 \quad D_{4}\left(r^{\prime}\right), \tag{210}
\end{equation*}
\]
and hence the square-planar potential in Liehr's notation is:
\[
\begin{align*}
V_{S \underline{q}}=-Y(2,0) D_{2}(r) & +3 / 7 Y(4,0) D_{4}(r) \\
& +5 / \sqrt{14}[Y(4,4)+Y(4,-4)] D_{4}(r) \tag{211}
\end{align*}
\]

Equation 211 presumes that, \(V_{S q}=V_{0}-V_{A}\), in order to make the same cancellation of potential accomplished by Equation 207.
(4) Bleaney and Stevens Bleaney and Stevens (21) present three possible expressions for the ligand potential in tetragonal symmetry. The first form is simply the expansion of the potential with unspecified coefficients, that is:
\[
\begin{align*}
& V=\sum A_{\ell}^{\mathrm{m}} \bar{r}^{-\ell} Y(\ell, \mathrm{~m})  \tag{212}\\
& \mathrm{V}=\mathrm{A}_{2} 0 \overline{\mathrm{r}}^{2} \mathrm{Y}(2,0)+A_{4}^{0} \bar{r}^{-4} Y(4,0)+A_{4}{ }^{4-4} \mathrm{r} Y(4,4) \\
&+A_{4}^{-4} \bar{r}^{-4} Y(4,-4) \tag{213}
\end{align*}
\]
where \(A_{4} 4=A_{4}{ }^{-4}\). In Equation 213 , the radial term, \(r^{l}\), and the coefficients, \(A_{l}^{m}\), roughly correspond to the radial term, \(R_{\ell}(r)\) and the numerical coefficients respectively, in Equation 195.

The second expression given by Bleaney and Stevens (21)
simply presents the first expression in temms of cartesian coordinates instead of spherical harmonics. Thus:
\[
\begin{align*}
V=B_{2}^{0} \bar{r}^{2}\left(3 z^{2}-r^{2}\right) & +B_{4}^{0}\left(35 z^{2}-30 r^{2} z^{2}+3 r^{4}\right) \bar{r}^{4} \\
& +B_{4}^{4}\left(x^{4}-6 x^{2} y^{2}+y^{4}\right) \bar{r}^{4} \tag{214}
\end{align*}
\]
where the \(A_{i}^{m}\) and \(B_{\ell}^{m}\) coefficients are related by:
\[
\begin{aligned}
& B_{2}^{0}=5 / 4 \sqrt{\pi} A_{2}^{0} \\
& B_{4}^{0}=3 / 16 \sqrt{\pi} A_{4}^{0} \\
& B_{4}{ }^{4}=3 \sqrt{35} / 8 \sqrt{2 \pi} A_{4}^{4}
\end{aligned}
\]

The third form of the potential, to be given in Equation 215, is actually the most useful. The potential is expressed as a function of angular momentum operators. Stevens (50) has shown that the matrix elements expressed as a function of \(x\), Y, and \(z\) are proportional to the matrix elements of a similar operator in which \(x, y\), and \(z\) are everywhere replaced by the total angular momentum operators, \(f x, f y\), and \(f z\), respectiveIV. The only precaution in the substitution is that whereas \(x, y\), and \(z\) commute, \(f_{x}, f_{y}\), and \(f_{z}\) do not. Therefore, a term such as \(x z\) would be replaced by \(1 / 2\left(y_{x} y_{z}+g_{z} \delta_{x}\right)\). Thus, from the expression given by Equation 214 , one obtains:
\[
\begin{align*}
& V=B_{2}{ }^{0} a \bar{r}^{-2}\left(3 g z^{2}-g^{2}\right)+B_{4}^{0} B \bar{r}^{4}\left(35 g^{2}-30 g^{2} g_{z}^{2}\right. \\
& +25 g_{z^{2}}-6 g^{2}+3\left(g^{2}\right)^{2}+B_{4}^{4} \beta \bar{r}^{4} / 2\left[g_{+}^{4}+g_{-}^{4}\right], \tag{215}
\end{align*}
\]
where a and \(S\) are the proportionality constants to be considered and determined. The details of this approach are carefully and exhaustively covered by stevens (50) and need
not De zeproduced nere The advantage of the mpthnd ic that it is not necessary to obtain the specific forms for all the wave functions for the weak field in terms of products of single electron functions. However, the method is complex enough, because of the necessity of obtaining the appropriate proportionality factors, \(\alpha\) and \(B\), for each \(g\) and \(\mathcal{X}\) value, that it is jusi as convenient, in the two electron case, to obtain the wave functions. In situations which involve more than two electrons, however, the technique would be very helpful.
b. The single electron matrix elements Two main systems for presentation of the ligand field parameters are found in the literature. One involves the use of the variable, "effective dipole moment", \(\mu\), and "effective radial distance", R; the other employs parameters denoted by Dq, Ds, and Dt. The former approach is used in this thesis, as well as by Maki (28) and Ballhausen (14, 27). The Dq, etc., symbolism is used by Liehr (49) and others (7, 23, 26).

The single electron matrix elements, \(Q_{2}, Q_{1}, Q_{0}\), and \(B_{2-2}\), for square-planar symmetry, have been derived in detail in this thesis in terms of \(u\) and the " \(B\) " integrals, which are functions of \(R\). Their values are repeated in Table 35 . Table 35 also contains expressions for the matrix elements in tetragonal and square-planar potentials in terms of \(D q, D s, a n d\) Dt. The historic definition (4) of \(D q\) is given in terms of a

\begin{tabular}{lccc}
\begin{tabular}{l} 
Matrix \\
element
\end{tabular} & \begin{tabular}{c} 
Function of \(\mu\) and \(R\) \\
square-planarb
\end{tabular} & \begin{tabular}{c} 
Function of \(\mathrm{Dq}, \mathrm{Ds}\), \\
tetragonal and \(\mathrm{Dt}^{\mathrm{a}}\) \\
Square-planar
\end{tabular} \\
\hline\(Q_{2}\) & \(1 / 14 \mathrm{~B}_{4}+4 / 7 \mathrm{~B}_{2}\) & \(\mathrm{Dq}+2 \mathrm{Ds}-\mathrm{Dt}\) & \(3 / 7 \mathrm{Dq}-2 \mathrm{Ds}\) \\
\(Q_{1}\) & \(-2 / 7 \mathrm{~B}_{4}-2 / 7 \mathrm{~B}_{2}\) & \(-4 \mathrm{Dq}-\mathrm{Ds}+4 \mathrm{Dt}\) & \(-12 / 7 \mathrm{Dq}+\mathrm{Ds}\) \\
\(Q_{0}\) & \(3 / 7 \mathrm{~B}_{4}-4 / 7 \mathrm{~B}_{2}\) & \(6 \mathrm{Dq}-2 \mathrm{Ds}-6 \mathrm{Dt}\) & \(18 / 7 \mathrm{Dq}+2 \mathrm{Ds}\) \\
\(\mathrm{B}_{2-2}\) & \(5 / 6 \mathrm{~B}_{4}\) & 5 Dq & 5 Dq \\
\hline
\end{tabular}
\(\mathrm{a}_{\text {The parameters }} \mathrm{Dq}\), Ds, and Dt are defined by Equations 216,218 , and 220 respectively. They are related to the "B" integrals in column two by Equations 227, 228, and 229.
\(\mathrm{b}_{\text {The }} \mathrm{B}\) integrals in this column represent the \(\mathrm{B}_{\ell}(\mathrm{a}, \mathrm{b})\) integrals defined by Equation 105 and expressed as functions of \(X=f R\) in Table 6 . Maki's results (28) differ in the sign preceding the \(\mathrm{B}_{2-2}\) matrix element because of her choice of ligand locations.
matrix element for an octahedral field, namely:
\[
\begin{equation*}
\mathrm{Dq}=\left[(2, \pm 2)^{*} \mathrm{v}_{0} \mid 2, \pm 2\right) \mathrm{d} \tau, \tag{216}
\end{equation*}
\]
where \(V_{0}\) is the octahedral ligand field potential as given by Equations 199 and 202.

Use of Equation 199 and the appropriate expansion of the spherical harmonics associated with the single electron wave functions leads to the result:
\[
\begin{equation*}
D G=1 / 14 \sqrt{\pi}\left\langle D_{4}(x)\right\rangle \tag{217}
\end{equation*}
\]
where \(\left\langle D_{4}(r)\right\rangle\) is the radial integral, \(\int R(a) R(b) D_{4}(r) r^{2} d r\). In an analogous fashion, Moffitt and Ballhausen (7) and

Liehr (49) define Ds by the relation:
\[
\begin{equation*}
\left.\mathrm{Ds}=-\int(2, \pm 1)^{*} \mathrm{~V}_{\mathrm{A}}^{(2)} \mid 2, \pm 1\right) \mathrm{d} \tau \tag{218}
\end{equation*}
\]
where \(V_{A}(2)=D_{2}\left(r^{\prime}\right) Y(2,0)\), that is, \(V_{A}(2)\) is the first term in the axial potential given by Equation 200 . Therefore:
\[
\begin{equation*}
\text { Ds }=-5 / 14 \sqrt{\pi}\left\langle D_{2}\left(r^{\prime}\right)\right\rangle, \tag{219}
\end{equation*}
\]
where \(\left\langle D_{2}\left(r^{\prime}\right)\right\rangle\) is the corresponding radial integral.
Similarly, Dt is defined by the relation:
\[
\begin{equation*}
\left.D t=-\int(2, \pm 2) V_{A}(4) \mid 2, \pm 2\right) d \tau \tag{220}
\end{equation*}
\]
where \(V_{A}(4)=D_{4}\left(r^{\prime}\right) Y(4,0)\), that is, it is the second term in the axial potential given by Equation 200. Therefore:
\[
\begin{equation*}
D t=-1 / 14 \sqrt{\pi}\left\langle D_{4}\left(r^{\prime}\right)\right\rangle . \tag{221}
\end{equation*}
\]

In terms of the approach used by Liehr (49), the single electron matrix element, \(Q_{2}\), in a tetragonal field is given by:
\[
\begin{equation*}
\left.Q_{2}=\int(2, \pm 2)^{\star} V_{\mathrm{T}} \mid 2, \pm 2\right) \mathrm{d} \tau \tag{222}
\end{equation*}
\]
where \(\mathrm{V}_{\mathrm{T}}\) is defined by Equation 198, 199, and 200. Then=
\[
\begin{equation*}
\varrho_{2}=1 / 14 \sqrt{\pi}\left\langle D_{4}(r)\right\rangle-5 / 7 \sqrt{\pi}\left\langle D_{2}\left(r^{\prime}\right)\right\rangle+1 / 14 \sqrt{\pi}\left\langle D_{4}\left(r^{\prime}\right)\right\rangle, \tag{223}
\end{equation*}
\]
which, from the definitions of Dq, Ds, and Dt, can be expressed as:
\[
\begin{equation*}
Q_{2}=D q+2 D s-D t \tag{224}
\end{equation*}
\]

In an analogous fashion, the other single electron integrals for the tetragonal field can be evaluated. Similarly, the expressions for square-planar symmetry can be obtained by application of Equation 211 and the definitions of Dq and Ds.

Both sets are giver in Table 35.
ro obtain correspondence between the various sets given in the table, it is necessary to evaluate Dq, Ds, and Dt in terms of the approach used in this thesis, given by Equations 202 and 203. Thus, For point charges and electrons in tetragonal symmetry:
\[
\begin{align*}
\mathrm{Dq} & =\cap(2, \pm 2)^{\star} V_{0}(2, \pm 2) d \tau  \tag{225}\\
& =1 / 6 G_{4}(a, b)=1 / 6\left[-q{ }^{\Gamma} R_{a}(r) R_{b}(r) R_{4}(r) r^{2} d r\right] \tag{226}
\end{align*}
\]
where \(G_{4}(a, b)\) is the radial integral defined by Equation 94. For point dipoles and "electron holes", the expression for Dq is:
\[
\begin{equation*}
\mathrm{Dq}=1 / 6\left[\mu \mathrm{f}^{2} / 78.75 \mathrm{~B}_{4}(\mathrm{X})\right]=1 / 6 \mathrm{~B}_{4}(\mathrm{a}, \mathrm{~b}) \tag{227}
\end{equation*}
\]

Analogously:
\[
\begin{align*}
& D S=-2 / 7\left[\mu f^{2} / 78.75 \mathrm{~B}_{2}\left(X^{\prime}\right)\right]=-2 / 7 \mathrm{~B}_{2}(\mathrm{a}, \mathrm{~b})  \tag{228}\\
& D t=-2 / 21\left[\mu \mathrm{I}^{2} / 78.75 \mathrm{~B}_{4}\left(\mathrm{X}^{\prime}\right)\right]=-2 / 21 \mathrm{~B}_{4}(\mathrm{a}, \mathrm{~b}) \tag{229}
\end{align*}
\]
C. Appendix \(C\) : Group Theory

The following is not meant to be an all inclusive treatise on the theory of groups. It is assumed that the reader is familiar with the general concepts as outlined in texts such as that by Eyring, et al. (24). Proofs of the validity of various relationships and applications are generally omitted since they are available in such standard texts as that by Wigner (51). Certain concepts are worth special consideration because of their applicability to the ligand field theory calculations.

A set of functions, \(\psi_{1}\), \(\psi_{2} \cdots \forall_{k}\), is said to form a basis for a representation of a group if the application of the group operations on the functions generate the group representation. That is, the set of functions, under the operation of some element of the group, go into linear combinations of one another. Mathematically:
\[
\begin{equation*}
R \psi_{i}=\sum_{j=1}^{k} \Gamma(R)_{j i} \psi_{j}, \tag{230}
\end{equation*}
\]
where \(R\) is a group operation,
\(\Gamma(R)_{j i}\) is an element of the matrix representation corresponding to the group operation.

\section*{2. \({ }^{D} 4 h\) group operations}

Square-planar complexes of platinum(II), such as \(\left[\mathrm{PtCl}_{4}\right]=\), belong to the rotation group \(\mathrm{D}_{4 \mathrm{~h}}\). This symbol is most easily defined after examination of the group elements. They are:
\(E=\) the identityoperator
2a) \(\quad c_{4}=\) counterclockwise rotation by \(2 \pi / 4\) about the \(z\) axis, which is the principal axis

2b) \(\quad C_{4}^{3}=\) counterclockwise rotation by \(3(2 \pi / 4)\) or clockwise by \(2 \pi / 4\) about the \(z\)-axis
3) \(\quad C_{2}=\) rotation about the z-axis by \(2 \pi / 2\)

4a) \(c_{2}^{\prime}(x)=\) rotation about the x-axis by \(2 \pi / 2\)
\begin{tabular}{|c|c|}
\hline cb) & \(C^{\prime}(\underline{y})=\) rotation about the \(y\)-axis by \(2 \pi / 2\) \\
\hline 5a) & \(C_{2}^{\prime \prime}(x y)=\) rotation about the (xy)-axis by \(2 \pi / 2\) \\
\hline 5b) & \(c_{2}^{\prime \prime}(-x y)=\) rotation about the (-xy) -axis by \(2 \pi / 2\) \\
\hline 6) & \(i=\) inversion through the origin \\
\hline 7) & \(\sigma_{h}=\) reflection in the \(x y-p l a n e\) \\
\hline 8a) & \(S_{4}=\) counterclockwise rotation about the z-axis by \\
\hline & \(2 \pi / 4\) followed by reflection in the ( \(x y\) ) plane \\
\hline
\end{tabular}

8b) \(\quad S_{4}{ }^{3}=\) clockwise rotation about the \(z\)-axis by \(2 \pi / 4\) followed by reflection in the ( \(x y\) ) plane

9a) \(\sigma_{d}(x)=\) reflection in the ( \(x z\) ) plane
9b) \(\sigma_{d}(y)=\) reflection in the ( \(y z\) ) plane
10a) \(\sigma_{d}^{\prime}(x y)=\) reflection in the plane defined by the (xy)axis and the ( \(z\) ) -axis
lob) \(\sigma_{d}^{\prime}(-x y)=\) reflection in the plane defined by the ( \(-x y\) ) axis and the ( \(\mathbf{z}\) )-axis

Those operations which belong to the same class, that is, whose matrix representations are connected by similarity transformations are grouped together. For example, \(C_{4}\) and \(C_{4}{ }^{3}\) belong to the same class.

In the symbol, \(D_{4 h}\), the (4) indicates that the principle axis is a 4-fold axis. \(D_{4}\) means that there are four 2 -fold axes perpendicular to the principle 4 -fold axis. The subscript, ( \(h\) ), indicates that the symmetry operations \(\sigma_{h}\) and \(\sigma_{d}\) are elements of the representation. The operations for the D4h group, together with their "characters", which will be
discussed in Appendix \(C\), are given in Table 36.
3. Matrix representation of a group

Matrices are able to form representations of groups since it is possible to obtain matrices which have a one-to-one correspondence to the group elements and which have the same multiplication table. Obviously, the matrices which describe rotation operators fall into this category.

In constructing the matrices corresponding to the group elements, one must use a consistent approach, since it is possible to use one of two techniques. This is most easily Table 36. Character table for the symmetry group, \(\mathrm{D}_{4} \mathrm{~h}\)

\section*{Group operation}
Irr.
Rep.a \(\quad \mathrm{E} \quad \mathrm{C}_{2} \quad 2 \mathrm{C}_{4} \quad 2 \mathrm{C}_{2}^{\prime} \quad 2 \mathrm{C}_{2}^{\prime \prime} \quad \mathrm{i} \quad \sigma_{\mathrm{h}} \quad 2 \mathrm{~S}_{4} \quad 2 \sigma_{\mathrm{v}}{ }^{\prime} \quad 2 \sigma_{\mathrm{v}}{ }^{\prime \prime}\)
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \(A_{1 g}\) & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\hline \(A_{1 u}\) & 1 & 1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 & -1 \\
\hline \(A_{2 g}\) & 1 & 1 & 1 & -1 & -1 & 1 & 1 & 1 & -1 & -i \\
\hline \(\mathrm{A}_{2 \mathrm{u}}\) & 1 & 1 & 1 & -1 & -1 & -I & -1 & -1 & 1 & 1 \\
\hline \(B_{1 g}\) & 1 & 1 & -1 & 1 & -1 & 1 & 1 & -1 & 1 & -1 \\
\hline \(\mathrm{B}_{1 \mathrm{u}}\) & 1 & 1 & -1 & 1 & -1 & -1 & -1 & 1 & -1 & 1 \\
\hline \(\mathrm{B}_{2 \mathrm{~g}}\) & 1 & 1 & -1 & -1 & 1 & 1 & 1 & -1 & -1 & 1 \\
\hline \(\mathrm{B}_{2 \mathrm{u}}\) & 1 & 1 & -1 & -1 & 1 & -1 & -1 & 1 & 1 & -1 \\
\hline \(\mathrm{E}_{\mathrm{g}}\) & 2 & -2 & 0 & 0 & 0 & 2 & -2 & 0 & 0 & 0 \\
\hline \(\mathrm{E}_{\mathrm{u}}\) & 2 & -2 & 0 & 0 & 0 & -2 & -2 & 0 & 0 & 0 \\
\hline
\end{tabular}
seen by consideration of a vector,
\[
\begin{equation*}
\vec{r}=x_{1} \vec{i}+y_{1} \vec{j}+z_{1} \vec{k} \tag{231}
\end{equation*}
\]
where \(x_{1}, Y_{1}\), and \(z_{1}\) are the coordinates of the vector and \(\vec{i}, \vec{j}, \vec{k}\), are the orthogonal unit vectors, which define the 3-dimensional space. See Figure 15. The components of a vector can be expressed in terms of the Euler angles, \(\theta\) and \(\varnothing\), and the length of the vector, \(r\). Thus:
\[
\begin{aligned}
& x_{1}=r \cdot \sin \theta \cos \phi \\
& y_{1}=r \cdot \sin \theta \sin \phi \\
& z_{1}=r \cdot \cos \theta
\end{aligned}
\]
a. Rotation of the vector If one considers the situation in which the group operations act upon the vector, then it is possible to describe the new vector which results in terms of the original coordinate system,
\[
\begin{equation*}
\vec{r}^{\prime}=x_{2} \vec{i}^{\prime}+y_{2} \vec{j}{ }^{\prime}+z_{2} \vec{k}{ }^{\prime} \tag{232}
\end{equation*}
\]

For example, consider a counterclockwise rotation about the z-axis by an angle a operating on the original vector. Then \(\theta\) is unaffected, but \(\varnothing\) changes to \(\varnothing+\infty\). Then the coordinates of the new vector, \(\vec{r}^{\prime}\), are given by:
\[
\begin{align*}
& x_{2}^{\prime}=r \sin \theta \cos (\phi+\alpha)=r \cdot \sin \theta[\cos \alpha \cos \phi-\sin \alpha \sin \phi]  \tag{233}\\
& y_{2}^{\prime}=r \sin \theta \sin (\phi+\alpha)=r \cdot \sin \theta[\sin \alpha \cos \phi+\cos \alpha \sin \phi]  \tag{234}\\
& z_{2}=r \cos \theta \tag{235}
\end{align*}
\]

Hence:
\[
\begin{equation*}
x_{2}=(\cos \alpha) x_{1}-(\sin \alpha) y_{1} \tag{236}
\end{equation*}
\]


Figure 15. Coordinates of a vector
\[
\begin{align*}
& y_{2}=(\sin \alpha) x_{1}+(\cos \alpha) y_{1}  \tag{237}\\
& z_{2}=z_{1} \tag{238}
\end{align*}
\]

Expressing the same relations in matrix form, one obtains:
\[
\left(\begin{array}{l}
x_{2}  \tag{239}\\
y_{2} \\
z_{2}
\end{array}\right)=\left(\begin{array}{ccc}
\cos \alpha & -\sin \alpha & 0 \\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
y_{1} \\
z_{1}
\end{array}\right)
\]

If \(a=90^{\circ}\), as in the case of \(C_{4}\) of the \(D_{4 h}\) group:
\[
\left(\begin{array}{l}
x_{2}  \tag{240}\\
y_{2} \\
z_{2}
\end{array}\right)=\left(\begin{array}{rrr}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
y_{1} \\
z_{1}
\end{array}\right)
\]
b. Rotation of the coordinate system of the vector

If one considers that the group operations act, not on the vector, but on the coordinate system, then it is possible to define the vector in terms of the new coordinate system. Thus, the vector, \(\vec{r}\), in the new coordinate system is given by:
\[
\begin{equation*}
\vec{r}=x^{\prime} \vec{i}{ }^{\prime}+y^{\prime} \overrightarrow{j^{\prime}}+z \cdot \vec{k} \tag{241}
\end{equation*}
\]

Consider the same rotation operation, counterclockwise rotation about the z-axis by an angle \(\alpha\), this time acting on the coordinate system. That is, the group operations act on the basis vectors, \(\vec{i}, \vec{j}, \vec{k}\), to give new basis vectors, \(\vec{i}, \vec{j}, \vec{k}\). The relation between the old basis vectors and the new basis vectors is obtained by the methods given in the previous section.

The vector, \(\vec{r}\), in the new basis, has new coordinates, \(x^{\prime}\), \(y^{\prime}, z^{\prime}\). It is easily shown that:
\[
\begin{align*}
& x^{\prime}=(\cos \alpha) x_{1}+(\sin \alpha) y_{1}  \tag{242}\\
& y^{\prime}=(-\sin \alpha) x_{1}+(\cos \alpha) y_{1}  \tag{243}\\
& z^{\prime}=z_{1} \tag{244}
\end{align*}
\]

In matrix notation, this is
\[
\left(\begin{array}{c}
x^{\prime}  \tag{245}\\
y^{\prime} \\
z^{\prime}
\end{array}\right)=\left(\begin{array}{ccc}
\cos \alpha & \sin \alpha & 0 \\
-\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
y_{1} \\
z_{1}
\end{array}\right)
\]

It is seen that the matrix corresponding to the operation is the inverse of that given for the rotation of the vector. It is important to note, however, that the coordinates of the vector in the original basis are related to the coordinates in the new basis by:
\[
\left(\begin{array}{l}
x_{1}  \tag{246}\\
y_{1} \\
z_{1}
\end{array}\right)=-\left(\begin{array}{ccc}
\cos \alpha & -\sin \alpha & 0 \\
\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
x^{\prime} \\
y^{\prime} \\
z^{\prime}
\end{array}\right)
\]
which is identical to the matrix for the rotation of the vector.
c. Effect of change of coordinates on the basis functions Symmetry groups are of interest in this thesis, not because of their effect on vectors but because of their usefulness in choosing appropriate basis functions. Hence, the effects of the group elements on functions are of importance. Here again, one has the choice of "rotating the funciion" or of "rotating the coordinate system in which the function is defined". The latter method is chosen in order to be
consistent with the use of the spin transformation matrices given by Goldstein (52).

In order to illustrate the effects on the functions which result when the rotation operators act on the coordinate system, consider the function,
\[
F=f(x, y, z)
\]

If a change of basis is made by rotation, then the relation between the old and new coordinates is given by
\[
\left(\begin{array}{c}
x^{\prime}  \tag{247}\\
y^{\prime} \\
z^{\prime}
\end{array}\right)=\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)
\]
where \((A)\) is the matrix obtained by the considerations given in the previous section. One can then define \(R\) to be that operator which changes \(f\) in such a way that,
\[
g\left(x^{\prime}, y^{\prime}, z^{\prime}\right)=R f\left(x^{\prime}, y^{\prime}, z^{\prime}\right),
\]
evaluated for ( \(X^{\prime}, Y^{\prime}, z^{\prime}\) ) has the same value as \(f\) evaluated for \((x, y, z)\). Hence:
\[
\begin{equation*}
R f\left(x^{\prime}, y^{\prime}, z^{\prime}\right)=f(x, y, z)=f\left[A^{-1}\left(x^{\prime}, y^{\prime}, z^{\prime}\right)\right] \tag{248}
\end{equation*}
\]

It is typical for an operation that if \(F_{k}(k \quad 1,2, \cdots)\)
form a basis for a representation of a group to which \(R\) belongs then the algebraic form of each \(R F_{k}\) is such that it can be expressed in a linear combination of all \(F_{k}\), that is,
\[
\begin{equation*}
R F_{k}(x, y, z)=F_{k}\left[A^{-1}(x, y, z)\right]=F_{j}(x, y, z) R_{j k} \tag{249}
\end{equation*}
\]
where \(R_{j k}\) is the matrix typical for \(R\), independent of ( \(x, y, z\) ). For example, consider the two functions:
\[
\begin{align*}
& E_{1}=E_{1}(x, y, z)=I \cdot(x z)  \tag{250}\\
& E_{2}=E_{2}(x, y, z)=r \cdot(y z) \tag{251}
\end{align*}
\]

If the coordinate bases are rotated by \(90^{\circ}\) counterclockwise about the z-axis, it can be shown that:
\[
\left(\begin{array}{l}
x  \tag{252}\\
y \\
z
\end{array}\right)=\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
x^{\prime} \\
y^{\prime} \\
z^{\prime}
\end{array}\right)=\left(\begin{array}{c}
-y^{\prime} \\
x^{\prime} \\
z^{\prime}
\end{array}\right)
\]

Then, \(F_{I}\) and \(F_{2}\) in the new basis have the forms:
\[
\begin{align*}
& F_{1}=R f_{1}\left(x^{\prime}, y^{\prime}, z^{\prime}\right)=r \cdot\left(-y^{\prime} z^{\prime}\right)  \tag{253}\\
& F_{2}=\operatorname{Rf}_{2}\left(x^{\prime}, y^{\prime}, z^{\prime}\right)=r \cdot\left(x^{\prime} z^{\prime}\right) \tag{254}
\end{align*}
\]

From this, it is possible to define the matrix corresponding to the operator, R. Dropping the prime notation as superfluous, one can write:
\[
R\left(\begin{array}{ll}
f_{1} & f_{2}
\end{array}\right)=\left(\begin{array}{ll}
r(x z) & r(y z)
\end{array}\right)\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)=\left(\begin{array}{ll}
r(-y z) & r(x z)
\end{array}\right)
\]

The simplest way to construct the appropriate matrices corresponding to the group operations as given above is to consider the operations as "replacement" operations. For example, in the foregoing case of \(C_{4}\) rotation about the \(z\)-axis, the coordinate ( x ) was replaced by \((-y)\), ( \(y\) ) was replaced by ( \(x\) ), and (z) was replaced by ( \(z\) ). Hence, these replacements are carried out in the functions and:
\[
\begin{align*}
& \overline{\mathrm{I}}_{j}=r \cdot(x z) \text { becomes } r \cdot(-y z)=-f_{2}  \tag{256}\\
& f_{2}=r \cdot(y z) \text { becomes } r \cdot(x z)=f_{1} \tag{257}
\end{align*}
\]

It is understood, of course, that the function remains the
same but the form of the function changes.
Mo show that the resultant matrix is not the same as in the case in which the function is rotated, consider the operator, \(R^{\prime}\), where \(R^{\prime}\) is the same \(C_{4}\) rotation but acting on the functions, \(f_{1}\) and \(f_{2}\), themselves. If one expresses the new functions in the same basis, \((x, y, z)\), it is clear that
\[
\begin{equation*}
R^{\prime}(r(x z) \quad r(y z))=(r(y z) \quad r(-x z)) \tag{258}
\end{equation*}
\]

Hence, in matrix notation:

Comparison of the rotation matrices in the two cases shows that one is the inverse of the other.

\section*{4. Reducible and irreducible representations of the group}

If three matrices, \(A, A '\) and \(B\), are related by the equation:
\[
A^{\prime}=B A B^{-1}
\]
then \(A^{\prime}\) is called the transform of \(A\) by \(B\). \(B\) is called the transformation matrix, and the process of constructing A' from A and \(B\) is called a similarity transformation. These transformations imply that it is possible to choose a new coordinate sustem in which one operation is replaced by the other. If the matrix \(B\) is unitary, i.e., if \(B^{-1}=B^{*}\), where \(B^{*}\) is the hermetian conjugate matrix of \(B\), then the transformation is called a unitary transformation.
\(\therefore\) matrix representation, \(\Gamma(R)\), of a group, where (A) is an element of the group, is called reducible if all the matrices of the group can, by one similarity transformation be put in the form, \(\Gamma^{\prime}(R)\) given by

where \(\Gamma_{1}(R), \Gamma_{2}(R)\), etc., are irreducible representations of the group. By irreducible representations is meant, of course, that other similarity transformations cannot be found which further decrease the size of the matrix blocks. This implies that the basis functions can be grouped into several sets, each of which, by itself, generates one of the irreducible representations, \(\Gamma_{i}(R)\).

The diagram makes no attempt to estimate the number of elements in each irreducible representation, and the zeroes indicate that all other elements outside the blocks are zero. Since the total size of the matrix is unchanged, the number of rows and columns in the irreducible matrices equals the number of rows and columns of the original reducible matrix. Furthermore, \(\Gamma_{I}(R)\) need not necessarily be different from \(\Gamma_{2}(R)\), etc.

Since the original reducible matrix was unitary, the
transformation was a unitary transformation and the irreducible matrices are unitary. Any such reduction of reducible matrices is unique, that is, the reducible representation is composed of one particular set of irreducible representations.

For the group of interest, \(D_{4 h}\), there exist five irreducible representations which are not equivalent. By equivalence is meant that two representations are simply the same operations with respect to different coordinate systems. The matrices in Table 37 are good examples of a reducible representation of the \(D_{4 h}\) group. These matrices were obtained from the relationships between old and new coordinates as a result of the group operations on the coordinates, that is,
\[
\left(\begin{array}{l}
x  \tag{261}\\
y \\
z
\end{array}\right)=\left(\begin{array}{l}
x^{\prime} \\
y^{\prime} \\
z^{\prime}
\end{array}\right)
\]
as outlined in the previous section. The dotted lines indicate the division of the matrices into two irredicible representations. Fortunately, the matrices are already in reduced form and a similarity transformation is not required. As is indicated later, the upper 2 X 2 set belongs to the irreducible representation, \(E_{u}\), the lower belongs to the representation, A2u. If the reducible representation of Tabie 37 is called, \(\Gamma\), then one writes symbollically:
\[
\begin{equation*}
\Gamma=E_{u}+A_{2 u} \tag{262}
\end{equation*}
\]

TaOle 37. Exampie of a reaucible representation of the Dat group
\(\qquad\)
operation


\(\left(\begin{array}{cc:c}\underline{\underline{i}} \\ -1 & 0 & 0 \\ 0 & -1 & 0 \\ \hdashline 0 & 0 & -1\end{array}\right) \quad\left(\begin{array}{ll:c}1 & 0 & 0 \\ 0 & 1 & 0 \\ \hdashline 0 & 0 & -1\end{array}\right) \quad\left(\begin{array}{rr:r}0 & \underline{s_{4}} & 0 \\ 1 & 0 & 0 \\ \hdashline 0 & 0 & -1\end{array}\right) \quad\left(\begin{array}{rr:r}0 & 1 & 0 \\ -1 & 0 & 0 \\ \hdashline 0 & 0 & -1\end{array}\right)\)
\[
\sigma_{v}^{\prime}(x)
\]
\[
\sigma_{v}^{\prime}(y)
\]
\[
\sigma_{v}^{\prime \prime}(x y)
\]
\[
\sigma_{y}^{\prime \prime}(-x y)
\]
\(\left(\begin{array}{cc:c}1 & 0 & 0 \\ 0 & -1 & 0 \\ \hdashline 0 & 0 & 1\end{array}\right)\left(\begin{array}{cc:c}-1 & 0 & 0 \\ 0 & 1 & 0 \\ \hdashline 0 & 0 & 1\end{array}\right)\)
\[
\left(\begin{array}{ll:c}
0 & 0 & 1 \\
1 & 0 & 0 \\
\hdashline 0 & 0 & 1
\end{array}\right)
\]
\[
\left(\begin{array}{rr:r}
0 & -1 & 0 \\
-1 & 0 & 0 \\
\hdashline 0 & 0 & 1
\end{array}\right)
\]
5. Character or trace of a matrix

The trace of a matrix is defined as the sum of the diagonal elements of a matrix, i.e., for the matrix \(A\) :
\[
\begin{equation*}
\operatorname{trace}(A)=\sum_{i} A_{i i} \tag{263}
\end{equation*}
\]

The traces of matrices representing a group are denoted by
\(X(R)\) and are called the characters of the representation, i.e.,
\[
\begin{equation*}
x(R)=\sum_{i} \Gamma(R)_{i i} \tag{264}
\end{equation*}
\]

The trace of a matrix has the property that its value is unchanged if the matrix undergoes a similarity transformation. Thus:
\[
\begin{align*}
\operatorname{trace}\left(A^{\prime}\right) & =\sum A_{i i}^{\prime}=\operatorname{trace}\left(S^{-1} A S\right)  \tag{265}\\
& =\sum_{i j k} S^{-1}{ }_{i j} A_{j k} S_{k i} \\
& =\sum_{j K}\left[S S^{-1}\right]_{k j^{A}}{ }_{j k} \\
& =\sum_{j K} \delta_{k j} A_{j k}=A_{j j} \\
\operatorname{trace}\left(A^{\prime}\right) & =\operatorname{trace}(A) \tag{266}
\end{align*}
\]

A class of elements in a group is defined as all members of the group which are connected by those similarity transformations in which the transforming matrix is one of the group elements. All class members have the same character. Table 36 is the character table for the irreducible representations of the \(D_{4 h}\) group. It combines the operations into classes.

There are several useful properties of the characters:
a. A necessary and sufficient condition for a representation to be irreducible is \(\sum_{R}|x(R)|^{2}=g\), where \(g\) is the order of the group, i.e., the number of
aroup operations.
b. A necessary and sufficient condition for the equivalence of two irreducible representations is the equality of their character systems.
c. If a reducible representation, \(\Gamma\), is decomposed into its irreducible representations, that is,
\[
\begin{equation*}
\Gamma=\sum_{i} c_{i} \Gamma_{i} \tag{267}
\end{equation*}
\]
then for each group element, ( \(R\) ), the character, \(x(R)\) in the representation \(\Gamma\) is related to its characters, \(x_{i}(R)\), in the representations \(\Gamma_{i}\) by
\[
\begin{equation*}
x(R)=\Sigma c_{i} x_{i}(R) \tag{268}
\end{equation*}
\]
d. The number of times an irreducible representation, \(\Gamma_{i}(R)\), or a representation equivalent to it, appears in a reducible representation, \(\Gamma(\mathrm{R})\), is given by:
\[
\begin{equation*}
c=1 / g \sum_{R}[x(R)]\left[x_{i}(R)\right]^{*} \tag{269}
\end{equation*}
\]
6. The full 3-dimensional rotation-reflection group
a. Nature of the full rotation-reflection group The continuous group which is formed from the set of all real orthogonal 3-dimensional matrices is called the full 3-dimensional rotation group. The pure rotation group includes only orthogonal matrices with determinant +1 , while the rotationreflection group also includes those with determinant -l.

Basis functions for irreducible representations of the

Iuii rotation-reriection group are tne spnerical narmonics, \(Y_{2}(\theta, \varnothing)\). This can be understood by consideration of an application of the full rotation group to a physical situation, namely, an electron in a spherically symmetric potential as encountered in consideration of single electron hydrogenlike atoms. It will be recalled that the wave functions, with principle quantum number \(n\), associated with hydrogen-like atoms can be grouped into degenerate sets according to the orbital quantum number, \(\ell\). The degeneracy of each set is \(21+1\). The angular dependence of the wave functions in a set is given in terms of the spherical harmonics, \(Y(\ell, m)\), ranging from \(Y(\mathcal{K}, \mathrm{~m})\) to \(Y(A,-m)\) in integers of \(m\). Wave functions associated with states which are degenerate, other than those states which are accidently degenerate, are basis functions for irreducible representations of the group. Hence the spherical harmonics, \(Y(\ell, m)\) are basis functions for the irreducible representations of the full rotation-reflection group.

From consideration of the group operations acting on the basis functions, the general expression for the characters of the group can be obtained. In the full rotation group, all rotations by an angle, \(\alpha\), about any axis are members of the same class. Since members of the same class have the same character, it is convenient to find the character, \(X(\alpha)\), by consideration of a rotation about the \(z\)-axis.

monics are given by:
\[
\begin{align*}
Y(\ell, \ell) & =P_{\ell}^{\ell}(\cos \theta) e^{i \ell \varnothing}  \tag{270}\\
Y(\ell, \ell-1) & =P_{\ell}^{\ell}-1(\cos \theta) e^{i(\ell-1) \varnothing} \\
& \vdots \\
Y(\ell,-\ell) & =P_{\ell}^{-\ell}(\cos \theta) e^{-i \ell \varnothing}
\end{align*}
\]

Rotation about the \(z\)-axis does not affect \(\theta\), but changes \(\varnothing\) to \(\varnothing+\alpha\). Hence:
\[
\begin{align*}
Y^{\prime}(\ell, \ell) & =P_{l}^{\ell}(\cos \theta) e^{i \ell(\phi+\alpha)}  \tag{271}\\
& \vdots \\
Y^{\prime}(\ell,-\ell) & =P_{\ell}^{-\ell}(\cos \theta) e^{-i \ell(\phi+\alpha)}
\end{align*}
\]

Thus the rotation can be represented by the matrices:
\[
\left((Y(\ell, \ell) \quad Y(\ell, \ell-1) \cdots Y(\ell,-\ell))\left(\begin{array}{cccc}
e^{i \ell \alpha} & & & \\
e^{i(\ell-1) \alpha} & &  \tag{272}\\
& \cdot & & \\
& & & \\
& & & e^{-i \ell \alpha}
\end{array}\right)=\right.
\]
\(=\left(Y^{\prime}(\ell, \ell) Y^{\prime}(\ell, \ell-1) \cdots Y^{\prime}(\ell,-\ell)\right.\)
Hence the representation for the \(Y(f, m)\) in the full rotation group is:
\[
(\alpha)=\left(\begin{array}{llll}
e^{i \ell \alpha} & & &  \tag{273}\\
e^{i(\ell-1) \alpha} & \\
& & & \\
& & \cdot & \\
& & & \cdot \\
& & & e^{-i \ell \alpha}
\end{array}\right)
\]

The character of this representation is, therefore:
\[
\begin{align*}
& \therefore(a)-a^{i \dot{2} a} ;=^{i(i-i) \alpha} \quad=-i \hat{i} \alpha  \tag{x}\\
& \quad=e^{i \hat{i} a} \sum_{n=0}^{2 \ell}\left[e^{-i \alpha}\right]^{n} \tag{275}
\end{align*}
\]

This is a geometrical series, the summation of which is given by:
\[
\begin{equation*}
x(\alpha)=\frac{\sin (\ell+1 / 2) \alpha}{\sin 1 / 2 \alpha} \tag{276}
\end{equation*}
\]
b. Isomorphism of the \(\left|J, M_{J}\right\rangle\) and \(\left|1, m_{2}\right\rangle\) representations
in the full rotation group It has been indicated above that the scherical harmonics, \(Y(4, m)\), are basis functions for irreducible representations of the full rotation group. It is possible to show that the functions \(\left|J, M_{J}\right\rangle\) also form basis for the full rotation group.

If there are two representations of a group such that there exists a unique one-to-one correspondence between group elements so that their multiplication table is the same, then the two representations are essentially identical and are called isomorphic. It is desirable to indicate that the \(\left|J, M_{J}\right\rangle\) and \(\left.\mid \ell, m_{\ell}\right)\) functions form basis functions for representations which are isomorphic, if the numerical values of \(J\) and \(M_{J}\) are identical with those of \(\ell\) and \(m\), respectively. \(\left|J, M_{J}\right\rangle\) Eunctions have three properties:
1. They are eigenfunctions of angular momentum operators.
2. They are basis functions for irreducible repre-
```

sentations of the Eull rotation refiection group.

```
3. They can be constructed with the help of the stepup and step-down operators, which are made up from angular momentum operators.

These properties are intrinsically related to each other because angular momentum operators are the infinitesimal operators of the rotation group.

Such \(\left|J, M_{J}\right\rangle\) functions exist in the one-electron as well as the many-electron case. The above mentioned properties are basic consequences of the representation and are valid in all cases.

Let \(\left|J, M_{J}\right\rangle^{n}\), a set of n-electron functions, be the basis functions for a representation, and let \(\left|J, M_{J}\right\rangle^{m}\) be a set of m-electron functions which form a basis for the same representation. Hence, the \(\left|J, M_{J}\right\rangle^{n}\) and \(\left|J, M_{J}\right\rangle^{m}\) have the same transformation properties under any rotation. As a consequence, any linear combination of the \(\left|J, M_{J}\right\rangle^{n}\) functions has the same transformation properties as the analogous linear comination of the \(\left|J, M_{J}\right\rangle^{m}\) functions, that is, the appropriate combinations are independent of the values of \(m\) and \(n\).

Furthermore, it should be noted that the isomorphism of the representations corresponding to the \(\left|J, M_{J}\right\rangle^{n}\) and \(\left|J, M_{J}\right\rangle^{m}\) functions holds in rotation groups of lower symmetry than that of the full rotation group, since such groups are sub-groups of the full rotation group.

It is easiest to construct those linear comoinations which form the basis for irreducible representations from oneelectron functions, that is, \(m=1\). Analogous linear combinations of \(n\)-electron functions will then form bases for the same irreducible representations.

Since the angular dependence of one-electron functions, \(\left|\ell, m_{\ell}\right\rangle\), and hence their symmetry properties, are given in terms of the spherical harmonics, \(Y(\ell, m)\), it is convenient to fashion the symmetry properties of the \(\left|J, M_{J}\right\rangle\) functions after those of the "spherical harmonics", \(Y\left(J, M_{J}\right)\).
7. The irreducible representations of the \((2 \ell+1)\)-fold representation in fields of lower symmetry

It has been shown that the spherical harmonics are the basis functions for the \((2 \ell+1)\)-fold irreducible representations of the full rotation group. This group has spherical symmetry. In fields of lower symmetry, as in \(\mathrm{D}_{4} \mathrm{~h}\) for example, the representations are no longer irreducible but reducible. This means that each matrix can be block partitioned into matrices of lower dimension which furnish the irreducible representations. The reduction of the \(2 \ell+1\) representation can be carried out by recollection of two facts:
1. The character of the now reducible representation is unchanged by the lower symmetry. This means that the character for a given element of the
reanoible moprocpntatinn ia nhtainot hy tho camo equation given for the irreducible representation of the full rotation group, namely:
\[
\begin{equation*}
x(\alpha)=\frac{\sin (\ell+1 / 2) \alpha}{\sin 1 / 2 \alpha} \tag{277}
\end{equation*}
\]
where \(a\) is the angle of rotation for the element. Note that this means that all rotations by \(180^{\circ}\) for example, have the same character since they belong to the same class in the full rotation group even though they may belong to different classes in the lower symmetry group.
2. Once having determined the characters of the reducible representation, use is made of the property of the characters,
\[
\begin{equation*}
x(R)=\Sigma \quad C_{i} \quad x_{i}(R) \tag{278}
\end{equation*}
\]
that is, for each element, (R), the character of the reducible representation equals the sum of the characters of all irreducible representations contained in the reducible representation.

An example of the reduction of the representation for \(\varepsilon=2\) is given in the main body of this thesis.
8. The direct product

From two representations of the group, \(\Gamma^{\prime}(R)\) and \(\Gamma^{\prime \prime}(R)\), it is possible to construct a new representation of the group. This new representation, called the Kronecker or Direct

Product representation. is written \(=a\) -
\[
\begin{equation*}
\Gamma(R)=\Gamma^{\prime}(R) \times \Gamma^{\prime \prime}(R) \tag{279}
\end{equation*}
\]

Although it is usually unnecessary to calculate the matrix elements, they can be obtained by taking all possible products of the matrix elements of \(\Gamma^{\prime \prime}(R)\) and \(\Gamma "(R)\) according to the formula:
\[
\begin{equation*}
\Gamma(R)_{(i j)(k I)}=\Gamma^{\prime}(R)_{i k} \Gamma^{\prime \prime}(R)_{j I} \tag{280}
\end{equation*}
\]
\(\Gamma(R)(i j)(k l)\) is the element in the \((i j)^{\text {th }}\) row and the (kl) th column of \(\Gamma(R)\). The index (ij) is taken in the dictionary sense so that (ij) precedes (i'j') when \(i\langle i \prime\), or \(i f i=i '\) when \(j<j^{\prime}\). If \(\Gamma^{\prime}(R)\) is of dimension m-and \(\Gamma^{\prime \prime}(R)\) is of dimension \(n\), then \(\Gamma(R)\) is of dimension mn. For example, if \(\Gamma\) '(R) is \(\left(\begin{array}{ll}A & B \\ C & D\end{array}\right)\) and \(\Gamma^{\prime \prime}(R)=\left(\begin{array}{lll}a & b & c \\ d & e & f \\ g & h & i\end{array}\right)\)
then:
\[
\Gamma(R)=\left(\begin{array}{llllll}
A a & A b & A c & B a & B b & B C  \tag{281}\\
A d & A e & A f & B d & B e & B f \\
A g & A h & A i & B g & B h & B i \\
C a & C b & C c & D a & D b & D C \\
C d & C e & C f & D d & D e & D f \\
C g & C h & C i & D g & D h & D i
\end{array}\right)
\]

The characters of the direct product are given by the products of the characters entering into the direct product, that is:
\[
\begin{equation*}
x(R)=x^{\prime}(R) \quad x^{\prime \prime}(R) \tag{282}
\end{equation*}
\]

Generally speaking the direct product will be a reducible representation. This reduction can be made by use of the
characters of the irreduciole representations and the proporties of the characters of the reducible representation given in section 5 of this appendix. Frequently the reduction can be made by inspection. For more complicated cases, if \(\Gamma_{a}(R)\) and \(\Gamma_{S}(R)\) are the irreducible representations whose direct product is desired then
\[
\begin{equation*}
\Gamma(R)=\Gamma_{\alpha}(R) \times \Gamma_{E}(R)=\sum_{\lambda=1}^{n} \varnothing_{\alpha \beta \lambda} \Gamma_{\lambda}(R) \tag{283}
\end{equation*}
\]
where \(\varnothing_{\alpha \beta \lambda}\) is the number of times the \(\lambda\) irreducible representation occurs in the product of the \(\Gamma_{\alpha}\) and \(\Gamma_{\beta}\) representations. \(\varnothing_{\alpha \beta \lambda}\) is calculated from the relation:
\[
\begin{equation*}
\varnothing_{\alpha \beta \lambda}=\frac{1}{g} \sum_{R} x_{\alpha}(R) \quad x_{\beta}(R)\left[x_{\lambda}(R)\right]^{*} \tag{284}
\end{equation*}
\]

As an example, consider the direct product of the \(E_{u}\) representation in \(D_{4 h}\) symmetry with itself. From the characters in Table 36 and the relation \(X(R)=X_{E_{u}}(R) X_{E_{u}}(R)\), one obtains:
\[
\begin{align*}
& x(E)=x(E) \cdot x(E)=2 \cdot 2=4  \tag{285}\\
& x\left(C_{2}\right)=x\left(C_{2}\right) x\left(C_{2}\right)=(-2) \cdot(-2)=4  \tag{286}\\
& x\left(2 C_{4}\right)=x\left(2 C_{4}\right) x\left(2 C_{4}\right)=0 \cdot 0=0 \tag{287}
\end{align*}
\]
etc.
Inspection of the character table and the property
\[
x(R)=\sum c_{i} x_{i}(R)
\]
shows tnat
\[
\begin{equation*}
x(R)=x_{A_{1 g}}(R)+x_{A_{2 g}}(R)+x_{B_{1 g}}(R)+x_{B_{2 g}}(R) \tag{288}
\end{equation*}
\]

Therefore:
\[
\begin{equation*}
\Gamma(R)=\Gamma_{E_{u}}(R) \times \Gamma_{E_{u}}(R)=\Gamma_{A_{1 g}}+\Gamma_{A_{2 g}}+\Gamma_{B_{1 g}}+\Gamma_{B_{2 g}} \tag{289}
\end{equation*}
\]

Or more simply:
\[
\begin{equation*}
E_{u} \times E_{u}=A_{1 g}+A_{2 g}+B_{1 g}+B_{2 g} \tag{290}
\end{equation*}
\]
D. Appendix D: Ligand Field Derivations, Strong Field

\section*{1. Symmetry adapted spin functions}

In construction of the strong field matrix elements, it is possible to obtain wave functions such that the ligand field terms appear only in the diagonal elements of the matrices. However, when spin-orbit coupling is included, it is necessary that the wave functions be symmetry adapted with respect to both spin and space functions.

In order to construct the symmetry adapted spin functions, one makes use of a transformation property inherent in the definition of the spin components, namely, that for every symmetry operation matrix in real space there is a corresponding matrix in the complex space having the same group properties. In chapter 4, section 5, of the text by Goldstein (52), the construction of such a set of 2 x 2 complex unitary matrices is described. For reasons of space limitations, only the final result will be given.

The complex matrix for the rotations in square-planar

\[
Q=\left(\begin{array}{ccc}
\left(\cos \frac{\phi}{2}+i \cdot \sin \frac{\phi}{2}\right) \cos \frac{\theta}{2} & \left(i \cdot \cos \frac{\phi}{2}+\sin \frac{\phi}{2}\right) \sin \frac{\theta}{2} \\
\left(i \cdot \cos \frac{\phi}{2}-\sin \frac{\phi}{2}\right) \sin \frac{\theta}{2} & \left(\cos \frac{\phi}{2}-i \cdot \sin \frac{\phi}{2}\right) \cos \frac{\theta}{2}
\end{array}\right)(291)
\]

Although there are actually fifteen group operations in the \(D_{4 h}\) group, it is often sufficient to use just five of them to obtain the group representation of a particular set of functions. The five are:
1) the identity operation, \(E\),
2) rotation about the \(z\)-axis by \(180^{\circ}, C_{2}\),
3) counterclockwise rotation about the z-axis by \(90^{\circ}\), \(C_{4}\),
4) rotation about the \(x\)-axis by \(180^{\circ}, C_{2}^{\prime}(x)\),
5) rotation about the xy-axis by \(180^{\circ}, c_{2}^{\prime \prime}(x y)\).

In order to obtain correspondence between the complex matrices, Q, and the rotations, it is necessary to consider the real space operations as replacement operations. For example, in the rotation about the z-axis by \(90^{\circ}, \theta=0^{\circ}\), and \(\phi=90^{\circ}\), then:
\[
Q\left(C_{4}\right)=\frac{1}{\sqrt{2}} \quad\left(\begin{array}{cc}
1+i & 0  \tag{292}\\
0 & 1-i
\end{array}\right)
\]
while the corresponding \(C_{4}\) operation in real space is such that a function of \(x, y\), and \(z\) is replaced by a function of \(-y, x\), and \(z\). These replacement operations are discussed in detail in Appendix \(C\).
 first row of matrices are the \(Q\) matrices corresponaing to the five group operations. The second row lists the five \(2 \times 2\) real matrices which are isomorphic, that is, have the same group relationships, as the complex matrices. Application of this latter group will be illustrated later in Appendix D. 3.

The effect of the various group operations on the spinor märices, \(\alpha\) and \(\beta\) are, of course,
\[
\begin{equation*}
\alpha=\binom{1}{0}, \text { and } \beta=\binom{0}{1} \tag{293}
\end{equation*}
\]

Thus, for example:
\[
\begin{align*}
& c_{4} \alpha=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1+i & 0 \\
0 & 1-i
\end{array}\right)\binom{1}{0}=\frac{1}{\sqrt{2}}\binom{1+i}{0}=\frac{1}{\sqrt{2}}[\alpha+i \alpha] .  \tag{294}\\
& c_{4} \beta=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1+i & 0 \\
0 & 1-i
\end{array}\right)\binom{0}{1}=\frac{1}{\sqrt{2}}\binom{0}{1-i}=\frac{1}{\sqrt{2}} \quad[\beta-i \beta] . \tag{295}
\end{align*}
\]

Therefore:
\[
\begin{align*}
& c_{4}(\alpha \alpha)=\frac{1}{2}[\alpha+i \alpha][\alpha+i \alpha]=i \alpha \alpha  \tag{296}\\
& c_{4}(\beta \beta)=\frac{1}{2}[\beta-i \beta][\beta-i \beta]=-i \beta \beta  \tag{297}\\
& c_{4}(\alpha \beta)=\frac{1}{2}[\alpha+i \alpha][\beta-i \beta]=\alpha \beta  \tag{298}\\
& c_{4}(\beta \alpha)=\frac{1}{2}[\beta-i \beta][\alpha+i \alpha]=\beta \alpha \tag{299}
\end{align*}
\]

By similar means, the effects of the symmetry operations on the spin parts of the two electron functions can be obtained. The results are tabulated in Table 39.

The two possible spin states which result from the two

Thins ? Matrix roprosentations in complex and real soace for some of the operations of the \(\mathrm{D}_{4}\) h group

\(\mathrm{a}_{\text {The }}\) operations used are explained in the text immediately following Equation 291.

Table 39. Effect of the rotation operations on the spin functions
\begin{tabular}{lccccc}
\hline \begin{tabular}{l} 
Initial \\
function
\end{tabular} & E & \(\mathrm{C}_{4}\) & \(\mathrm{C}_{2}\) & \(c_{2}^{\prime}\) & \(c_{2}^{\prime \prime}\) \\
\cline { 2 - 6 } & & \((\alpha \alpha)\) & \(i(\alpha \alpha)\) & \(-(\alpha \alpha)\) & \(-(\beta \beta)\) \\
\((\beta \beta)\) & \((\beta \beta)\) & \(-i(\beta \beta)\) & \(-(\beta \beta)\) & \(-(\alpha \alpha)\) & \(-i(\beta \beta)\) \\
\((\alpha \beta)\) & \((\alpha \beta)\) & \((\alpha \beta)\) & \((\alpha \beta)\) & \(-(\beta \alpha)\) & \(-(\beta \alpha)\) \\
\((\beta \alpha)\) & \((\beta \alpha)\) & \((\beta \alpha)\) & \((\beta \alpha)\) & \(-(\alpha \beta)\) & \(-(\alpha \beta)\)
\end{tabular}
\(a_{\text {The }}\) rotation operations of this table are the same as those of Table 38.
electron product functions are the sinalet and triplot atatoc, with \(S=0\), and \(S=1\), respectively. Just as the space functions may be characterized by certain irreducible group representations according to their values of total orbital angular momentum, \(J\), in the weak field case, so the spin functions can De characterized by their values of \(S\). Thus, for example, the singlet spin function belongs to the representation \(A_{1}\) since all the group operations leave the wave function invariant. From Table 3, it is seen that the irreducible representations for \(S=1\) are \(A_{2}+E\). This means that the three triplet functions, \(\alpha \alpha, \beta \beta\), and \(1 / \sqrt{2}[\alpha \beta+\beta \alpha]\), can be combined in some linear fashion such that one of the functions belongs to the representation \(\mathrm{A}_{2}\) and the other two functions belong to the representation \(E\). Intuition alone predicts that \(1 / \sqrt{2}[\alpha \beta+\beta \alpha]\) would belong to the representation \(A_{2}\), and this is confirmed by application of the group operations to the function.

Because certain of the group operations change aa into \(\beta \beta\) and others involve the complex number, \(i\), the appropriate linear combinations for the doublet, \(E\), is seen to be:
\[
\begin{aligned}
& 1 / \sqrt{2}[\alpha \alpha+\beta \beta] \\
& i / \sqrt{2}[\alpha \alpha-\beta \beta]
\end{aligned}
\]

The group operations on the above matrix give the same results as those obtained by application of the real \(2 \times 2\) matrices given in the second row of Table 38 . Therefore, the symmetry
adapter spin fumbtinnc may he tahnlatea ze:
\(\left.\begin{array}{ll}\text { Singlet } \xi_{1}=1 / \sqrt{2}[\alpha \beta-\beta \alpha] & \text { belongs to } A_{1} \\ \text { Triplet } \xi_{2}=1 / \sqrt{2}[\alpha \beta+\beta \alpha] & \text { belongs to } A_{2} \\ \left.\text { Triplet } \xi_{3}=1 / \sqrt{2}[\alpha \alpha+\beta \beta]\right] \\ \text { Triplet } \xi_{4}=i / \sqrt{2}[\alpha \alpha-\beta \beta]\end{array}\right\}\) belong to \(E\)

Knowledge of the representations to which the spin functions belong, that is, for which they are basis functions, is valuable since the complete symmetry adapted functions can be quickly assembled once the symmetry adapted space functions are known. The complete functions are constructed, and the representations to which they belong obtained, by means of the direct product of group theory. Specific examples of the construction are presented in the next section of this thesis.

\section*{2. Construction of the strong field wave functions}

A linear combination of the d-electron wave functions in their complex form may be taken such that five real functions may be written. Furthermore, the five real functions are symmetry adapted, that is, they are basis functions for the symmetry group operations. Thus:
\[
\begin{aligned}
& \left(z^{2}\right) \text { belongs to the representation } a_{1} \text {, } \\
& \left(x^{2}-y^{2}\right) \text { belongs to the representation } b_{1} \text {, } \\
& (x y) \text { belongs to the representation } b_{2} \text {, } \\
& (x z),(y z) \text { belong to } e .
\end{aligned}
\]

When the product functions of two single electron wave
 belong are given directly by the direct product of the symmetry representations. For example, the product functions:
\[
\begin{align*}
& \phi_{1}=\left(x^{2}-y^{2}\right)(x y)  \tag{301}\\
& \phi_{2}=(x y)\left(x^{2}-y^{2}\right), \tag{302}
\end{align*}
\]
belong to the symmetry representation, \(a_{2}\), since group theory shows that \(b_{1} x b_{2}=a_{2}\). Actually, it is possible to construct a symmetric and antisymmetric function by linear combinations of \(\varnothing_{1}\) and \(\varnothing_{2}\). Thus:
\(x_{1}=1 / \sqrt{2}\left[\phi_{1}+\varnothing_{2}\right]=1 / \sqrt{2}\left[\left(x^{2}-y^{2}\right)(x y)+(x y)\left(x^{2}-y^{2}\right)\right]\),
\(x_{2}=1 / \sqrt{2}\left[\varnothing_{1}-\varnothing_{2}\right]=1 / \sqrt{2}\left[\left(x^{2}-y^{2}\right)(x y)-(x y)\left(x^{2}-y^{2}\right)\right]\).
Both \(x_{1}\) and \(x_{2}\) belong to the group \(a_{2}\). The validity of the direct product conclusion can be readily checked by determination of the effects of the rotations on the functions.

The inclusion of spin follows the same simple scheme.
All that need be remembered is that the singlet function requires that the space part be a symmetric function and that the triplet state has an antisymmetric space part. Thus, from appropriate combinations of Equations 303 and 304 with the spin functions given by Equation 300:

Singlet state: \(\psi_{1}=x_{1} \times \xi_{1}\); belongs to \(a_{2} \times A_{1}=A_{2}\)
\[
=\Gamma_{2}
\]

Triplet state: \(\psi_{2}=X_{2} \times \xi_{2}\); belongs to \(a_{2} \times A_{1}=A_{1}\)
\[
=\Gamma_{1}
\]

It is convenient to use the representation of Bethe (I) to denote the final irreducible representation to which the complete function, space and spin, belongs, and to use the notation of Liehr and Ballhausen (26) for identification of the space part of the functions. Thus, \(\psi_{2}=x_{2} \times \xi_{2}\) above, belongs to \(\Gamma_{1}\) and the basis function is denoted by \(3_{A_{2}}\left(b_{1} b_{2}\right)\). The superscript on the capital letter symmetry group symbol represents the fact that the function is a triplet. The \(A_{2}\) part indicates the symmetry representation of the direct product of the space functions. The representations in parenthesis are the individual space representations of the two electron functions which make up the direct product.

Thus, the space functions that are required are constructed from all possible combinations of the four states, \(a_{1}, b_{1}, b_{2}\), \(a n d e\). Inclusion of the spin follows the same pattern. Some complexity arises in connection with the functions which result from \(e \mathrm{x} e\), since:
\[
\begin{equation*}
e x e=a_{1}+a_{2}+b_{1}+b_{2} \tag{306}
\end{equation*}
\]

There are two cases to be considered; l) when both e representations are space functions, and 2) when one is a space function and the other a spin function.

In the first case, the two space functions which belong
to e are \((x z)\) and (yz). There are fonm nomininatinno of the two electron product that are possible:
\[
\begin{align*}
& x_{1}=1 / \sqrt{2}[(x z)(x z)+(y z)(y z)]  \tag{307}\\
& x_{2}=1 / \sqrt{2}[(x z)(x z)-(y z)(y z)]  \tag{308}\\
& x_{3}=1 / \sqrt{2}[(x z)(y z)+(y z)(x z)]  \tag{309}\\
& x_{4}=1 / \sqrt{2}[(x z)(y z)-(y z)(x z)] \tag{310}
\end{align*}
\]

It is apparent that the first three functions are symmetric and the last is antisymmetric. Thus \(X_{1}, X_{2}, X_{3}\) will result in singlet states and \(\chi_{4}\) belongs to triplet states. Furthermore, application of the group operations to the four functions shows that:
\[
\begin{aligned}
& x_{1} \text { belongs to } A_{1}, \\
& x_{2} \text { belongs to } B_{1}, \\
& x_{3} \text { belongs to } B_{2}, \\
& x_{4} \text { belongs to } A_{2} .
\end{aligned}
\]

Appropriate combinations of the \(X\) functions with the spin functions given in Equation 300 lead to the results:
\[
\left.\begin{array}{l}
\psi_{5}=x_{1}+\xi_{1}=A_{1} \times a_{1}, \text { belongs to } \Gamma_{1} \\
\psi_{6}=x_{2} \times \xi_{1}=B_{1} \times a_{1}, \text { belongs to } \Gamma_{3} \\
\psi_{7}=x_{3} \times \xi_{1}-B_{2} \times a_{1}, \text { belongs to } \Gamma_{4} \\
\psi_{8}=x_{4} \times \xi_{1}=A_{2} \times a_{2}, \text { belongs to } \Gamma_{1} \\
\psi_{9}=x_{4} \times \xi_{3}  \tag{315}\\
\psi_{10}=x_{4} \times \xi_{4}
\end{array}\right\}=A_{2} \times e, \text { belongs to } \Gamma_{5} .
\]

In situations of other symmetries, or when more than two electrons need be considered, it becomes more difficult to
determine which states that result from the direct product will be symmetric and which will be antisymmetric. In such cases, recourse may be made to the methods outlined by Tisza (53) for obtaining the symmetric portion of the direct product. An example of its application to a specific problem has been given by Finkelstein and Van Vleck (54).

The second case in which two \(E\) representations result is that in which one is due to the space part and the other due to the spin part of the wave function. For example, consider the two electron combination of the \(\left(z^{2}\right)\) orbital with the \((x z)\), ( \(y z\) ) doublet. Then:
\[
\begin{align*}
& \varnothing_{1}=1 / \sqrt{2}\left[\left(z^{2}\right)(x z)+(x z)\left(z^{2}\right)\right], \text { symmetric, }  \tag{316}\\
& \phi_{2}=1 / \sqrt{2}\left[\left(z^{2}\right)(x z)-(x z)\left(z^{2}\right)\right], \text { antisymmetric, }  \tag{317}\\
& \phi_{3}=1 / \sqrt{2}\left[\left(z^{2}\right)(y z)+(y z)\left(z^{2}\right)\right], \text { symmetric, }  \tag{318}\\
& \phi_{4}=1 / \sqrt{2}\left[\left(z^{2}\right)(y z)-(y z)\left(z^{2}\right)\right], \text { antisymmetric. } \tag{319}
\end{align*}
\]

The two symmetric functions belong to the \(E\) symmetry representation, and upon combination with the antisymmetric spin function, \(\xi_{1}=1 / \sqrt{2}[\alpha \beta-\beta \alpha]\), which belongs to \(a_{2}\), result in a degenerate pair:
\[
\left.\begin{array}{l}
\psi_{11}=\varnothing_{1} \times \xi_{1} \\
\psi_{12}=\varnothing_{3} \times \xi_{1}
\end{array}\right\} \text {, which belong to } \Gamma_{5}
\]

The state would be denoted as \({ }^{1} \Gamma_{5}\left({ }^{1} E\left(a_{1} e\right)\right.\).
\[
\text { Similarly, the }{ }^{3} E\left(a_{1} e\right) \text { functions can be readily formed }
\] by combination of the two antisymmetric space functions with the symmetric spin function, \(\xi_{2}=1 / \sqrt{2}[\alpha \beta+\beta \alpha]\). Thus:
and are designated \({ }^{3} \Gamma_{5} E\left(a_{1} e\right)\).
But the combination of the antisymmetric space functions, \(\varnothing_{2}\) and \(\phi_{4}\) with the symmetric spin functions, \(\xi_{3}\) and \(\xi_{4}\), result in triplet functions which belong, not to \(\Gamma_{5}\), but to \(\Gamma_{1}, \Gamma_{2}, \Gamma_{3}\), and \(\Gamma_{4}\), since \(E x e=\Gamma_{1}+\Gamma_{2}+\Gamma_{3}+\Gamma_{4}\). There are four simple combinations of \(\varnothing_{2}\) and \(\varnothing_{4}\) with \(\xi_{3}\) and \(\xi_{4}:\)
1) \(\varnothing_{2} \times \underline{\varepsilon}_{3}\)
2) \(\varnothing_{2} \times \xi_{4}\)
3) \(\phi_{4} \times \xi_{3}\)
4) \(\varnothing_{4} \times \xi_{4}\).

Obviously, they will not be symmetry adapted in themselves, but linear combinations of them will be. Thus:
\[
\begin{align*}
& \psi_{14}=1 / \sqrt{2}\left[\left(\phi_{2} \xi_{3}-\varnothing_{4} \xi_{4}\right], \text { belongs to } \Gamma_{1}\right.  \tag{320}\\
& \psi_{15}=1 / \sqrt{2}\left[\left(\phi_{2} \xi_{4}+\varnothing_{4} \xi_{3}\right], \text { belongs to } \Gamma_{2}\right.  \tag{321}\\
& \psi_{16}=1 / \sqrt{2}\left[\left(\varnothing_{2} \xi_{3}+\varnothing_{4} \xi_{4}\right], \text { belongs to } \Gamma_{3}\right.  \tag{322}\\
& \psi_{17}=1 / \sqrt{2}\left[\left(\varnothing_{2} \xi_{4}-\varnothing_{4} \xi_{3}\right], \text { belongs to } \Gamma_{4} .\right. \tag{323}
\end{align*}
\]

That these functions are appropriately symmetry adapted can be checked by application of the group operations on both the spin and space parts of the functions.

There is one further precaution that must be exercised in the construction of the wave functions and that is in regard
th the phases and order nf presentation nf the two wave functions associated with the \(\Gamma_{5}\) representation. These factors are discussed in the next section of this appendix.
3. Phase factors and order of the \(\Gamma_{5}\) representation functions

The following discussion applies equally to the strong field and weak field functions, but because of the "tangibility" of the strong field functions when dealing with basis function rotations they will be used to illustrate the situation.

Consider the two sets of strong field functions which belong to the \(\Gamma_{5}\) representation:
\[
\begin{align*}
& \left.3_{E\left(a_{1}\right.} e\right)\left\{\begin{array}{l}
\psi_{1}=1 / 2\left[\left(z^{2}\right)(y z)-(y z)\left(z^{2}\right)\right][\alpha \beta+\beta \alpha] \\
\psi_{2}=1 / 2\left[-\left(z^{2}\right)(x z)+(x z)\left(z^{2}\right)\right][\alpha \beta+\beta \alpha]
\end{array}\right.  \tag{324}\\
& 3_{E\left(b_{1} e\right)}\left\{\begin{array}{l}
\varnothing_{1}=1 / 2[(x y)(x z)-(x z)(x y)][\alpha \beta+\beta \alpha] \\
\varnothing_{2}=1 / 2[-(x y)(y z)+(y z)(x y)][\alpha \beta+\beta \alpha]
\end{array}\right. \tag{325}
\end{align*}
\]

By the techniques discussed in Appendix D.4, it is possible to show that the matrix element: -
\[
\begin{equation*}
\Gamma \psi_{1}^{*} Q \varnothing_{1} d \tau=3 \sqrt{3}\left[F_{2}-5 F_{4}\right] \tag{326}
\end{equation*}
\]

Where \(Q\) is the electronic interaction operator, and \(F_{2}\) and \(F_{4}\) are the Slater-Condon parameters for the electronic interaction.

> Similarly, the matrix element:
\[
\begin{equation*}
\ddot{\gamma}_{2}^{*} Q \varnothing_{2} \quad d \tau=-3 \sqrt{3}\left[F_{2}-5 F_{4}\right] \tag{327}
\end{equation*}
\]

But if one uses the other possible combinations as the nondiagonal matrix element, the incorrect value of zero is obtained. That is:
\[
\begin{equation*}
\int \ddot{\gamma}_{1}^{*} Q \not \varnothing_{2} d \tau=\int \psi_{2}^{*} Q \not \varnothing_{1} d \tau=0 \tag{328}
\end{equation*}
\]

In order to avoid the pitfall of choosing the wrong pair with which to calculate the matrix element, it is necessary to carefully order the members of each set of degenerate functions and to calculate the matrix element from corresponding members of the set. The way to do this is to arbitrarily choose one particular ordered set as a standard, study the effect of the rotation operations on the standard set, and order the remaining sets such that their wave functions follow the same pattern.

For example, in this thesis, the set arbitrarily chosen as standard was:
\[
I_{E\left(a_{1} e\right)=}=\begin{align*}
& \psi_{1}=1 / 2\left[\left(z^{2}\right)(x z)+(x z)\left(z^{2}\right)\right][\alpha \beta-\beta \alpha]  \tag{329}\\
& \dot{\psi}_{2}=1 / 2\left[\left(z^{2}\right)(y z)+(y z)\left(z^{2}\right)\right][\alpha \beta-\beta \alpha]
\end{align*}
\]

By use of the replacement operators and the corresponding spin operators it can be shown that:
\[
\left.\begin{array}{l}
E \quad\left(\psi_{1} \quad \psi_{2}\right)=\left(\begin{array}{ll}
\psi_{1} & \psi_{2}
\end{array}\right) \\
C_{4}\left(\begin{array}{ll}
\psi_{1} & \psi_{2}
\end{array}\right)=\left(-\psi_{2}\right. \\
C_{2}  \tag{332}\\
\left(\psi_{1}\right.
\end{array}\right)
\]
\[
\begin{align*}
& \sigma_{2}^{\prime}\left(\psi_{1} \psi_{2}^{\prime}=\left(\psi_{1} \quad \psi_{2}\right)\right. \\
& c_{2}^{\prime \prime}\left(\psi_{1}-\psi_{2}\right)=\left(-\psi_{2}-\psi_{1}\right), \tag{334}
\end{align*}
\]
where \(E\) and the \(C\) operators are the same as those given in Table 38 and the corresponding matrices are those given by the second row of the same table. Thus:
\[
c_{4}\left(\begin{array}{ll}
\psi_{1} & \psi_{2}
\end{array}\right)=\left(\begin{array}{ll}
\psi_{1} & \psi_{2}
\end{array}\right)\left(\begin{array}{rr}
0 & 1  \tag{335}\\
-1 & 0
\end{array}\right)=\left(\begin{array}{ll}
-\psi_{2} & \psi_{1}
\end{array}\right) .
\]

A "possible" choice for another set belonging to the 5 representation might be:
\[
3_{E\left(b_{1} e\right)}=\begin{align*}
& x_{1}=1 / 2[(x y)(y z)-(y z)(x z)][\alpha \beta+\beta \alpha]  \tag{336}\\
& x_{2}=1 / 2[(x y)(x z)-(x z)(x y)][\alpha \beta+\beta \alpha]
\end{align*}
\]

On application of the replacement operators and the corresponding spin operators, one obtains:
\[
\begin{array}{lllll}
E & \left(x_{1}\right. & \left.x_{2}\right) & \left(x_{1}\right. & \left.x_{2}\right) \\
c_{4} & \left(x_{1}\right. & \left.x_{2}\right) & \left(-x_{2}\right. & \left.x_{1}\right) \\
c_{2} & \left(x_{1}\right. & \left.x_{2}\right) & \left(-x_{1}\right. & \left.-x_{2}\right) \\
c_{2}^{\prime} & \left(x_{1}\right. & \left.x_{2}\right) & \left(x_{1}\right. & \left.-x_{2}\right) \\
c_{2}^{\prime \prime} & \left(x_{1}\right. & \left.x_{2}\right) & \left(x_{2}\right. & \left.x_{1}\right) \tag{341}
\end{array}
\]

Note that the spin changes from Table 39 influence the signs preceding the functions. With the choice of functions given by Equation 336, differences appear in regard to the \(C_{2}^{\prime}\) and \(C_{2}^{\prime \prime}\) rotations, that is Equations 340 and 341 do not correspond to Equations 333 and 334 as they should. However, if the functions:
\[
\begin{align*}
& 3_{E}\left(b_{1} e\right)=\quad \tilde{z}_{1}=\gamma_{2}  \tag{342}\\
& \phi_{2}=-x_{1}
\end{align*},
\]
are used, the group operations have the same results as those of the standard set. This is the situation with all the functions constructed by the methods outlined in Appendix D. 2. That is, they will either be proper choices or will become the proper choices by a simple re-order and/or change of sign. Consistancy of the signs preceding the matrix elements can be obtained by calculation of the matrix element from the first function of the ordered pair.
4. Electronic interaction terms for strong field matrix elements

In the case of the weak field matrix elements, the electronic interaction between electrons outside of closed shells resulted in non-zero values only for the diagonal matrix elements. This was the result of construction of the symmetry adapted functions for the weak field from wave functions of the type \(\left|S, I, J, M_{J}\right\rangle\) which are already diagonalized with respect to the electronic interaction. The expressions for the diagonal terms were obtained from tabulations available in the text by Condon and Shortley (6).

In the strong field case, however, the matrix elements are diagonal with respect to the ligand field parameters and will have non-zero electronic interaction values for both
diagonal and off-duagonal elements. The general form for the calculation of electronic interaction terms has been given in section \(8^{6}\) of condon and Shortley (6). The problem is quite similar to that involving the interaction of the ligand point charge with the electrons of the central atom in that the matrix element of interest is of the form:
\((a b|Q| c d)=\)
\(\int u_{a}^{*}(1) u_{b}^{*}(2)\left(e^{\left.2 / r_{12}\right)} u_{c}(1) u_{d}(2) d \tau\right.\),
where \(u_{i}\) are the single electron wave functions, with (I) and
(2) referring to electron one and electron two respectively; \(e\) is the charge of the electron, \(r_{12}\) is the distance between the electrons. By expressing the single electron functions in terms of radial and angular parts and expanding the potential, Q, in terms of the spherical harmonics, one can show that the matrix element becomes:
\[
\begin{align*}
& (a \mathrm{~b}|\ell| c d)=\delta\left(m_{s}^{a}, m_{s}^{c}\right) \delta\left(m_{s}^{b}, m_{s}^{d}\right) \delta\left(m_{\ell}^{a}+m_{\ell}^{b}, m_{\ell}^{c}\right. \\
& \left.\quad+m_{\ell} d\right) x \sum_{k=m} c^{k}\left(\ell m_{\ell} a, \ell m_{\ell}\right) c^{k}\left(\ell m_{l} d, \ell m_{\ell} b\right) F_{k}, \tag{344}
\end{align*}
\]
where the \(F_{k}\) are radial functions usually left as parameters to be evaluated and the \(c^{k}\) coefficients are obtained from the expression:
\[
\begin{align*}
& c^{k}\left(\ell m_{\ell}, \ell^{\prime} m_{\ell}^{\prime}\right) \\
& =\sqrt{2} \sqrt{2 k+1} \int_{0}^{\pi} \theta\left(k, m_{\ell}-m_{\ell}^{\prime}\right) \theta(\ell, m) \theta\left(\hat{l}^{\prime}, m_{\ell}^{\prime}\right) \sin \theta d \theta \tag{345}
\end{align*}
\]
where the \(\theta\) functions are the associated Legendre functions.

Values of the \(c^{k}\) coefficients have been tabulated hy monnm and Shortley (6) and can be found in Table \(1^{6}\) of their text. In the use of this tabie, it is important to note the dependence of the \(c^{k}\) coefficients, namely, \(c^{k}(\underline{\underline{a}}, \underline{\underline{c}})\) and \(c^{k}(\underline{d}, \underline{\underline{b}})\), and to know that:
\[
\begin{equation*}
c^{k}\left(\ell m_{l}, \quad \ell \prime m_{\ell}\right)=(-1)^{m_{\ell}-m_{\ell},} c^{k}\left(\ell^{\prime} m_{\ell}, \ell m_{\ell}\right) \tag{346}
\end{equation*}
\]

For example, to evaluate the d-electron interaction element:
\[
\left(1^{+} 0^{-}|Q| 2^{+}-1^{-}\right),
\]
where \(a, b, c\), and \(d\) are given in terms of the \(m_{\ell}\) value and the superscripts \((+)\) and ( - ) refer to the spin values. one notes that the Kronecker delta requirements are fulfilled, particularly the one which deals with the \(m_{2}\) values. Therefore:
\[
\begin{align*}
\left(1^{+} 0^{-} \mid\right. & \left.Q \mid 2^{+}-1-\right) \\
& =c^{2}(1,2) c^{2}(-1,0) F_{2}+c^{4}(1,2) c^{4}(-1,0) F_{4}  \tag{347}\\
& =-c^{2}(2,1) c^{2}(-1,0) F_{2}-c^{4}(2,1) c^{4}(-1,0) F_{4} \tag{348}
\end{align*}
\]

The form in Equation 348 is due to the relation given by Equation 346. From Table \(1^{6}\) of Condon and Shortley (6):
\[
\begin{aligned}
& c^{2}(2,1)=+\sqrt{6} \\
& c^{2}(-1,0)=+1 \\
& c^{4}(2,1)=-\sqrt{5} \\
& c^{4}(-1,0)=+\sqrt{30}
\end{aligned}
\]

Hence:
\[
\begin{equation*}
\left(1^{+} 0^{-}|Q| 2^{+}-1^{-}\right)=\sqrt{6} \mathrm{~F}_{2}-5 \sqrt{6} \mathrm{~F}_{4} \tag{349}
\end{equation*}
\]

To evaluate the matrix elements of the strong field
 interactions. For example, for the matrix element:
\[
(A|Q| B),
\]
where:
\[
\begin{align*}
A & =1 / 2[(x z)(y z)-(y z)(x z)][\alpha \beta+\beta \alpha] \\
& =1 / 2 i[(1,-1)-(-1,1)][\alpha \beta+\beta \alpha]  \tag{350}\\
B & =1 / 2\left[\left(x^{2}-y^{2}\right)(x y)-(x y)\left(x^{2}-y^{2}\right)\right][\alpha \beta+\beta \alpha] \\
& =1 / 2 i[(-2,2)-(2,-2)][\alpha \beta+\beta \alpha] \tag{351}
\end{align*}
\]
one can ignore the spin Kronecker deltas since they are satisfied, and multiply the space results by two to account for the two spin states, \(\alpha \beta\) and \(\beta \alpha\). Therefore:
\[
\begin{align*}
(A|Q| B)= & 2 / 4((1,-1)-(-1,1)|Q|(-2,2)-(2,-2)),  \tag{352}\\
= & 1 / 2[(1,-1|Q|-2,2)-(1,-1|Q| 2,-2) \\
& -(-1,1|Q|-2,2)+(-1,1|Q| 2,-2)] \tag{353}
\end{align*}
\]

From the same techniques illustrated by Equations 347, 348, and 349 , the matrix element can be shown to be: \((A|Q| B)=1 / 2\left[\left(-35 F_{4}\right)-\left(-6 F_{2}-5 F_{4}\right)-\left(6 F_{2}-5 F_{4}\right)\right.\)
\[
\begin{equation*}
\left.+\left(-35 \mathrm{~F}_{4}\right)\right], \tag{354}
\end{equation*}
\]
\[
\begin{equation*}
=6 F_{2}-30 F_{4} \tag{355}
\end{equation*}
\]

Similar procedures result in the evaluation of all the diagonal and off-diagonal elements due to the electronic interaction.```


[^0]:    ${ }^{1}$ If they happen to have the same eigenvalue, the degeneracy of the two sets is called accidental degeneracy.

    In the same symmetry, the other three orbitals whose angular parts are expressible as $\left(3 z^{2}-r^{2}\right),\left(x^{2}-y^{2}\right)$, and ( $x y$ ), belong to the Groups Alg, $\mathrm{B}_{1 g}$, and $\mathrm{B}_{2 \mathrm{~g}}$, respectively.

