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ABSTRACT 

Every great advance in science has issued from 
a new audacity... of imagination. 

— John Dewey [3] 

REALIZING a reusable launch vehicle (RLV) that is low cost with highly effective 

/launch capability has become the "Holy Grail" within the aerospace commu

nity world-wide. Clear understanding of the vehicle's operational limitations and flight 

characteristics in all phases of the flight are preponderant components in developing 

such a launch system. This dissertation focuses on characterizing and designing the 

RLV optimal trajectories in order to aid in strategic decision making during mission 

planning in four areas: ® nominal ascent phase, (D abort scenarios and trajectories 

during ascent phase including abort-to-orbit (ATO), transoceanic-abort-landing (TAL) 

and return-to-launch-site (RTLS), © entry phase (including footprint), and ® systems 

engineering aspects of such flight trajectory design. The vehicle chosen for this study 

is the Lockheed Martin X-33 lifting-body design that lifts off vertically with two linear 

aerospike rocket engines and lands horizontally. An in-depth investigation of the opti

mal endo-atmospheric ascent guidance parameters such as earliest abort time, engine 

throttle setting, number of flight phases, flight characteristics and structural design lim

itations will be performed and analyzed to establish a set of benchmarks for making 

better trade-off decisions. Parametric analysis of the entry guidance will also be inves
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tigated to allow the trajectory designer to pinpoint relevant parameters and to generate 

optimal constrained trajectories. Optimal ascent and entry trajectories will be generated 

using a direct transcription method to cast the optimal control problem as a nonlinear 

programming problem. The solution to the sparse nonlinear programming problem is 

then solved using sequential quadratic programming. Finally, guidance system hierarchy 

studies such as work breakdown structure, functional analysis, fault-tree analysis, and 

configuration management will be developed to ensure that the guidance system meets 

the definition of vehicle design requirements and constraints. 
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CHAPTER 1 INTRODUCTION 

The United States Government is committed to encouraging a vi
able commercial U.S. space transportation industry. 

The United States space program is critical to achieving U.S. na
tional security, scientific, technical, commercial, and foreign policy 
goals. 

The Department of Defense (DoD) will be the lead agency for 
improvement and evolution of the current U.S. expendable launch 
vehicle (ELY) fleet, including appropriate technology development. 

The National Aeronautics and Space Administration (NASA) will 
provide for the improvement of the Space Shuttle system, focusing 
on reliability, safety, and cost-effectiveness. 

US National Space Transportation Policy [4] 
August 5, 1994 

ONCE John Glenn first manned an orbital mission in Mercury-Atlas 6 and Neil 

Armstrong first stepped on the Moon in Apollo 11, humankind has been fasci

nated with the endless prospects of space exploration. These possibilities range from 

as simple as exploring the unknown, to military operations, to commercial applications. 

Although the current systems meet the needs of the US space program, the systems 

lack affordability, reliability, responsiveness, operability and safety. The current launch 

price tag is approximately $470 million dollars with a payload capacity of 26,786 kg 
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(59,053 lb) [5, 6]. Table 1.1 shows the typical expendable and reusable launch vehicles 

performance data in terms of gross lift-off weight (GLOW), vehicle dry weight (DRY 

WT), low Earth orbit payload (LEO PL), mission reliability (MRc) and launch opera

tions cost per payload weight ($/PL). 

Table 1.1 Expendable vs reusable launch vehicle performance 
data [5-9] 

GLOW DRY WT LEO PL MRc $/PL 
(ton) (ton) (ton) (%) kg 

Expendable 
Pegasus 19.05 1.72 0.36 50.0 $6,804 
Delta H 229.52 19.05 4.98 97.0 $1,860 
Atlas E 187.34 10.89 6.75 100.0 $2,436 
LM-3 201.85 15.42 4.99 92.0 $1,651 
Ariane IV 471.74 26.76 9.53 87.5 $2,483 
Zenit 459.04 45.81 13.74 92.3 $1,123 
Titan HI 680.40 50.35 14.52 93.0 $2,127 
Titan IV 861.84 51.26 17.69 93.0 $2,502 
Ariane V 712.15 51.26 18.01 N/A $1,200 
Proton 703.08 52.16 19.96 87.7 $826 
Reusable 
Energia 2,404.08 127.01 87.99 N/A N/A 
Space Shuttle 2,041.20 282.59 26.79 97.4 $4,545 
Proposed RLV 
X-33* 129.25 34.01 N/A N/A N/A 
VentureStar™* 1,168.00 117.00 22.68 N/A $454 

A more affordable "highway to space" is highly desired to compete in the world-wide 

space launch market. NASA has issued a report entitled "Access to Space Study" [10] in 

1990 recommending directions for future space transportation development, especially 

focusing on improving reliability, safety and operational cost (please refer to Appendix A 

starting on page 266 for more detail). Upon the completion of the study, a fully reusable 

t These are the initial X-33/VentureStar™ prototype specifications. Some of these values have 
changed as the program progressed. 

VentureStar is a trademark of Lockheed Martin Corporation. 
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launch vehicle (RLV) was determined to be a feasible solution that can achieve all the 

above mentioned improvements [11-20]. To summarize, the development of the RLV is 

to [21-23]: 

•ft balance efforts to modernize existing space transportation ca

pabilities and invest in the development of improved future 

capabilities 

•ft maintain a strong transportation capability and technology 

base 

•ft reduce the cost of current space transportation systems, while 

improving reliability, operability, responsiveness, and safety 

•ft foster technology development and demonstration to support 

future decisions on the development of the next-generation 

RLV 

•ft encourage, to the fullest extent feasible, the cost-effective use 

of commercially provided U.S. products and services 

•ft foster the international competitiveness of the U.S. commercial 

space transportation industry, actively considering commercial 

needs and factoring them into decisions on improvements to 

launch facilities and vehicles 

1.1 Reusable Launch Vehicle Project Goals and Requirements 

In the effort to study possible designs for the next generation of launch vehicles, 

several goals and expectations were given by DoD and NASA. The top five goals stated 

in the National Space Transportation Policy (NSTP) are [22-27]: 
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CD Affordability: reduced space transportation operational (re

curring) cost for both the existing and replacement system 

(D Reliability: improved dependability/reliability of existing and 

replacement system and also improves availability 

® Responsiveness: improved supportability, maintainability and 

launch on demand availability 

® Operability: improved operability-simplicity 

® Safety: improved vehicle and personnel safety 

Specific technology objectives expected to be achieved for the RLV space vehicle 

include [26-28]: 

iSr demonstrate a reusable cryogenic tank system, including the 

tanks for liquid hydrogen (LHg) and liquid oxygen (LOX), 

cryogenic insulation, and an integrated thermal protection sys

tem (TPS) 

"ft verify TPS durability, low maintenance, and performance at 

both low and high temperatures 

demonstrate guidance, navigation, and control sys

tems, including autonomous flight control of checkout, 

takeoff, ascent, flight, reentry, and landing for an au

tonomously controlled space vehicle 

• achieve hypersonic flight speeds (speeds up to Mach 15 or 

18,000 km/hr (11,000 mph)) 

demonstrate composite primary space vehicle structures inte

grated with TPS 
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•ft demonstrate ability to perform 7-day turnarounds between 

three consecutive flights 

"ft demonstrate ability to perform a 2-day turnaround between 

two consecutive flights 

-ft demonstrate that a maximum of 50 personnel performing hands-

on vehicle operations, maintenance, and refueling can success

fully accomplish flight readiness for two flights 

1.2 Proposed Reusable Launch Vehicle Designs 

With the project goals and requirements defined by DoD and NASA, three compa

nies took the challenge in participating the concept definition and design (Phase I) of the 

next generation reusable launch vehicle. They were Rockwell International1 Space Trans

portation Systems Division in Downey, California, McDonnell Douglas2 Space Defense 

Systems Division in Huntington Beach, California, and Lockheed Martin Skunk Works 

in Palmdale, California. Upon completion of the concept definition and design phase, 

these three companies also submitted the Phase ÏÏ proposals to NASA on May 13, 1996 

to compete for the technology demonstration of the X-33 [29]. 

On July 2, 1996, Vice President A1 Gore and NASA Administrator Daniel S. Goldin 

unveiled the winning design at a Jet Propulsion Laboratory (JPL) press conference in 

Pasadena, California. Vice President A1 Gore announced that Lockheed Martin has been 

selected as the linchpin of NASA's RLV program. Lockheed was awarded US$941 million 

to build the X-33 test vehicle and to demonstrate the technology necessary to produce 

an operational RLV [32, 33]. 

1 North American Rockwell became part of Rockwell International on February 15, 1973, and the 
Space and Defense divisions of Rockwell International was acquired by Boeing on December 5, 1996. 
Rockwell International is now known as Rockwell Collins [30]. 

2 McDonnell Douglas merged with Boeing on August 1, 1997 [31]. 
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The Lockheed Martin Skunk Works concept for the X-33 (shown in Figure 1.1) 

advanced technology demonstrator (ATD) vehicle is based on the lifting body shape 

with two ground-breaking linear aerospike rocket engines (LAREs). The vehicle takes 

off vertically like rockets and lands horizontally like airplanes. The lifting body (no 

wing) shape was chosen because it derives the lift solely from the shape of the body 

and has the unique advantage of volumetric efficiency. The lifting body shape also 

provides better aerodynamic efficiency at high angles of attack and hypersonic speeds 

while maintaining lower re-entry temperatures and landing speeds. Other lifting body 

experimental vehicles studied by NASA in the 1960s and 1970s include Martin Marietta 

X-24A, Northrop HL-10, and Northrop M2-F2 [33, 34]. 

Figure 1.1 Artist rendition of Lockheed Martin X-33 RLV 
concept, courtesy NASA [35] 
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1.3 X-33 Characteristics 

The vehicle model used for this research is the Lockheed Martin X-33 prototype 

vehicle (one-half scale model of the full size VentureStar™). The X-33 configuration 

and dimensions are illustrated in Figure 1.2 and other specifications are itemized in 

Table 1.2. X-33 is a futuristic triangular shaped spacecraft that derives its lift solely 

from the shape of its body. It has two vertical rudders found in most modern fighter 

aircraft for yaw motion. It also has two body flaps similar to those flaps found on 

conventional aircraft wings for pitch maneuver and to create additional lift or drag. 

There are two elevons (a combination of elevators and ailerons found in most aircraft 

as shown in Figure 1.3) used for pitch and roll control to maintain a controlled flight. 

Finally, X-33 is powered by two linear aerospike rocket engines (LAREs) with thrust 

vector control (TVC) capability. Refer to Appendix B starting on page 274 for more 

information about LARE and its specifications [33, 36]. 

Cargo 

Vertical fins 

Rudders 

20.74 m Inboard/outboard 
Elevons 

Aerospike engines 

12.7 m Canted fins 

Body flaps 
21.05 m 

-±±l*E^Z 7.85 m 
6.76 m 

20° 

Figure 1.2 Lockheed Martin X-33 prototype geometry and 
configuration*, adapted from Ref. [36] 



Vertical fins 

Rudders 

Elevons 

Body flaps 

Vertical fin 

Rudder 

Horizontal Elevators 
Ailerons Flaps stabilizer 

Figure 1.3 Flight control surfaces of X-33 and of a conventional 
aircraft. Notice X-33 has a special control surface 
called the "elevons" 

Table 1.2 Lockheed Martin X-33 prototype specifications* [36, 37] 

Dimensions 

Length: 21.05 m 69 ft 
Wingspan: 20.74 m 68 ft 
Height: 6.76 m 22.17 ft 
Wing Area: 198 m2 2,125 ft2 

Weight 

Empty: 28,440 kg 62,700 lb 
Total Fuel: 95,255 kg 210,000 lb 
Max Take-off: 124,000 kg 273,300 lb 

Propulsion 

Engines: 2 XRS-2200 
Total Thrust: 1,832 kN (SL) 410,000 lb 

2,384 kN (vacuum) 536,000 lb 

Performance 

Max Speed: 17,690 km/hr 11,000 mph 
Service Ceiling: 76,270 m 250,000 ft 
Range: 1,530 km 825 nm 

* These are the initial X-33 prototype specifications. Some of these values have changed since the 
program started. 
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1.4 Current Status of RLV Development 

Even though NASA announced the cancellation of the X-33 project on March 1, 

2001, the technology resulting from this project will undoubtedly serve as the corner

stone for the development of future reusable launch vehicles. This includes the three 

two-stage-to-orbit (TSTO) configurations by Boeing, Lockheed Martin and Northrop 

Grumman that NASA is currently studying under the Space Launch Initiative (SLI), 

more specifically the Next Generation Launch Technology (NGLT) program. A typical 

TSTO configuration consists of a booster and an orbiter as portrayed in Figure 1.4. The 

booster flies back and lands on a runway after burn out and jettison from the orbiter, 

thus making it fully reusable [38-41]. 

orbiter 

booster 

Figure 1.4 Generic bimese TSTO RLV configuration 
with booster fly-back capability, adapted 
from Ref. [42] 
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Furthermore, since Lockheed Martin was announced as the primary contractor of 

the X-33 competition on July 2, 1996, the development of a "cheaper, better and faster 

(CBF)" RLV has become the modern "Holy Grail" within the aerospace community. 

These phenomena can be seen in the many highly publicized RLV activities currently 

under development. The X-Prize competition is one example of this world-wide en

deavor to design, build, test and commercialize (DBTC) a CBF RLV system. There 

are currently 19 companies from five countries seeking to win the US $10 million dollar 

prize for building a privately funded vehicle to fly three people into space, return and 

repeat within two weeks. In addition to the X-Prize, other designs such as Kistler's 

SSTO Rotary's Roton (USA), Pioneer's TSTO Pathfinder (USA), Vela Technology's 

TSTO Space Cruiser (USA), Kelly's TSTO Eclipse Astroliner (USA), DLR's TSTO As

tra (Germany), Daimler Benz Aerospace's TSTO Sanger (Germany), Japan's HOPE-X 

and several European Space Agency's SSTO/TSTO systems are also participating in 

this venture [43-47]. 

1.5 Proposed Doctoral Study 

According to the Department of Transportation Federal Aviation Administration 

(DOT FAA) report [48], autonomous guidance and control technologies are recognized as 

critical to the long term goal of achieving reliable, safe, low-cost, aircraft-like operations 

into space. Guidance schemes such as open-loop [49], closed-loop [50], and hybrid [51] 

approachs are being explored in attempts to find the best suitable guidance system for 

the future RLV. 

The passage to safe, reliable, and affordable access to space has been stymied by 

technical and business challenges. Comprehension of the vehicle's operational limitations 

and flight characteristics are preponderant components in developing such a launch 

system. The proposed research will focus on characterizing and understanding the RLV 
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optimal trajectories in order to aid in strategic decision making during mission planning 

in four areas: 

(D nominal ascent phase, 

d> abort scenarios and trajectories during ascent phase including 

abort-to-orbit (ATO), transoceanic-abort-landing (TAL) and 

return-to-launch-site (RTLS), 

<D entry phase (including footprint), and 

® systems engineering aspects of such flight trajectory design. 

The vehicle chosen for this study is the Lockheed Martin X-33 as described in Sec

tion 1.3. A thorough investigation of the X-33 optimal ascent flight characteristics such 

as earliest abort time, engine throttle setting, control angle profiles, structural design 

limitations will be performed and analyzed to establish a set of benchmarks for making 

better trade-off decisions. An in-depth parametric analyses of the entry flight charac

teristics such as bank reversal logic and sensitivity of the entry flight corridor will be 

investigated to allow the trajectory designer to pinpoint relevant parameters and to gen

erate optimal constrained entry trajectories. Finally, guidance system hierarchy studies 

such as work breakdown structure, functional analysis, fault-tree analysis, and config

uration management will be developed to ensure that the guidance system meets the 

definition of vehicle design requirements and constraints. A system engineering manage

ment plan will also make certain there is a proper procedure to report failures, document 

results and keep the project up to date. 
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1.6 Dissertation Overview 

This dissertation is organized in 9 chapters and 5 supporting appendices. 

ft Chapter 1 Introduction: The introduction presents the background and motiva

tion leading to the objectives and scope for this research. 

•ft Chapter 2 Mission Profile Synopsis: A general overview of spacecraft mission 

profile from launch to re-entry. 

ft Chapter 3 Numerical Optimization Method: This chapter outlines the nu

merical technique used to generate these optimal trajectories. 

•ft Chapter 4 Optimal Ascent and Abort Trajectory Designs: Formulation, 

results and discussions of nominal and different abort trajectories. 

•ft Chapter 5 Optimal Entry Trajectory Designs: Formulation, results and dis

cussions of different entry scenarios as well as footprint determination. 

•ft Chapter 6 Loh's Theory for Entry Trajectories: Formulation, results and 

discussions of Loh's analytical results vs those obtained from numerical integration. 

ft Chapter 7 System Engineering Management Plan: This chapter focuses on 

the project management and system engineering development process for a methodi

cal top-down approach to identify the areas of concentration for the flight mechanics 

team. 

•ft Chapter 8 Summaries and Conclusions: Summarize the conclusions of the 

work presented in this dissertation. 

ft Chapter 9 Recommendations for Future Work: Discuss the prospects for the 

future development of some of the ideas presented. 
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• Appendix A Desirable Attributes for the Next Generation Reusable 

Launch Vehicles: Enumerates the desirable attributes to be incorporated into the 

design of the next generation RLV. 

ik Appendix B X-33 Engine Specifications: Summarize and compare the rocket 

engines used in the current Space Shuttles and the proposed X-33. 

•ft Appendix C Ascent Main Engine Cut Off Conditions: List the detail main-

engine-cut-off conditions for nominal, ATO, TAL and RTLS ascent cases. 

-ft Appendix D Entry Terminal Area Energy Management Conditions: Item

ize the detail flight conditions at the entry-TAEM point. 

ft Appendix E System Engineering Extras: Contains miscellaneous forms and 

diagrams associated with the system engineering management plan. 
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CHAPTER 2 MISSION PROFILE SYNOPSIS 

A scientist discovers that which exists. 
An engineer creates that which never was. 

— Dr. Theodore von Kârmân [52] 

STATE-OF-THE-ART components and systems are part of the next generation reusable 

launch vehicle (RLV) designs. One of the specific technology objectives expected 

to be achieved is to "demonstrate guidance, navigation, and control systems, including 

autonomous flight control of checkout, takeoff, ascent, flight, reentry, and landing for 

an autonomously controlled space vehicle." Familiarization with the spacecraft mission 

profile is a must in order to achieve such objective. 

According to NASA [53-55], an RLV mission profile is composed of six main flight 

phases: ascent, orbit insertion, orbit, deorbit, re-entry and abort. The purpose of ascent 

guidance is to maneuver the vehicle to the intended orbit after the spacecraft has lifted 

off from the launch pad. In a nominal mission, the vehicle flies mostly at full power 

until the orbital insertion point (also referred to as the main-engine-cut-off, MECO). 

After MECO, in-orbit guidance will steer the spacecraft to the desired orbital operations 

location by using small reaction control systems (ROB) to provide attitude control of 

the spacecraft as well as any minor translation maneuvers along a given axis on orbit. 

The orbital maneuvering system (OMS) on the other hand is used for velocity change if 

necessary. Nominal mission flight phases are portrayed in Figure 2.1. 
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Deorbit 

Orbit-Flight 
Tasks 

Accomplishment 

Re-entry 

Orbit Insertion 

Approach 
& Landing 

Launch 

Figure 2.1 Nominal RLV flight phases from launch to landing 

Upon completing orbital operations, deorbit guidance will orient the spacecraft in 

a tail first attitude by RCS, and QMS engines are commanded to slow the vehicle for 

deorbit. RCS then turns the vehicle's nose forward in preparation for re-entry. RCS 

is used for direction control (banking) until atmospheric density is sufficient for the 

aerodynamic control surfaces to become effective. This typically starts at altitudes of 

75~80 km where atmospheric density becomes prominent. 
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During re-entry, entry guidance must dissipate the tremendous amount of vehicle 

energy when it enters the Earth's atmosphere to assure that the vehicle does not either 

burn up (entry angle too steep) or skip out of the atmosphere (entry angle too shallow). 

Entry trajectory must be inside of a very narrow "entry flight corridor." It must also 

ensure that the vehicle is properly positioned and aligned with the terminal area energy 

management (TAEM, pronounced "tame" ) point towards the end of entry trajectory. 

Entry guidance uses drag to control velocity (kinetic energy) in order to achieve the 

proper range requirement. This is accomplished by banking the vehicle to modulate the 

drag profile. 

Finally upon TAEM point, TAEM guidance steers the vehicle to the heading align

ment circle/cone (HAC) before commencing final approach and landing (A/L). More 

detail about TAEM will be discussed in Section 2.4. 

2.1 Ascent Abort Modes 

Ascent abort may be necessary if the vehicle performance is significantly affected by 

failures such as engine malfunction, mechanical defect or cabin depressurization. The 

timing and cause of the failure will determine which abort mode to choose. The abort 

mode chosen must be the safest or improves mission success with the remaining vehicle 

performance. If the failure is due to loss of vehicle performance (i.e., engine failure), 

then the order of preferable abort modes would be abort-to-orbit (ATO), abort-once-

around (AOA), transoceanic-abort-landing (TAL), then return-to-launch-site (RTLS) as 

rendered in Figure 2.2. On the other hand, if the failure is due to the malfunctioning of 

support systems (i.e., cabin depressurization), then TAL or RTLS may be more desirable 

than ATO since getting the crew (if present) down will be the number one priority 

[56, 57], 
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Figure 2.2 Possible intact abort scenarios during ascent phase 

2.1.1 Abort-toOrbit Mode 

The abort-to-orbit, ATO, mode is designed to permit the vehicle to reach the desired 

orbit (or a lower orbit followed by an OMS maneuver to raise the orbit) and continue with 

the planned mission activities. ATO is the most favorable option because it resembles the 

nominal ascent trajectory. Furthermore, ATO does not require the abrupt maneuvers 

involved in other abort modes. This option is only commenced when the vehicle has 

gained proper altitude and velocity for orbital insertion. Otherwise, transoceanic-abort-

landing or return-to-launch-site mode may be selected [57-59]. 

2.1.2 Transoceanic-Abort-Landing Mode 

As its name suggests, the transoceanic-abort-landing (TAL) mode is an abort pro

cedure where the vehicle continues to fly across the Atlantic Ocean and then will glide 

to a NASA approved TAL landing site in Africa or Europe. TAL is selected if failure 

occurs before the ATO option is available, and after the last opportunity for a safe 



18 

return-tolaunch-site is possible. After TAL abort mode is selected by the flight com

puter (autocommander), the vehicle continues flying across the Atlantic Ocean to reach 

the proper altitude, velocity and heading alignment with the TAEM point at a selected 

TAL landing site before commencing MECO. 

NASA approved TAL landing sites include Banjul International Airport (Banjul, 

Gambia), Ben Guérir Air Base (Ben Guérir, Morocco), Lajes Air Base (Açores, Por

tugal), Moron Air Base (Moron, Spain), and Zaragoza Air Base (Zaragoza, Spain) as 

limned in Figure 2.3. These sites are chosen in part as they are near the nominal ascent 

ground track (depending on the launch inclination), therefore allowing the optimum use 

of propellant and crossrange/downrange requirements. Furthermore, these TAL sites 

are equipped with orbiter-unique landing aids, and they are staffed with contractors, 

NASA and DoD personnel during launch [57-59]. 

KSC 
- . Moron AB) Ben Guérir 

Figure 2.3 NASA approved TAL landing sites 
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2.1.3 Return-to-Launch-Site Mode 

The return-to-launch-site, RTLS, abort mode is designed to allow the safe return 

of the launch vehicle, crew (if present), and payload back to the launch site, Kennedy 

Space Center (KSC). 

RTLS is the least desirable abort mode since it is considered by the engineers to 

be the most difficult and dangerous maneuver because of the large abrupt turnings 

(especially the large pitch maneuver) required to turn the spacecraft around. However, 

until the vehicle has reached an appropriate altitude and velocity where it can make a 

TAL landing, this is the only intact abort option (intact abort allows the spacecraft to 

safely return to a planned site whereas contingency abort permits the survival of the 

crew, but not the spacecraft). 

After RTLS abort mode is selected by the autocommander, the vehicle continues 

flying downrange to dissipate excess propellant (dumping fuel option may not be avail

able), gain enough altitude and velocity as delineated in Figure 2.4 before the vehicle 

reverses its course and flies back to launch site. 

PPA 

Time of abort MECO 

Glide 

Downrange Distance 

Figure 2.4 Typical RTLS profile from time of abort to MECO, 
adapted from Ref. [60] 
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The course reversal is done by a powered pitch-around (PPA) maneuver that flips 

the vehicle over and points it back to the landing site. PPA is a drastic maneuver for the 

X-33 (also for the current Space Shuttle), hence the flight software is programmed to fly 

PPA at a maximum pitch rate of ±10 deg/sec to prevent the vehicle from gaining 

too much altitude while performing the maneuver. Structural constraints must not be 

violated while performing PPA to avoid structural catastrophe. The goal of RTLS is 

to gain enough altitude and velocity while leaving only enough propellant to allow the 

spacecraft to turn around, align with HAC at KSC, and achieve MECO conditions so 

that the vehicle can glide back to KSC for a safe landing [57, 58, 60]. 

2.2 Nominal Entry Trajectory 

Coming home from space is as important, unforgiving and challenging as reaching 

the orbit. This was re-confirmed around 8:00A.M. CST on February 1, 2003 when the 

Space Shuttle Columbia (STS-107) disintegrated during re-entry at an altitude of 63 km 

(207,000 ft) and speed of Mach 18.3 (17,000 mph or 28,000 km/hr) [61]. 

The primary entry profile encompasses from post de-orbit entry initiation to the 

acquisition of TAEM interface. Shortly after the atmospheric penetration, the orbiter 

will hit air molecules and build up extreme heat from friction at such high speed. This 

makes the design of a trajectory within the heat rate constraint a critical task in addition 

to a reliable thermal protection system (TPS). A combination of regulating angle-of-

attack and bank angle maneuvers will be used to achieve guidance objectives — achieve 

the range requirements by a controlled unpowered flight trajectory [57]. 
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General entry guidance objectives are divided into five phases as described in United 

Space Alliance's (USA) "Entry Through Landing Guidance" for the Space Shuttle [62] 

and an illustration is exhibited in Figure 2.5: 

(D Pre-entry: Pre-entry is an attitude hold mode prior to atmo

spheric entry. 

(D Temperature control: The temperature control phase defines 

an entry profile shape consistent with the TPS constraints 

during the highheating part of entry. 

® Equilibrium glide: The equilibrium glide phase provides an 

entry profile that has the fundamental shape of equilibrium 

flight. It is used during the intermediate velocity region of 

entry. 

® Constant drag: The constant drag phase provides a profile 

shape consistent with control system limits. 

® Transition: The transition phase provides a profile shape con

sistent with the control system limits and guides the vehicle 

to the proper TAEM interface conditions. 

The current shuttle entry trajectory is calculated based on these five phases mainly 

due to its computing power. According to NASA [63], the Space Shuttle uses an IBM 

AP-101F computer with an average speed of 0.48 millions of instructions per second 

(MIPS). This speed is approximately an equivalent of an Intel 286 computer. The 

current Pentium 4 computers have an average speed of 1,500 MIPS [64]. Hence it is 

possible to enforce every constraint at all times with the advancement in technology and 

the plan of installing faster computer processors on the next generation RLV. 

IBM is a trademark of International Business Machines Corporation. Intel and Pentium are trade
marks of Intel Corporation. 
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Figure 2.5 General entry guidance phases, courtesy of Réf. [62] 

2.3 Thermal Protection System 

The primary function of an entry analysis is to generate a trajectory that allows for 

ranging capabilities in both downrange and crossrange in order to achieve the entry-

TAEM conditions as well as to satisfy the thermal, load and structural constraints. The 

entry vehicle is essentially a glider; therefore, the only achievable means to accomplish 

the range requirement is through the modulation of vehicle's aerodynamic forces. While 

the vehicle's aerodynamic lifting capability determines the range, it also presents an entry 

aerothermal problem, namely how this affects the reusability of the thermal protection 

system (TPS). Thus, there are two interrelated aspects of TPS design: (D optimize the 

entry trajectory to minimize internal structure temperature; and © test of new durable, 

reusable and lightweight TPS materials [65-69]. 
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Each type of TPS material has its own distinctive thermal features. As an example, 

metallic TPS can resist oxidization to approximately 980°C (1,800°F) compared to that 

of ceramic TPS that has a maximum temperature of approximately 1,430°C (2,600°F) 

[70]. While metallic TPS has the advantage of low maintenance, its lower maximum 

temperature will undesirably constrain its flight envelope to avoid excessive heating. 

Consequently this may increase the overall heat (heat load) absorbed by the vehicle 

throughout the entire entry flight because the trajectory may have be lofted so the flight 

time is longer. A new experimental metallic TPS called ARMOR (adaptable, robust, 

metallic, operable, reusable TPS) developed at NASA's Langley Research Center (LaRC) 

is undergoing extensive laboratory testing. The sandwiched panel ARMOR is designed 

to re-radiate the heat absorbed by TPS during the entry aerothermal environment. 

ARMOR is also designed to be able to fly through rain. This is an improvement from 

the ceramic tiles currently used on the Space Shuttles. Figure 2.6 illustrates the different 

types of TPS proposed to be used on the X-33/VentureStar [69, 71]. 

Nose L/G 
Metallic 

Main L/< 
Metallic 

Ceramic 

Body Fla 

Nose Cap, Chin, and Skirt 
Carbon/Carbon 

Leading Edge 
Carbon/Carbon 

End Cap 
Carbon/Carbon 

Elevons 
Carbon/SiC 

\ Fixed Fairing 
v Carbon/SiC 

Windward Body and Fin 
Inco 617/PM1000 Metallic 
(1234 Panels) 

Fillet 

Metallic Windward 
Ramp Fairing 

Metallic 
C/C Leading Ledge 
Blanket Leeward 

Figure 2.6 X-33 shown with different types of thermal protection 
system tiles, courtesy of Ref. [72] 
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Lastly, the selection of TPS for a commercially viable RLV must be based on dura

bility, be lightweight, have lower maintenance, and lower life-cycle costs since 400,000 

man hours (approximately 60-day turnaround) are spent currently inspecting and refur

bishing the TPS tiles between flights for the shuttle [65]. 

2.4 Terminal Area Energy Management Guidance 

The "entry phase" ends and the terminal area entry management (TAEM, pro

nounced "tame") phase starts when the vehicle reaches relatively low altitude and ve

locity. For the X-33, the TAEM phase begins around 30.5 km (100,000 feet) in altitude, 

approximately 55.5 km (30 nm) from the runway, and a velocity of Mach 3 (993 m/s or 

3,300 ft/s) [73]. The purposes of TAEM are: 

•ft to maintain proper energy while approaching the landing site 

•ft to align vehicle with the runway centerline for the final approach & 

landing phase 

The TAEM guidance steers the vehicle to a predicted virtual heading alignment circle 

(HAC), which radius is approximately 5.5 km (18,000 feet) and height is approximately 

3 km (10,000 feet). HAC is located tangent to the runway centerline for a straight in 

final approach. Excess energy is dissipated between TAEM and HAC with an S-turn. 

The speed brake may also be used to modify drag, lift-to-drag ratio and flight-path-angle 

to allow a normal A/L. Figure 2.7 displays a sample flight path of the landing sequence 

from TAEM to HAC based on the Space Shuttle's entry ground track [58, 74, 75]. 

The heading alignment circle, or heading alignment cone (HAC) as it is sometimes 

called, is a virtual heading alignment guideline used for the spacecraft to align itself 

for a straight final A/L. Since the spacecraft is essentially a glider at this point, it is 

extremely important for it to have suitable energy (adequate altitude and speed) and 
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align properly with the runway centerline at the nominal entry point (NEP) as shown 

in Figure 2.7 after the spacecraft has circled around the cone. HAC is predicted based 

on the spacecraft's altitude and speed at the entry point. HAC can be on either end of 

the runway depending upon which direction of the runway is chosen for landing. 

TAEM phase starts: 
55.5 km (30 mi) away from HAC 
30.5 km (100K ft) altitude 

A 

Ground Track Predicted Virtual HAC: 

Runway: \ 
4,572 m x 91.4 m 
(15,000 ft x 300 ft) 

A = TAEM interface 
B = Begin heading alignment 

subphase 
C = NEP and begin pre-final 

subphase 
D = Runway threshold 

5.5 km (18K ft) radii 
3 km (10K ft) altitude 

Figure 2.7 Flight profile of RLV landing sequence from TAEM to 
runway, adapted from Ref. [75] 
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CHAPTER 3 NUMERICAL OPTIMIZATION METHOD 

Computers are useless. 
They can only give you answers. 

— Pablo Picasso [3] 

PERFORMING the computation of ascent [50] and entry [76-78] trajectories have 

been a challenge since the days of Mercury space exploration era. Trajectory 

generation involves numerical integration of the state equations subject to common path 

constraints and terminal conditions. The major challenge in optimal ascent trajectory 

generation is the presence of aerodynamic forces inside atmosphere while the major 

obstacle in optimal entry trajectory generation is the heating constraint. This chapter 

details the numerical optimization technique used to generate the optimal ascent and 

entry trajectories. 

Numerical integration is used to solve for optimal ascent and entry trajectories since 

there are no exact analytical solutions. The fundamental rationale of all effective nu

merical optimization methods is to simplify a difficult problem such as ascent trajectory 

into a set of simpler subproblems to solve. 

Note: In order to avoid repeating the same notation for two different variables, some 

notations have deviated from the standard optimal control notations. 
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3.1 Optimal Control Problem 

Optimization is the process of determining the state x ( t )  and control u ( t )  time histo

ries for a given dynamic system in a finite period of time that minimizes a performance 

index J without violating a set of constraints [79, 80]. 

The basic optimal control problem (OCP) is to determine u ( t )  that maximizes or 

minimizes J in terms of a Mayer problem (Ai), Lagrange problem (£), or Bolza problem 

J = M [ x ( t f ) \  + J  £ ( x , u , t ) d t  (3.1) 

o 

subject to the dynamic equations of motion (EOMs) defined by a set of ordinary differ

ential equations (also referred to as the state equations) 

X  =  f (x,u , t )  (3.2) 

and initial condition constraints 

X t  < 1 [x (*0)]  < Xu  (3.3) 

and algebraic path constraints (inequality constraint) in the form of 

(()]<%, (3.4) 

and terminal state constraints 

% < T [ a ( % ) ] < % ,  (3.5) 
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and control variables 

U i  <  u ( t )  <  U u  (3.6) 

Note that equality constraints can be imposed if the upper and lower bounds are equal. 

3.2 Transcription Formulation 

The basic approach for solving an OCP by transcription (discretization) is to [81] 

Tl. transcribe the dynamic system into a problem with a finite set of vari

ables, then, 

T2. solve the finite dimensional problem using a parameter optimization 

method (i.e. the nonlinear programming [NLP] subproblem), then, 

T3. assess the accuracy of the finite dimensional approximation and, if nec

essary, repeat the transcription and optimization steps. 

Transcription methods such as Hermite-Sympson discretization [82], 4th order Runge-

Kutta discretization [83], or trapezoidal discretization [81, 83] all divide the time interval 

in TS segments 

where these points are referred to as grid, mesh or node points. 

Let xk = x  (t k) denotes the value of the state variable at a node point and u k  =  u  ( t k )  

to denote the control at a node point. The trapezoidal discretization used in this research 

has the NLP variables of 

t 0  ^  t \  t %  ^  ^  t f  —  ^ T g  

V  — [xQ, u q i  X \ ,  î / i ,  . . . ,  % f  i  t o ,  £y] (3.7) 
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and the state equations are approximately satisfied by setting 

Cfc = x k  —  X k - l  —  -7^ ( f k  +  f k - l )  =  0 (3.8) 

for k = 1 , . . . ,  T S ,  tpk = tk- tk~i is the step size, and fk = f[x (tk), u (tk), tk\ is the right 

hand side of the differential equations. 

The optimal control constraints are also replaced with the NLP constraints 

c e  <  c  ( v )  <  c u  (3.9) 

where 

c(u) = [(i, (2, (y, %, T, (3-10) 

and 

Q  —  [ 0 ,  • • • ,  0 ,  le, Te, Ve\T (3.11) 

and a comparable definition of c% can be derived. 

In the same fashion that the state and control variable bounds become simple bounds 

on the NLP variables, the path constraints and variable bounds are also imposed at the 

grid points [84]. Figure 3.1 shows a simple 11-grid point discretization example. Notice 

that using transcription method, the change in grid point #6 will only affect the functions 

connecting #5 & #6 and #6 & #7. The remaining portions of the curve will not be 

impacted. The reduced sensitivity in the boundary value problem means sparsity in the 

construction of Jacobian matrix. 
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Result of perturbation 

Initial 
condition 

Boundary 
condition 

Optimization variables (11 grid points) 

Figure 3.1 Transcription method used for solving 
optimal problems, courtesy of Ref. [81] 

3.3 Large Sparse Nonlinear Programming 

Calculating Jacobian and Hessian information using Newton based methods rely on 

the accessibility of first and second derivative information. However, a single finite differ

ence gradient evaluation of first derivative can require z additional function evaluations. 

These extra function evaluations are computationally costly when z is large (z < 106). 

Furthermore, computing second derivative is just as tedious. Current research has fo

cused on pointwise quasi-Newton updates [85] or sparse finite differences [86, 87] to help 

overcome these computational burdens. 

The concept of sparse finite differencing was first introduced by Curtis et al. [88] in 

1 9 7 4 .  T h e y  p r o p o s e d  t o  p a r t i t i o n  t h e  c o l u m n s  o f  f i r s t  d e r i v a t i v e  Y  i n t o  s u b s e t s  ( T k )  

such that each subset has at most one nonzero element per row. 
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(Veif 

de 
dv 

(3.12) 

(V<W 

A perturbation direction vector is introduced as 

A - ^ S j O j  (3.13) 
jër k 

where Sj is the perturbation size and Oj is a unit vector in direction of j. Using the 

partition technique, the first derivatives can be estimated by 

Yi, « ̂  [et (v + A") - e, (v - A*)] (3.14) 

Similarly, second derivatives can be obtained. The estimation technique has proven 

to be efficient and accurate for well scaled functions [87, 89, 90]. This technique can 

now be used to obtain the Jacobian matrix. 

The computation savings observed by Betts led to exploring the benefit of grouping 

terms and isolating the linear terms. That is to say, 

0 — Xk+i xk 2 (/fc+i + /) 

—  ( f k + i  —  f )  ~  2 T k  ( t f f k + i )  —  2 T f c  ( t f f k )  

(3.15) 

where K k  = r k  ( t f  -  U )  

become 

= rfeAi with 0 < Tk < 1. In this formation, the NLP constraints 
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c(x)  = Ax + Bw(x) (3.16) 

where A and B are given by 

A = 

0 -J 0 J 

-I 0 I (3.17) 

Til Til 

B 
T<il T2I 

(3.18) 

with the isolated linear terms 

TM-\I  

w = 

Ai/i 

A  t f 2  

Atf M 

(3.19) 

Now the sparse finite difference can be constructed to estimate the matrix 

_a 
dt 

dt 

Wf (At/m) 

A t 9£i 
9a:i 

At 0X2 

At& 

(3.20) 

and then Jacobian becomes 
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J = A + BY (3 21) 

The advantage of this type of construction is now clear. Equation (3.20) calls for the 

partial derivatives of state and control all evaluated at the same grid point. Using a 4 

states and 1 control example, matrix Y now becomes 

struct d f  
d x  

d_l 
d u  

0 0 X 0 0 

0 0 0 X 0 

0 0 0 0 X 

0 0 0 0 X 

(3.22) 

The nonzero pattern defined by the structured sparsity template appears repeatedly 

in Y at every grid point introduced by the discretization method. Betts [81] has docu

mented that this method can reduce the computation time of evaluating J and Ti. by 

as much as 93%. 

3.4 Sequential Quadratic Programming 

Sequential quadratic programming (SQP) is one of the most widely used optimiza

tion algorithm for solving general nonlinear problems. The following is the variation 

implemented in the SOCS [81, 87, 91] software. 

A summarized sparse SQP algorithm starts with an iteration at a point 

v = v0 + up (3.23) 

where K is a scalar step length and must be grater than 0. The algorithm proceeds as 

follows [81]: 
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SQP 1. Gradient Evaluation: Evaluate gradient and Jacobian information by 

computing p to minimize a quadratic approximation to the Lagrangian 

QTP + ̂ pT/Hp (3.24) 

where G is the gradient vector, J  is the Jacobian matrix of the con

straint gradients and H, is the Hessian matrix. Equation (3.24) is sub

ject to the linear approximation to the constraints 

be < 

with bound vectors given by 

Jp 

V 

< (3.25) 

bp = 
ce — c 

xe — x 

bu = 
C u ~ C  

xu- x 
(3.26) 

(a) evaluate the error in the gradient of Equation (3.24) 

e = G ~ JT A - v (3.27) 

where A and v  are used to define search directions for the Lagrange 

multipliers A and v in 

AA = A — A 

Ai/ = ù — u 

(3.28) 

(3.29) 

(b) terminate if the Karush-Kuhn-Tucker (KKT) conditions are satis

fied. That is to say 

x* is feasible when Equations (3.30) and (3.31) must be satisfied 

ce < c{x) < Cu (3.30) 

xe < x < xu (3.31) 
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• the Lagrange multipliers A for Equation (3.30) and u for Equa

tion (3.31) must satisfy 

G  =  J T  A +1/ (3.32) 

•ft and the J corresponding to the active constraints has full row 

rank 

(c) compute Ti.t from 

(3.33) 
i=1 

SQP 2. Search Direction: Construct the optimization search direction; 

(a) compute p  by solving Equations (3.24) and (3.25) 

(b) compute the direction of slack variable, As 

As = J p  + (c - s) (3.34) 

(c) compute the multipliers search direction from Equations (3.28) and 

(3.29) 

(d) compute penalty parameters to satisfy the directional derivative of 

the merit function O'n 

o'o < \pTnp 

(e) and initialize, % = 1. 

SQP 3. Prediction: Compute the predicted point for 

(a) the variables, multiplier and slack from 

(3.35) 

V V P 

X = 
A + X AA 

8 s As 

(3.36) 
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(b) evaluate the constraints c = c (v) at the predicted point. 

SQP 4. Line Search: Evaluate the merit function 

(a) if the merit function Ô  is "sufficiently" less than O ,  then v  is an 

improved point — terminate the line search and go to Step 5. 

(b) else change the step length x to reduce O and return to Step 3 

SQP 5. Update: Update all quantities, set k = k + 1 

(a) compute the actual reduction from 

Ql = - Q{k) (3.37) 

(b) compute the predicted reduction from 

Ql = 0(fc-1) - 0{k) = -0'0 - ̂ pTnp (3.38) 

where 0^ is the predicted value of the merit function 

(c) return to Step 1 



37 

CHAPTER 4 OPTIMAL ASCENT AND ABORT 

TRAJECTORY DESIGNS 

It was a thunderingly beautiful experience — 
[...], dangerous, and expensive as hell. 

— Kurt Vonnegut, Jr. [52] 

A SCENT trajectory is dictated by payload performance, orbital insertion require-

-6 JL merits, and constraints which limit the acceptable trajectories to those satisfying 

assumed system limitations such as maximum dynamic pressure, maximum structural 

load and orbital insertion targets (or abort targets). 

4.1 Equations of Motion for Ascent Flight 

The nondimensional point mass and windless equations of motion (EOMs) of the 

reusable launch vehicle (RLV) in an inertial coordinate system are (bold faced variables 

are vectors and non-bold faced are scalars) [51, 92, 93] 

V = g(r)  + 

r  V 

m(t) m(t) m(t) 
A , Tlb  ,  N 

T7T "I 777 \ 77 

(4.1) 

(4.2) 

(4.3) 
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where r and V are the inertial positions and velocity vectors; g(r)  is the gravitational 

acceleration as a function of r; T is the current thrust magnitude including thrust lost 

due to back pressure; lb is the unit vector that defines the RLV body longitudinal body 

axis; A and N are the axial and normal aerodynamic forces; m(t) is the current mass; 

rj is the engine throttle setting; Tvac is the full vacuum thrust magnitude; gQ is the 

gravitational constant; and ISP is the specific impulse of the engine. All distance related 

terms have been normalized by RQ, velocity related terms by ^R^GO, and time related 

terms by Ro/go where RQ is the radius of Earth and g0 is the gravitational constant. 

The reason for using the dimensionless form is for better numerical conditioning of the 

trajectory optimization problem. 

The axial (A) and normal (iV) aerodynamic forces in g in Equation (4.2) are defined 

by 

= 1 pVSSnjCM 
2 m(t)  1  

jy  =  1 pV?S r efCNRo ,  .  
2 m(t) ^ ^ 

where p is density at the current altitude, V r  is relative velocity, S r e j  is vehicle reference 

surface area, CA is axial aerodynamic force coefficient, and CN is normal aerodynamic 

force coefficient. These coefficients are computed as follow: 

CA = CAO + CAI<2 + Ca2<3î2 (4.6) 

Cjv = CNO + CpjiU + Cjvgû2 (4.7) 

where CA% and Cm are functions of Mach number. 
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The thrust magnitudes shown in Equation (4.2) is given by 

T _ r]Tvac + AT 

m(t)g0 

where AT is the thrust loss inside the atmosphere due to back pressure. 

There are three coordinate systems used in this dissertation — Earth-centered inertia! 

(ECI), guidance, and body coordinate systems. The ECI launch plumbline coordinate 

system is limned in Figure 4.1. The Xj points to the direction of Greenwich Meridian at 

launch, Zj points in the direction of the North Pole while the Yj completes the right-hand 

triad. 

Meridional plane 

Equatorial plane 

Projection of orbit plane 

Figure 4.1 Earth-centered inertial (XJYIZJ) and 
guidance (XGYQZG) coordinate systems 
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The guidance coordinate system is also portrayed in Figure 4.1. The XQ is defined 

from the center of the Earth, parallel to the gravity direction at the launch site. The 

ZQ is the downrange along the launch azimuth, and the YQ completes the right-hand 

system (crossrange). The longitude and geocentric latitude of the launch site is defined 

by (6, <E>C), respectively. 

The body coordinate system is defined with XB aligned with body longitudinal axis; 

YB aligned with body lateral axis; and ZB completes the right-hand triad as illustrated 

in Figure 4.2. It is worth mentioning that guidance and body coordinate systems are 

the same when the vehicle is sitting on the launch pad. 

Figure 4.2 Body coordinate system showing Euler angles 

The unit vector that defines the RLV body longitudinal axis in body frame is specified 

by three Euler angles as rendered in Figure 4.2. 16 defines the vehicle body axis; ly 

defines the vehicle lateral axis; and 12 completes the right-hand rules. 
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The X-33 is at tjj = 0°, 6 = 0° and 0 = 0° when sitting on the launch pad in a vertical 

position. Yawing (tp) to the left (counterclockwise) from neutral position is defined as 

"negative" yaw; pitching (#) down from neutral position is defined as "negative" pitch; 

and rolling (4>) to the right from neutral position is defined as "negative" roll. An 

illustration of Euler angles sign conversion is depicted in Figure 4.3. Neutral position 

refers to 0°. 

(a) Yaw angle: from neutral to negative 

(b) Pitch angle: from neutral to negative 

TT7 

(c) Roll angle: from neutral to negative 

Figure 4.3 Euler angles sign convention 
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Use rotation sequence of yaw-pitch-roll (also referred to as 3-2-1 rotation), the unit 

vector of the body a>axis, 1& in ECI frame, is defined as 

lft = 

cos xj) sin 9 

sin cos 6 

— sin# 

= lx 

The unit vector of the body y-axis in ECI frame is given by 

cos if) sin 6 sin (j) — sin ijj cos (j) 

cos if) cos 0 + sin ̂  sin 0 sin (j) 

cos 6 sin <fr 

To complete the right-hand system, the body z-axis lz is 

1 z 1 ft X 17, — lr) 

(4.9) 

(4.10) 

(4.11) 

Let TEP be the coordinate transformation matrix from ECI inertial coordinate system 

(.XiYjZi) to the guidance coordinate system (XGYGZQ)-

TEP 

cos 0 cos $ sin © cos $ sin $ 

- sin 0 cos Az + cos © sin 4> sin Az cos 0 cos Az + sin © sin $ sin Az — cos $ sin Az 

- sin © sin Az — cos © sin 0 cos Az cos © sin Az — sin © sin 0 cos Az cos $ cos Az 

(4.12) 

where $ is longitude, 0 is geodetic latitude, and Az is launch azimuth angle. The launch 

azimuth for an ascending orbit is defined by 

A, = sin 1 cos* 
cos<3>. 

(4.13) 

where i is the target orbit inclination. 
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The Earth relative velocity is then defined as 

V r  =  V - u > x r - V w  (4.14) 

where Vw  is the wind velocity vector (ignored in this research) and w is defined as 

U) = TepOJE (4.15) 

where w# is the rotation of the Earth. Since the Earth rotates, it is necessary to take 

into account the rotation of the Earth in EOMs. Let the rotation rate vector of the 

Earth in XJYJZJ (Earth centered, Zj-axis pointing to the North) be 

0 

0 

U) 

(4.16) 

where u is the Earth rotation rate. A sidereal day is the time it takes the Earth to 

rotate 360° (measured relative to the stars) and is equal to 23 hours, 56 minutes and 

4 seconds [94], thus 

27r to = 
23hr 56min 4sec 

(4.17) 

The angle-of-attack (a), side-slip-angle ( j 3 )  and flight-path-angle (7) are defined by 

a = tan -1 

P 

7 = 

1TK 
l^r 

' l Z V r '  
sm 

JIVr 

90° — cos-1 rTV r  

(4.18) 

(4.19) 

(4.20) 
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Finally, it is necessary to convert the position vector from guidance frame (r) back 

to ECI frame (f) in order to calculate longitude and geodetic latitude (©, <&). Let 

f = TEP • r (4.21) 

then, 

0 - tan"1 (4.22) 

* =tan_1 (WW (4-23) 

4.2 Equality Constraints for Ascent Flight 

Equality constraints are usually applied at a point (i.e., terminal condition). The 

four commonly used equality constraints in ascent trajectory include orbital insertion 

radius (r^), velocity (Vf), flight-path-angle (7^) and orbital inclination (i*) as shown 

in Equations (4.24) through (4.27) 

\ r T f r f  ~  \rf = 0 (4-24) 

= « (4-25) 

! « ( » • /  x  V f )  ~  II r f  x V f \  I cos i* = 0 (4.26) 

rTjVf — ||r/||||V/ll sin7^ = 0 (4.27) 

where ln is a unit vector parallel to the polar axis of the Earth and pointing to the north. 

For orbital insertion cases in this dissertation, the target orbit is a circular orbit with 

rf = 185.2 km (100 nm), Vf = 7,793.6 m/s, and 7^ = 0°. The two orbital inclinations 

used for this research are i* = 51.6° (the orbital inclination of the International Space 

Station, IBS), and i* = 28.5° (the minimum orbital inclination achievable from Kennedy 
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Space Center, KSC). Equation (4.24) guarantees that the difference between ||r/|| and 

the specified r*f is zero, thus the final orbital insertion altitude (MECO altitude) will be 

exactly as defined by r*f. Equation (4.25) ensures the final orbital velocity is exactly as 

specified by Vf. Equation (4.26) defines the angle from the polar axis of the Earth (1„) 

to the angular momentum vector (77 x Vf) is the final orbital inclination angle. Finally, 

Equation (4.27) defines the angle between r and V is indeed the flight-path-angle. 

For abort cases such as transoceanic-abort-landing and return-to-launch-site, the ter

minal constraints are such that the ascent trajectory merges tangentially onto a nominal 

entry profile (NEP) instead of at a specific point. The NEP was numerically generated 

and are shown in Figures 4.4 through 4.6 in solid line. These histories are then curve-

fitted by 4th order polynomials of range-to-go (rt0go) as 

r} = -2.2989e-14rt
4

ogo + 1.2741e-9rt
3
ogo - 1.0343e~5rt

2
ogo + 0.0321rtOgo + 38.2061 (4.28) 

Vf* = - 1.3355e-nrt
4

ogo + 2.1716e-7rt
3

ogo - 0.00138rfogo + 4.477rtogo + 917.9185 (4.29) 

7/ - -1.7514e-14rt
4

0g0 + 2.7468e-10rt
3

ogo - 1.6003e-6rt
2
ogo + 0.00386rtOgo - 3.4089 (4.30) 

where rt0go is in km, r*f in km, Vf in m/s and 7in degrees. Note: e~u = 10-14. 
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140 

120 

I 100 
r-
j 80 

•} = -2.2989e""'togo + 12741e »r^ - 1.0343e-5ifogo + 0.0321rtog„ + 38.2061 

Actual data 
RK4 curve fit 

1000 2000 3000 4000 5000 6000 7000 
Range-to-go (km) 

Figure 4.4 X-33 altitude vs. range-to-go nominal entry profiles 
and RK4 curve fit 
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Figure 4.5 X-33 velocity vs. range-to-go nominal entry profiles 
and RK4 curve fit 

V; = -L3355e-nrt
4
ogo + 2.1716e-7>-t

3
ogo - 0.00138^ + 4.477rtogo + 917.9185 

— Actual data 
- • RK4 curve fit 
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4.0 

7/ = -1.7514e'14rt
4
ogo + 2.7468»-'%, - 1.6003e~6rt

2
ogo + 0.00386rtogo - 3.4089 

Actual data 
RK4 curve fit 

Range-to-go (km) 

Figure 4.6 X-33 flight-path-angle vs. range-to-go nominal 
entry profiles and RK4 curve fit 

Range-to-go normalized by radius of the Earth is the angle from current location to 

the target location. It is defined as 

^TOGO — COS 
/ yyiHAcA 

V l|r/|| J (4 31) 

where unit vector IHAC is the direction of the heading alignment cone (HAC) and it is 

defined in the inertial frame by 

IHAC = 

cos $HAC cos ©HAC 

cos <E>HAC sin 8HAC 

sin 5>HAC 

(4 32) 

where $HAC and ©HAC are longitude and geodetic latitude of the corresponding landing 

site. 
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The formulation for return-to-launch-site (RTLS) is a little different from the previ

ously described. This is because RTLS requires taking into account that the spacecraft 

has to fly downrange to dissipate excess propellant followed by the abrupt maneuver to 

turn the vehicle around to point back to KSC. For RTLS, the five terminal constraints 

are 

- W' 
= 0 (4.33) 

= 0 (4.34) 

1HACr/ - II*7II cos rt0go = 0 (4.35) 

VTf lh  
= 0 (4.36) 

\ \Vf\ \  cos (9 _ rtogo - 7/) = 0 (4.37) 

where unit vector lh specifies the direction normal to the plane of 77 and IHAC, and it 

is defined as 

'-^7  ̂ <4'38) 

Again, Equations (4.33) and (4.34) ensure that final altitude and velocity are ex

actly as specified. Equation (4.35) defines the distance between the end of entry phase 

(beginning of TAEM interface) to the approach threshold on the target runway, thus, 

range-to-go. Equation (4.36) ensures that the velocity vector is in plane with HAC. 

Lastly, Equation (4.37) guarantees that the vehicle turns back to align itself with KSC. 

It is often difficult for a numerical program to determine "when" to turn around; 

thus, RTLS problem are solved in two phases: downrange and return-to-launch-site. 

For the downrange phase, altitude, range and flight-path-angle are specified by educated 

guesses. Adequate altitude and distance away from KSC should be considered to allow 
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for a powered pitch-around (PPA) maneuver. Since a PPA maneuver is used to turn the 

orbiter around, a final for the downrange phase must be positive (else the spacecraft 

may perform a nose dive maneuver). Equation (4.39) is used to compute Yf for the 

downrange portion of the flight. 

»,/V/-||r/||||V>|| sin7^ = 0 (4.39) 

As for the fly-back phase, r*j, Vf and "f*f are to be intersected with a NEP similar 

to TAL cases. Intersecting a NEP instead of a specific point is beneficial because this 

eliminates the need to impose those inequality constraints typically associated with 

entry flight (to ensure that MECO condition is within the confinement of entry flight 

corridor). Detailed discussion on the inequality constraints associated with entry flight 

will be given in Section 5.3. Further discussion on entry flight corridor will be presented 

in Section 5.4. 

4.3 Inequality Constraints for Ascent Flight 

An inequality path constraint refers to a constraint that has a lower and upper limit 

throughout the entire trajectory. The three types of inequality path constraints generally 

imposed on the ascent trajectory include structural constraints, axial acceleration and 

throttle setting limits. 

4.3.1 Structural Constraints 

According to Tartabini et al. [70, 95], parameters such as the dynamic pressure (q) 

must be constrained between 0 < q < 18.2 KPa (380 psf), and qa and qj3 must both 

be constrained at ±71.8 KPa-deg (1,500 psf-deg) for the X-33 in the nominal ascent 

trajectory to satisfy structural design limits and prevent structural failures. Parameters 
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qa and q/3 are products of dynamic pressure and angle-of-attack, and dynamics pressure 

and side-slip-angle. Since this research does not take into account of wind effect, qa and 

q(3 limits are further reduced to ±35.9 KPa-deg (750 psf-deg) to leave some margins. 

The angle-of-attack is limited to —4° < a < 12° up to 11 km (inside of atmosphere) to 

avoid exceeding structural design limits. Although increasing qa limits means increasing 

payload capacity as shown in Figure 4.7, the gain is considered minimum [70, 93, 95]. 

1000 r 

500 

payload, ® 
lb 

-500 

Baseline 

-1000 _L 
1000 2000 3000 4000 

Peak qa, psf-deg 
5000 

Figure 4.7 Effect of qa structural constraint on vehicle 
payload capacity, courtesy of Ref. [70] 

4.3.2 Axial Acceleration Limits 

A study done by Tartabini et al. [70, 95] delineated in Figure 4.8 illustrates how axial 

acceleration during ascent affects the payload capacity and engine power level. Increasing 

the axial acceleration (aa) limit from 3g's to 5y's had a reduction of approximately 

454 kg (1,000 lbs) of payload capacity. While increasing aa typically reduces payload 
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capacity, the power level increases and the burn time decreases. This is advantageous 

from engine design point of view since it enables higher thrust usage at MECO and results 

in shorter engine burn times (longer engine life-cycle). A compromised axial acceleration 

limit of 4g's was chosen for this research to balance the reduction in payload capacity 

and the increase in thrust usage. The axial acceleration limit is imposed according to 

Equation (4.8). 

3r 50 r 360r 

V 
< 0 
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^ ̂  Burn time 

A payload 
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Axial acceleration limits, g's 

Figure 4.8 Effect of axial acceleration on vehicle pay-
load capacity, courtesy of Ref. [70] 

4.3.3 Throttle Settings 

Throttle settings can be used for tasks as simple as controlling the vehicle speed 

to more sophisticated tasks such as emergency flight control of multi-engine vehicles 

(known as propulsion controlled aircraft, PCA). In this research, throttle setting is 

used to control the vehicle speed in order to stay within the structural design limits, 
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particularly to ensure that dynamic pressure stays within 0 < q < 18.2 KPa (380 psf) 

and axial acceleration stays within 4g's. Engine is throttled back accordingly once the 

maximum dynamic pressure or axial acceleration is reached. The relationship between 

throttle setting (77) and velocity (V) is shown in Equations (4.2) and (4.3). The XRS-

2200 engine used for the X-33, has a throttle setting of 50% <rj < 100% and no re-start 

capability according to Boeing Rocketdyne [96]. 

4.4 Objective of Ascent Trajectory 

The main objective of the ascent guidance problem is to find the best body orientation 

that will satisfy all the equality and inequality constraints along with the optimization 

performance index. Therefore the controls for ascent guidance are throttle setting, yaw 

angle, pitch angle and roll angle. More specifically, the controls are throttle setting, yaw 

rate, pitch rate and roll rate. Using rates as the controls instead of angles will result in 

smoother yaw, pitch and roll angle profiles. 

4.5 Nominal Ascent Results 

Nominal ascent analysis is the first step in determining the baseline performance 

of the X-33. Optimal nominal ascent trajectory is used as the baseline to predict the 

propellant usage for a maximum allowable payload. The design reference mission of 

the X-33 is to deliver a payload of 11,345 kg (25,000 lb) into an orbit with inclination 

angle ranging from 28.5° to 51.6° from Kennedy Space Center (KSC). For this research, 

ascent trajectory starts after clearing the launch tower (5 seconds after time of ignition) 

and stops at the main-engine-cut-off (MECO) point. This means when the final mass is 

equal to 37,600 kg for J = mini/ cases (nominal and all abort cases). 
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4.5.1 Nominal Ascent with i = 51.6° 

Optimal ascent trajectories of the X-33 are computed based on targeting the orbital 

insertion conditions by minimizing final time (tf) with full power. In this case, the launch 

inclination of 51.6° is the orbital inclination of the International Space Station (ISS). 

The trajectory is optimized by adjusting throttle setting and yaw/pitch/roll commands. 

These parameters are further constrained to make the problem more realistic. Table 4.1 

lists a set of initial conditions used for all nominal trajectories with i = 51.6° and 

Table 4.2 enumerates the constraints imposed on the flight parameters. Again, the 

initial flight time of t = 0 second corresponds to that of the X-33 after clearing the 

tower. Thus, an extra 5 seconds must be added to all flight times. The first 

five seconds of the flight are purely vertical ascent because any maneuvering during this 

period may hit the tower. 

Table 4.1 Initial conditions for all nominal trajectories with i = 51.6° 

J = min tf 
time = 0.00 sec # of engines = 2 

x = 6,373,379.80 m i = 51.60° 
y = 868.70 m yaw (VO = 0.00° 
z = 865.50 m pitch (0) — -1.00° 

vx = 25.57 m/s roll (</>) — 0.00° 

V y  —  290.10 m/s mass (m) = 122,176.39 kg 
vz = 289.98 m/s throttle setting ( r j )  =  100% 

The major flight characteristics of the X-33 nominal ascent trajectory are delineated 

in Figures 4.9 through 4.12 (without q constraint) and Figures 4.13 through 4.16 (with 

q constraint). Figure 4.9 shows MECO occurred near the perigee of the transfer orbit 

(r*j: = 185.2 km) with Vf = 7,793.6 m/s and tf = 320.99 seconds. The angle-of-attack is 

indeed within the constraint in the first 11 km where aerodynamic forces are significant. 

Figure 4.10 depicts the dynamic pressure peaking at q = 24,323 N/m2 (508 psf) at 
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Table 4.2 Constraints imposed on nominal and ATO ascent trajectories 

Constraints: Values: 

Final orbit, r* f  185.2 km 
Final velocity, Vf 7,793.6 m/s 
Final flight-path-angle, 7% 0.0° 

Axial acceleration limit, aa aa < 4g 

Dynamic pressure limit, q 0 < q < 18,194.4 N/m2 (380 psf) 
qa limit ±35,910 N/m2-deg (750 psf-deg) 
Angle-of-attack, a —4° < a < 12° (up to 11 km) 
Engine throttle setting, r) 50% < ,7 < 100% 

V = 628 m/s when q constraint is not imposed. The engine throttle is flown at 100% 

from launch to 230 seconds where axial acceleration of 4y's is reached. The throttle 

setting is gradually reduced back to 65% in order to maintain the 4g's limit. The qa 

constraint in this case is limited to ±35,910 N/m2-deg (750 psf-deg) which lasted for 

46 seconds. Figure 4.11 illustrates the Euler angles required in order to yield the optimal 

trajectory. Pitch is the most contributing maneuver in the nominal ascent trajectory 

as it started with —1° and ended with —121° (pitching down). Small yaw and roll 

maneuvers are also used to achieve the target orbit (note: it is possible to achieve the 

orbit without roll). Figure 4.12 shows the flight-path (7) and side-slip ((3) angles. The 

flight-path-angle ended with 0° at MECO as constrained (flying straight and level). The 

side-slip-angle is small in nominal ascent. 
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profiles for i = 51.6° without q constraint based on con
ditions in Table 4.1 and Table 4.2 
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Figure 4.10 Nominal ascent throttle setting, dynamic pressure and 
qa profiles for i = 51.6° without q constraint based on 
conditions in Table 4.1 and Table 4.2 
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Figure 4.11 Nominal ascent Euler angle profiles for i = 51.6° with
out q constraint based on conditions in Table 4.1 and 
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Figure 4.12 Nominal ascent aerodynamic angle profiles for 
i = 51.6° without q constraint based on conditions in 
Table 4.1 and Table 4.2 



The next four figures show the nominal 51.6° orbit with the addition of the dynamic 

pressure constraint. Figure 4.13 displays that MECO occurred near the perigee of the 

transfer orbit (rj = 185.2 km) with Vf = 7,793.6 m/s and tf = 323.14 seconds. The 

angle-of-attack again is within the specified bound of —4° < a < 12° for the first 11 km 

where aerodynamic forces are large. 

Figure 4.14 depicts the dynamic pressure peaking at the upper bound of 18,194 N/m2 

(380 psf) for 16 seconds with velocity ranging from 478 m/s to 524 m/s. The engine 

throttle setting is flown at 100% from launch to 231 seconds where axial acceleration of 

4g's is reached. The throttle drops from 46 < t < 59 seconds are due to the fact that 

maximum dynamic pressure has been reached, thus throttle setting is reduced to uphold 

q = 18,194 N/m2. As a result, the vehicle's pitch attitude oscillated and caused small 

dips in the angle-of-attack profile as shown in Figure 4.13. The engine is throttled back 

after t = 231 sec gradually to 65% in order to maintain the 4g's limit. The qa constraint 

reached both ±35,910 N/m2-deg (750 psf-deg) in this case because of a oscillation. 

Figure 4.15 illustrates the Euler angles mustered in order to yield the optimal tra

jectory. Large pitch angle is observed as it is the most contributing maneuver in the 

nominal ascent trajectory. It started with —1° and ended with —121°. These flight 

histories are similar to those without q constraint, but smoother. Figure 4.16 shows the 

flight-path-angle (7) and side-slip-angle ((3) profiles. The flight-path-angle ended with 

0° at MECO again and the side-slip-angle is small. 

The total flight time for this configuration is 328.14 seconds. Detailed MECO con

ditions can be found in Appendix C, Section C.l starting on page 276. 
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Figure 4.13 Nominal ascent altitude, velocity and angle-of-attack pro
files for i = 51.6° with q constraint based on conditions 
in Table 4.1 and Table 4.2 
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profiles for i = 51.6° with q constraint based on conditions 
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Figure 4.15 Nominal ascent Euler angle profiles for i = 51.6° 
with q constraint based on conditions in Table 4.1 
and Table 4.2 
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Figure 4.16 Nominal ascent aerodynamic angle profiles for 
i = 51.6° with q constraint based on conditions in Ta
ble 4.1 and Table 4.2 
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4.5.2 Nominal Ascent with i = 28.5° 

A launch inclination of 28.5° is the minimum orbital inclination that can be achieved 

from KSC. The performance index here is minimizing tf again with initial conditions 

itemized in Table 4.3 and constraints in Table 4.2 (same equality, inequality constraints 

and orbital insertion conditions are used for both i = 28.5° and i = 51.6°). The initial 

flight time of t = 0 second corresponds to that of the X-33 after clearing the tower. All 

profiles shown from Figures 4.17 to 4.20 resembled closely to those of i = 51.6° with 

q constraint in the previous subsection. The total flight time for this configuration is 

320.24 seconds. Even though not presented here, the flight profiles for i = 28.5° without 

q constraint also resembled closely to those of i = 51.6° without q. Detailed MECO 

conditions can be found in Appendix C, Section C.l starting on page 276. Finally, a 

comparison of ascent trajectories and ground tracks with i = 51.6° and i — 28.5° (both 

with q constraint) is illustrated in Figure 4.21 

Table 4.3 Initial conditions for all nominal ascent trajectory with i = 28.5° 

J = min tf 
time = 0.00 sec # of engines — 2 

x = 6,373,380.26 m i = 28.50° 
y = 26.75 m yaw (V>) = 0.00° 
z 1,229.46 m pitch ( 6 )  = -1.00° 

v. 25.57 m/s roll {4>) = 0.00° 
Vy = 25.85 m/s mass (m) 122,176.39 kg 
vz = 409.72 m/s t km! t le setting (77) = 100% 
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profiles for i = 28.5° based on conditions in Table 4.3 
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and qa profiles for i = 28.5° based on conditions 
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Figure 4.19 Nominal ascent Euler angle profiles for i  = 28.5° based 
on conditions in Table 4.3 and Table 4.2 
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Figure 4.20 Nominal ascent aerodynamics angle profiles for 
i = 28.5° based on conditions in Table 4.3 and 
Table 4.2 
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Figure 4.21 Nominal ascent trajectories and ground tracks for 
i = 51.6° and i = 28.5° both with q constraint 

4.5.3 Nominal Ascent with Different Performance Indices 

Choosing the right performance index (PI) is very important for a trajectory op

timization designer since a "wrong" PI may yield different results, poor results, or no 

results at all. The four typical ascent trajectory optimization Pi's are: ® maximize final 

energy, ® maximize final mass, ® maximize final velocity and ® minimize final time. 

Table 4.4 shows the equality and inequality constraints imposed on each PI in nominal 

ascent. 

The "specified" values in Table 4.4 are itemized in Table 4.5 and the free values 

are to be determined by the optimizer for a given PI. In addition to the imposed eight 

constraints listed in Table 4.4, o0 and a are also constrained as before. 
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Table 4.4 Constraints imposed on nominal ascent trajectory for 
each performance index with i = 51.6° 

9 qa q(3 f] 

Max Final Energy (<£/) specified specified specified specified 
Max Final Mass ( m , f )  specified specified specified specified 
Max Final Velocity ( V f )  specified specified specified specified 
Min Final Time ( t f )  specified specified specified specified 

r; Vf 7f vrif 

Max Final Energy ( S f )  free free specified specified 
Max Final Mass ( r r i f )  specified specified specified free 

Max Final Velocity ( V f )  specified free specified specified 
Min Final Time ( t f )  specified specified specified specified 

Table 4.5 Constraints values used for testing different performance indices 

Constraints: Values: 

Dynamic pressure limit, q 0 < q < 18,194.4 N/m2 (380 psf) 
qa limit ±35,910 N/m2-deg (750 psf-deg) 
q(3 limit ±35,910 N/m2-deg (750 psf-deg) 
Engine throttle setting, rj 50% < r ) <  100% 
Final orbit, r*f 185.2 km 
Final velocity, Vf 7,793.6 m/s 
Final flight-path-angle, 7^ 

O
 

O
 

Final mass, m,/ 37,600 kg 

Different PI indeed yielded different results. The minimizing final time PI resulted 

the shortest ground track as expected (Figure 4.22). The maximizing final mass PI had 

a long ground track because reducing throttle setting or coasting is a must in order to 

minimize propellant usage. Even though the maximizing energy PI had a farther range 

compared to the minimizing time PI as portrayed in Figure 4.22, they both had the 

same flight time. The maximizing energy PI accomplished this by having a lower final 

orbit (r*f) with higher velocity (Vf) as exhibited in Figures 4.23 and 4.24 and Table 4.6. 

Maximize final mass, velocity and minimize time all had the same orbit altitude as 

specified, but the flight times are different depending on the PI. 
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Table 4.6 Summary of nominal ascent with different performance indices for 
i = 51.6° 

r*f (km) Vf (m/s) Mass (kg) Flight Time (sec) 

Max Final Energy (<f/) 158.12 8,079.33 37,600.00 326.99 
Max Final Mass (m/) 185.07 7,793.66 39,146.88 403.86 
Max Final Velocity ( V f )  185.07 8,137.95 37,600.00 411.16 
Min Final Time ( t f )  185.07 7,793.64 37,600.00 326.99 
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Figure 4.22 Nominal ascent ground tracks with differ
ent performance indices for i = 51.6° 
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Figure 4.23 Nominal ascent altitude profile for i = 51.6° based 
on conditions in Table 4.1 and Table 4.5 

The velocity profile rendered in Figure 4.24 can be separated into two categories based 

on their similarities: (D maximize final energy and minimize final time; and © maximize 

final mass and maximize final velocity. It took longer to achieve the same orbital ve

locity in the maximize final mass case because throttle setting was reduced to minimize 

propellant usage (Figure 4.26). As for the maximize final velocity case, it is necessary 

to reduce throttle setting for a period of time in preparation for the final "boost" at the 

end in order to achieve the highest orbital velocity. The reduced throttle setting and 

the boost phenomena are due to the highly constrained settings. 

The dynamic pressure in Figure 4.27 and qa in Figure 4.28 show all four Pi's yielded 

similar profiles. Since all of them had similar altitude and velocity profiles, thus dynamic 

pressure profiles are similar. 

The Euler angle profiles (Figures 4.29 through 4.31) for all four Pi's are similar. The 

flight-path and side-slip angle profiles are also similar (Figures 4.32 and 4.33). Lastly, 

all flight-path-angle profiles ended with = 0° as specified. 
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Figure 4.24 Nominal ascent velocity profile for i = 51.6° based 
on conditions in Table 4.1 and Table 4.5 
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Figure 4.25 Nominal angle-of-attack altitude profile for 
i = 51.6° based on conditions in Table 4.1 and 
Table 4.5 
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Figure 4.26 Nominal throttle setting altitude profile for 
% = 51.6° based on conditions in Table 4.1 and 
Table 4.5 
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Figure 4.27 Nominal ascent dynamic pressure profile for 
% — 51.6° based on conditions in Table 4.1 and 
Table 4.5 
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Figure 4.28 Nominal ascent qa profile for i — 51.6° based on 
conditions in Table 4.1 and Table 4.5 
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Figure 4.29 Nominal ascent yaw angle profile for i = 51.6° 
based on conditions in Table 4.1 and Table 4.5 
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Figure 4.30 Nominal ascent pitch angle profile for i = 51.6° 
based on conditions in Table 4.1 and Table 4.5 
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Figure 4.31 Nominal ascent roll angle profile for i = 51.6° 
based on conditions in Table 4.1 and Table 4.5 
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Figure 4.32 Nominal ascent flight-path-angle profile for 
i = 51.6° based on conditions in Table 4.1 and 
Table 4.5 
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Figure 4.33 Nominal ascent side-slip-angle profile for i = 51.6° 
based on conditions in Table 4.1 and Table 4.5 
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4.6 Abort-to-Orbit Results 

Abort-to-orbit (ATO) is said to be the most preferable abort mode amongst all 

the abort modes because ATO flight profile deviates the least from a nominal ascent 

trajectory. ATO mode avoids the excessive vehicle movement that may inherently affect 

the structural integrity of the spacecraft. Furthermore, this abort mode does not require 

the drastic pitch change required in the return-to-launch-site (RTLS) mode or the large 

yaw needed in the transoceanic-abort-landing (TAL) mode. The Mission Control Center 

(MCC) always want the safest choice for the crew and the spacecraft. The abort mode 

chosen by MCC (for the shuttle) or autocommander (for the X-33) is the safest mode 

that can be accomplished with the remaining vehicle performance. 

The initial conditions used for the ATO ascent trajectory are listed in Table 4.7 

and the same equality and inequalities constraints are imposed as the nominal ascent 

trajectories (Table 4.2). The earliest time possible to commence ATO with i = 51.6° is 

determined to be 110.23 sec after clearing the tower. The reason for the initiation of 

A T O  i s  d u e  t o  t h e  l o s s  o f  a n  e n g i n e  f o r  t h i s  r e s e a r c h .  T h e  e n g i n e  t h r o t t l e  s e t t i n g  ( r j )  

parameter refers to the operational usage of the remaining good engine. 

Table 4.7 Initial conditions for ATO ascent trajectory 
with i = 51.6° at t = 110.23 sec 

J = min tf 
abort time = 110.23 sec # of engines = 1 

x = 6,405,297.47 m i = 51.60° 
y = 31,436.96 m yaw ( i p )  - -3.55° 
z — 58,568.47 m pitch (6) — -50.17° 

vx - 589.79 m/s roll (cf>) = -3.55° 
Vy = 246.47 m/s mass ( m )  =  91,864.16 kg 
vz = 1,058.90 m/s throttle setting (r/) = 100% 
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A three-dimensional (3D) ATO and nominal flight profiles along with their respective 

ground tracks are pictured in Figure 4.34. Both ATO and nominal trajectories have the 

same imposed equality and inequality constraints. The nominal case reached the MECO 

point in 323.14 sec while the ATO case reached it in 511.67 sec because it was operating 

with only one good engine. The resemblance of these two scenarios is best illustrated in 

the ground track comparison. 

The altitude (Figure 4.35) and velocity (Figure 4.36) profiles for ATO and nominal 

ascent are identical in history, except ATO took longer to reach the same values. Just 

as a reminder, the a constraint of —4° < a < 12° for up to altitude of 11 km is no 

longer applicable in ATO cases because 11 km corresponds to approximately 70 seconds 

into the flight. Thus, the spacecraft is no longer subjected to the aerodynamic forces 

Nominal ascent trajectory 
Nominal ground track 

— ATO ascent trajectory 
— - ATO ground track 
— Nominal ascent trajectory 
— Nominal ground track 

Figure 4.34 ATO ascent trajectory and ground track based on 
conditions in Tables 4.8 and 4.9 compared to those 
of nominal with q constraint 
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outside the atmosphere. The a profile (Figure 4.37) for ATO showed slower pitch down 

movement (spacecraft continued to fly upward for a longer period of time before pitching 

down). 

With only one operational engine, the engine throttle setting profile in Figure 4.38 

shows 100% usage throughout MECO point. The dynamic pressure (Figure 4.39) at 

high altitudes is almost zero as the density (p) term in q = \pV2 is very small. Thus 

there is not much change in the q and qa profiles. 

As for the Euler angles (Figures 4.41 through 4.43) and aerodynamic angle (Fig

ures 4.44 and 4.45) profiles, the time history for each of these profiles is similar to those 

of the nominal case, but took longer to reach the same value. The roll angle (or the 

roll rate) is purposely set to zero to show that roll maneuver has little effect in ascent 

trajectories. 
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Figure 4.35 ATO altitude profile based on conditions in 
Tables 4.8 and 4.9 
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Figure 4.36 ATO velocity profile based on conditions in 
Tables 4.8 and 4.9 
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Figure 4.37 ATO angle-of-attack profile based on conditions 
in Tables 4.8 and 4.9 
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Figure 4.38 ATO throttle setting profile based on conditions 
in Tables 4.8 and 4.9 
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Figure 4.39 ATO dynamic pressure profile based on condi
tions in Tables 4.8 and 4.9 
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Figure 4.40 ATO qa profile based on conditions in 
Tables 4.8 and 4.9 
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Figure 4.41 ATO yaw angle profile based on conditions 
in Tables 4.8 and 4.9 
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Figure 4.42 ATO pitch angle profile based on conditions in 
Tables 4.8 and 4.9 
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Figure 4.43 ATO roll angle profile based on conditions 
in Tables 4.8 and 4.9 
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Figure 4.44 ATO flight-path-angle profile based on conditions 
in Tables 4.8 and 4.9 
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Figure 4.45 ATO side-slip-angle profile based on conditions 
in Tables 4.8 and 4.9 
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4.7 Transoceanic-Abort-Landing Results 

The earliest abort time for a transoceanic-abort-landing (TAL) is determined to 

be 47.65 seconds after clearing the tower with intended orbital insertion condition of 

i = 51.6°. If an engine failure occurs before t = 47.65 sec, a return-to-launch-site mode 

may be selected by autocommander. Table 4.8 shows the initial conditions corresponding 

to the earliest TAL abort time with minimizing final time, tf, as the optimal trajectory 

performance index. Table 4.9 lists the equality as well as the inequality constraints 

imposed on all TAL trajectories. The typical final altitude (rj), velocity (Vy ), and 

flight-path-angle (jf) used in nominal and ATO cases do not apply here. Instead, these 

variables are to be merged onto NEP using Equations (4.28) to (4.30) on page 45. 

Table 4.8 Initial conditions for TAL trajectories with 
i — 51.6° at t — 47.65 sec 

J = min tf 
abort time = 47.65 sec # of engines = 1 

X 6,378,842.73 m i = 51.60° 
!) = 13,269.56 m yaw (V>) = 0.22° 
z = 13,330.21 m pitch (6) = -1.00° 

vx = 215.32 m/s roll (</>) = N/A 
Vv = 291.19 m/s mass (m) = 110,586.10 kg 
vz = 294.09 m/s throttle setting (77) = 100% 

Table 4.9 Constraints imposed on all TAL trajectories 

Dynamic pressure limit, q  0 < q  <  18,194.4 N/m% (380 psf) 
qa and q(3 limits ±35,910 N/m2-deg (750 psf-deg) 
Angle-of-attack, a  —4° < a  < 12° (up to 11 km) 
Engine throttle setting, r )  î 50% < 7 7  < 100% 
f except for multi-phase cases 
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4.7.1 Burn-Coast-Burn Maneuver for i  = 51.6° 

The chosen TAL landing sites for this research are the ones approved by NASA as 

stated in Section 2.1.2 on page 17 — Banjul, Ben Guérir, Lajes, Moron and Zaragoza. 

Figures 4.46 through 4.56 are based on the initial conditions summarized in Table 4.8. 

These cases all have three phases: burn, coast and burn (BCB) as shown later in the 

engine throttle setting profiles (Figure 4.56). 

A TAL landing site is typically decided based on the orbital inclination (unless 

weather is a concern). Higher inclination launch aborts will land in the northern re

gions (i.e., Zaragoza or Moron) while lower inclination launch aborts will land in the 

southern regions (i.e., Banjul). This is due to its geographical location corresponding to 

the entry ground track. However, this is not the case for the X-33 Advanced Technology 

Demonstrator. Figure 4.46 shows the X-33 has much greater maneuverability compared 

to the current Space Shuttle. The combination of its powerful LAREs and aerodynamic 

efficient body shape allow the X-33 to make to any of the five NASA approved TAL site 

regardless of launch inclination. 

Figures 4.47, 4.48 and 4.49 illustrate the histories of how altitude, velocity and flight-

path-angle for different TAL destinations intersect with NEP as discussed in Section 4.2 

on page 44. Notice that the intersecting portion of all three guidance parameters is 

very narrow and can even be approximated linearly. Figure 4.47 also shows that except 

for Lajes, the other four destinations will require flying to a higher altitude before 

intersecting NEP. This is due to the higher velocity needed in order to glide to these 

four destinations since they are further away compared to Lajes, as can be seen in 

Figure 2.3 on page 18. 



82 

50 

45 

40 

"O 

"g 35 

cti J 
30 

25 

Banjul 
Ben Guérir 
Lajes 
Morôn 
Zaragoza 

_l L. _l 1_ 

-85 -80 -75 -70 -65 -60 -55 -50 -45 -40 
Longitude (deg) 

Figure 4.46 BCB TAL ground track profiles based on condi
tions in Tables 4.8 and 4.9 
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Figure 4.47 BCB TAL altitude trajectories intersecting NEP 
based on conditions in Tables 4.8 and 4.9 



83 

Figure 4.48 delineates Lajes intersecting at a lower velocity. Again, this is due to 

Lajes being closer compared to other four designations, thus, lower velocity is enough 

to reach the target. Figure 4.49 exhibits all five cases have similar final flight-path-

angle (—0.46° <7j < —0.36°). This is expected because the vehicle should be at a 

horizontal position ready for the gliding phase. Detailed MECO conditions can be 

found in Appendix C, Section C.3 starting on page 279. 
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Figure 4.48 BCB TAL velocity trajectories intersecting NEP 
based on conditions in Tables 4.8 and 4.9 

Figures 4.50 through 4.52 depict the three Euler angle profiles. The end of yaw angle 

profile shows the last chance to re-align with landing site. The pitch angle profile shows 

all five trajectories have negative pitch angles at MECO. This makes sense because the 

spacecraft should be pointing down at the MECO point and be ready to glide to their 

respective destinations. Roll angle (or roll rate) is purposely set to zero. This is to show 

that roll angle has very little impact on ascent trajectory. 
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Figure 4.50 BCB TAL yaw angle profiles based on conditions 
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Figure 4.51 BCB TAL pitch angle profiles based on conditions 
in Tables 4.8 and 4.9 
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Figure 4.52 BCB TAL roll angle profiles based on conditions 
in Tables 4.8 and 4.9 
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Figures 4.53, 4.54 and 4.56 illustrate the histories of inequality constraints qa and 

7 7 ,  r e s p e c t i v e l y .  A s  d i s c u s s e d  i n  S e c t i o n  4 . 3  o n  p a g e  4 9 ,  t h e  d y n a m i c  p r e s s u r e  t e r m  q  

is a function of density and velocity. Since Banjul, Ben Guérir, Moron and Zaragoza 

require reaching a higher altitude followed by a dive to achieve proper velocity, these four 

cases have reached the maximum qa constraint as shown in Figure 4.54. Again, Lajes is 

closer and does not require the high altitude and velocity compared to the other ones, 

accordingly, maximum qa constraint is not attained. Referring back to Figure 4.46, 

Banjul is the lowest destination amongst the five and Zaragoza is the highest. As a 

result, Banjul's trajectory deviated the most from the nominal trajectory and Zaragoza 

deviated the least. 
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Figure 4.53 BCB TAL angle-of-attack inequality constraint 
profiles based on conditions in Tables 4.8 and 4.9 
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profiles based on conditions in Tables 4.8 and 4.9 
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Even though the XRS-2200 linear aerospike rocket engine (LARE) does not have 

re-start capability, the burn-coast-burn (BCB) maneuver may still be used to analyze 

the feasibility of using such maneuver to intersect nominal entry profile. Figure 4.56 

delineates all five cases have full engine throttle setting for the first phase, coasting in 

the second phase, and a short burn in the third phase to make final necessary course 

corrections. Full throttle in the first phase is expected because the performance index 
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Figure 4.56 BCB TAL engine throttle setting inequality con
straint profiles based on conditions in Tables 4.8 
and 4.9 
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4.7.2 Burn-Coast Maneuver for i  = 51.6° 

Figures 4.57 through 4.67 are also based on the initial conditions specified in Table 4.8 

and constraints in Table 4.9. These cases however all have two phases: a burn followed 

by a coast (BC) as shown later in the engine throttle setting profile (Figure 4.67). Even 

though the BC maneuver is possible as shown in this case, it is less desirable compared 

to the BCB maneuver because the lack of last course correction before MECO. 
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Figure 4.57 BC TAL ground tracks based on conditions in Ta
bles 4.8 and 4.9 

Figures 4.58, 4.59 and 4.60 depict similar profiles to those of BCB. All three tra

jectories intersected NEP at lower values. Again, the intersecting portion of all three 

guidance parameters is very narrow and can be approximated linearly. Figure 4.58 also 

shows that except for Lajes, all other four destinations will require flying to a slightly 
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higher altitude before intersecting NEP. Figure 4.59 delineates Lajes intersected at a 

lower velocity. This is because Lajes is closer compared to other four designations. One 

unequivocally noticeable difference is that there are no "boost" at the end just before 

intersecting NEP in any BC maneuver cases. Figure 4.60 shows all five cases have similar 

final flight-path-angle. 
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Figure 4.58 BC TAL altitude trajectories intersecting NEP 
based on conditions in Tables 4.8 and 4.9 
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Figure 4.59 BC TAL velocity trajectories intersecting NEP 
based on conditions in Tables 4.8 and 4.9 
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Furthermore, BC will require a larger yaw maneuver (Figure 4.61) in the first phase 

because it needs to align itself with the target before the coast phase begins (engines 

are cut-off when coast begins). The pitch angle profile (Figure 4.62) is similar to that 

of BCB. However, instead of a last correction of either pitching up or down before 

MECO, BC pitch remains coasting. Once again, roll angle (or roll rate in (Figure 4.61) 

is purposely set to zero. This is to show that roll angle has very little impact on ascent 

trajectory. 
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Figure 4.61 BC TAL yaw angle profiles based on conditions 
in Tables 4.8 and 4.9 
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Figure 4.62 BC TAL pitch angle profiles based on condi
tions in Tables 4.8 and 4.9 
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Figure 4.63 BC TAL roll angle profiles based on conditions 
in Tables 4.8 and 4.9 
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Figures 4.64 , 4.65 and 4.66 resemble to those of BCB. There are approximately 300 

seconds where qa are at its peak. This period corresponds to when the X-33 is trying 

to gain as much altitude as possible with its remaining engine. Dynamic pressure in 

Figure 4.66 ended with coasts instead of "boosts" to intersect at higher NEP values. 

Figure 4.67 is also similar to that of BCB with the exception of no final "boost" at the 

end. Detailed MECO conditions for each case can be found in Appendix C, Section C.3 

starting on page 279. 

30 

20 

0 

-10 

< -20 
— Banjul 
— • Ben Guérir 
— Lajes 
— - Moron 
— Zaragoza 

-30 

-40 
300 400 500 600 700 800 900 100 200 

Time (sec) 

Figure 4.64 BC TAL angle-of-attack inequality constraint pro
files based on conditions in Tables 4.8 and 4.9 
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Figure 4.67 BC TAL engine throttle setting inequality con
straint profiles based on conditions in Tables 4.8 
and 4.9 

4.8 Return-to-Launch-Site Results 

Return-to-launch-site (RTLS) abort mode consists of two parts: a downrange and 

a fly-back part. However, these two parts may be further divided into phases in order 

to facilitate computation. The initial conditions used for all RTLS trajectories are 

enumerated in Table 4.10. 

The 2-phase RTLS trajectory consists of a downrange (phase 1) and a fly-back part 

(phase 2). In addition to the inequality constraints imposed on all ascent trajectories, 

the equality constraints imposed for the downrange phase include altitude and range. An 

arbitrary altitude of 60 km with a range of 4° (440 km or 240 nautical miles) away from 

KSC are chosen so that the X-33 has enough altitude to perform a powered pitch-around 
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Table 4.10 Initial conditions for all RTLS trajectories 
with i = 51.6° 

J = min tf 
abort time = 39.40 sec # of engines = 1 

x = 6,378,149.78 m i = 51.60° 
y = 12,314.29 m yaw (if)) - 0.23° 
z = 12,365.78 m pitch (0) = -1.00° 

vx - 207.12 m/s roll (0) = N/A 
Vy = 291.16 m/s mass (m) = 111,396.13 kg 
vz = 293.85 m/s throttle setting (77) = 100% 

(PPA) maneuver as described in Subsection 2.1.3 on page 19. The flight-path-angle at 

the end of the downrange phase is set to be a positive angle to ensure a PPA rather than 

a PPD (powered pitch-down) maneuver. The MECO constraints used for phase 2 are 

s imi lar  to  those  of  TAL tra jec tor ies  — the  values  of  MECO al t i tude  ( ry) ,  veloci ty  (Vf), 

and flight-path-angle are to be intersected anywhere on NEP using Equations (4.28) 

to (4.30) on page 45. Specific constraint values used in the 2-phase RTLS trajectory are 

outlined in Table 4.11. 

Table 4.11 Constraints values used for 2-phase RTLS trajectories 

Constraints: Values: 

Axial acceleration limit, aa «Û < 4g 

Dynamic pressure limit, q 0 < q < 18,194.4 N/m2 (380 psf) 
qa and q(3 limit ±35,910 N/m2-deg (750 psf-deg) 
Angle-of-attack, a —4° < a < 12° (up to 11 km) 
Phase 1 engine throttle setting, 77 50% < % < 100% 
Phase 1 altitude, riph 60 km 
Phase 1 range, siph 4° away from KSC 
Phase 1 flight-path-angle, 7iph 7iPh > 0° 
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The 3-phase RTLS trajectory is a burn-coast-burn (BCB) maneuver. The exact same 

constraints imposed at the end of phase 1 in a 2-phase trajectory are now imposed at the 

end of phase 2 in a 3-phase trajectory, with the exception of engine throttle setting is set 

to 51% of operational usage (coast). The MECO altitude, velocity and flight-path-angle 

are also to be determined based on Equations (4.28) to (4.30). Specific constraint values 

used in the 3-phase RTLS trajectory are listed in Table 4.12. 

Table 4.12 Constraints values used for 3-phase RTLS trajectories 

Constraints: Values: 

Axial acceleration limit, aa aa < 4 g 

Dynamic pressure limit, q 0 < q < 18,194.4 N/m* (380 psf) 
qa and qf3 limit ±35,910 N/m2-deg (750 psf-deg) 
Angle-of-attack, a —4° < a < 12° (up to 11 km) 
Phase 1 engine throttle setting, 77 50% < r] < 100% 
Phase 1 altitude, riPh not constrained 
Phase 1 range, siph not constrained 
Phase 2 engine throttle setting, 77 51% 
Phase 2 altitude, r2ph 60 km 
Phase 2 range, S2Ph 4° away from KSC 
Phase 2 flight-path-angle, 72Ph 72Ph > 0° 

The ground track profiles in Figure 4.68 depicts two different cases — one with roll 

maneuver (3 phases) and one without roll maneuver (2 phases). The ground track with 

the 3-phase configuration turned out to resemble closely that which is illustrated in 

Figure 2.4 on page 19 as described by NASA [60]. The vehicle travelled downrange 

to dissipate propellant and made a coordinated yaw/pitch/roll maneuver to turn itself 

around pointing back to landing site. The 2-phase configuration, on the other hand, trav

elled downrange with a large yaw maneuver (Figure 4.69) before turning itself around. 

The large yaw maneuver is due to the fact that there is no roll capability to make a 

smoother coordinate turn. 
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For the 2-phase configuration case, Figure 4.69 shows the large negative yaw ma

neuver happening just before commencing PPA (as shown in Figure 4.70) without roll 

maneuver (as illustrated in Figure 4.71). The large yaw motion inherently has large 

side-slip-angle motion, exhibited in Figure 4.76, thus making it impossible to control. 

As for the 3-phase configuration case, Figure 4.69 delineates the smaller negative yaw 

maneuver happening just before commencing PPA (as portrayed in Figure 4.70) with 

some roll maneuver aiding in a smoother coordinate turn (Figure 4.71). 
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Figure 4.68 RTLS ground track profiles for i = 51.6° based 
on conditions in Tables 4.10 to 4.12 
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Figure 4.69 RTLS yaw angle profiles for i  — 51.6° based on 
conditions in Tables 4.10 to 4.12 
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Figure 4.70 RTLS pitch angle profiles for i = 51.6° based 
on conditions in Tables 4.10 to 4.12 
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Figure 4.71 RTLS roll angle profiles for i = 51.6° based on 
conditions in Tables 4.10 to 4.12 

Altitude profiles illustrated in Figure 4.72, velocity profiles in Figure 4.73 and flight-

path-angle profiles in Figure 4.74 all depict close resemblance. Due to the fact that 

coasting is imposed in the 3-phase configuration test case, the peak altitude and velocity 

attained are slightly lower and the vehicle had to "dive" in order to gain velocity quickly. 

The decrease in the velocity between the time of 350 and 515 seconds displayed in 

Figure 4.73 is in preparation for the PPA. Velocity had to be reduced in order to avoid 

violating structural constraints such as q, qa, and aa. 

Figure 4.75 is the angle-of-attack profile and Figure 4.76 is the side-slip-angle (/3) 

profile. As mentioned earlier, large /? is difficult or impossible to control. The 2-phase 

configuration exhibits a f3 angle as large as —40° and 3-phase configuration is within 

±10°, which is more reasonable. Figure 4.77 shows the vehicle is under most intensive 

stress between 100 < t < 320 seconds because the value of qa during this period is at 
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its peak. The increase in dynamic pressure at the end in Figure 4.78 is because the 

X-33 has descended to an altitude of approximately 55 km where density is not paltry. 

Figure 4.79 shows the throttle setting needed in the 2-phase configuration is 100% while 

the 3-phase configuration had a 100%, 51% followed by 100% setting. 
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Figure 4.72 RTLS altitude profiles for i  = 51.6° based on 
conditions in Tables 4.10 to 4.12 
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Figure 4.73 RTLS velocity profiles for i = 51.6° based on 
conditions in Tables 4.10 to 4.12 
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Figure 4.74 RTLS gamma profiles for i = 51.6° based on 
conditions in Tables 4.10 to 4.12 
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Figure 4.75 RTLS angle-of-attack profiles for i = 51.6° 
based on conditions in Tables 4.10 to 4.12 
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Figure 4.76 RTLS side-slip-angle profiles for i = 51.6° based 
on conditions in Tables 4.10 to 4.12 
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Figure 4.77 RTLS qa profiles for i = 51.6° based on condi
tions in Tables 4.10 to 4.12 

18000 
— 2 phases 

3 phases 16000 

S 14000 

» 12000 

g 10000 

8000 

6000 

4000 

2000 

0 
0 100 200 300 400 500 600 

Time (sec) 

Figure 4.78 RTLS dynamic pressure profiles for i = 51.6° 
based on conditions in Tables 4.10 to 4.12 
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CHAPTER 5 OPTIMAL ENTRY TRAJECTORY DESIGNS 

The re-entry corridor is in fact so narrow, 
that if this basketball were the Earth, 

and this softball were the Moon, 
and the two are placed fourteen feet apart, 

the crew would have to hit a target 
no thicker than this piece of paper. 

— Excerpt from Apollo 13 [97] 

CONTROLLED unpowered flight is how the shuttle descends after re-entry. The 

only means of attitude control are the use of control surfaces such as flaps and 

elevens at lower altitudes and a reaction control system (RCS) at higher altitudes. 

The fundamental entry trajectory requirement is to reach the terminal area energy 

management (TAEM) interface (defined by a nominal velocity and altitude) within spec

ified limits on range from the TAEM heading alignment cone (HAC), a given flight-path-

angle value, and a velocity heading angle within a few degrees of tangency with the HAC. 

The entry trajectory must stay within the confinement of the entry flight corridor defined 

by the heat rate ^Qmax^j, aerodynamic load (nQ), dynamic pressure (q) and equilibrium 

glide condition (EGC) constraints. 
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5.1 Equations of Motion for Entry Flight 

The nondimensional point-mass and windless equations of motion (EOMs) for the 

entry flight including the effects of Earth rotation are described by [98, 99] 

rc = 

6 = 

è = 
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VR cos 7 sin # 
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(5.1) 

(5.2) 

(5.3) 

(5.4) 

(5.5) 
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where rc is the radial distance from the center of the Earth to RLV; 7 is flight-path-

angle; 0 and 3> are longitude and geodetic latitude; # is velocity azimuth angle; u is 

Earth rotation rate (see Equation 4.17); VR is Earth relative velocity; A is bank angle 

defined in such way that lift is in the local vertical plane at zero bank; D and L are 

the aerodynamic drag and lift accelerations in g's as shown in Equations (5.7) and (5.8) 

(m is the dry weight of the X-33). Again, all distance related terms have been normalized 

by RQ, velocity related terms by ^/R^GÔ, and time related terms by ^/RO/GO-

D 
1 

mg0 
(5.7) 

L _ 1  PVR
2SREFQ 

2 mgo 
(5.8) 
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5.2 Equality Constraints for Entry Flight 

Equality constraints for entry analyses are the terminal conditions at the terminal 

area energy management (TAEM) point. These conditions will ensure that the vehicle 

under TAEM guidance can reach the runway for a safe landing. Four typical terminal 

condi t ions  associa ted  wi th  ent ry  phase  include f inal  a l t i tude  ( r^) ,  f inal  veloci ty  (Vf), 

range-to-HAC (thAC) and the velocity azimuth (#y) pointing to the tangency of the 

HAC. The values for these terminal conditions for the X-33 are: 

T& TAEM altitude is r*f = 30.48 km (100,000 ft); 

-ft TAEM velocity is Vf = 908.15 m/s (2979.5 ft/s); 

•ft Range-to-HAC at TAEM interface is ?"jjAC = 55.56 km (30 nm); and 

•ft The difference between the velocity azimuth angle (#) and the line-of-

sight (#LOs) must be A# = ||# — #LOs|| < 1° as illustrated in Fig

ure 5.1. This conditions guarantees that final velocity must align at the 

HAC tangency within ±1° accuracy. 

KSC 

LOS 

Orbit plane 

Figure 5.1 Final velocity alignment with HAC tangency 
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These four terminal constraints must be satisfied in order to allow TAEM guidance 

and A/L guidance to steer the vehicle for a safe landing. In addition to these four 

terminal conditions, flight-path-angle (7) may or may not be imposed as a constraint. 

This research imposes 7! = —7.36° as an active constraint. 

5.3 Inequality Constraints for Entry Flight 

Since entry phase is an unpowered flight mode, the only means to satisfy the range 

requirement is through the modulation of aerodynamics force (direction and magnitude) 

Flight control considerations (minimize phugoid motion) as well as vehicle load limits 

also impose additional constraints on the design of entry trajectory. Typical inequality 

constraints associated with entry trajectory include 

(5.9) 

(5.10) 

(5.11) 

(5.12) 

where Equation (5.9) is the heating rate constraint on a stagnation point on the sur

face of the RLV; Equation (5.10) is a constraint on the aerodynamic load (g's) in the 

body-normal direction; Equation (5.11) is the dynamic pressure constraint; and Equa

tion (5.12) is the equilibrium glide condition (EGC) constraint. These constraints will 

be explained further in the following subsections. 

Q — Qmax 

||Lcosa + D sin a|| < namax 

Q ™ Qmax 

Ï~V') ( r ) - l c o s ' 7ee < 0 
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5.3.1 Heat Rate Constraint 

The heat flux used for optimal entry trajectory is a one-dimensional adiabatic steady-

state heating model [100]. The empirical equation used to calculate heat rate is 

Q = (5.13) 

for a constant k value of 9.43692xl0~5 (dimensional value). The peak heat rate for 

the X-33 is Qmax = 794,425 Watt/m2 (70 BTU/ft2-sec) [73]. The purpose of the heat 

rate constraint is to ensure that the backface temperature stays within design limits. 

The heat rate constraint is particularly important at high Mach numbers (Mach > 16) 

because this is when temperature is most severe (enthalpy). Other reasons that make 

the heat rate constraint crucial include the combined effects of surface catalysis and gas 

chemistry, aerodynamic induced vibration loads, and low density flows [101-104]. 

5.3.2 Normal Load Constraint 

Normal load (na) is defined as the magnitude of the resulting aerodynamic accel

eration in the body normal direction. The specified value for normal load is based on 

the structural limitations. Normal load is particularly important when Mach number is 

4.5 < Mach < 16, according to NASA [103, 104]. This constraint is later depicted in the 

entry flight corridor (Figure 5.2). 

5.3.3 Dynamic Pressure Constraint 

In order to avoid exceeding the limits of control surface hinge moment, parameters 

such as the dynamic pressure (q) must be constrained between 0 < q < 14,364 N/m2 

(300 psf) in the trajectory design to satisfy structural design limits and prevent structural 

failures. Dynamic pressure is most prominent at lower Mach numbers (Mach < 4.5). 

The product of dynamic pressure and angle-of-attack (qa) and side-slip-angle (qfi) are 

constrained for structural integrity [73, 103, 104]. 
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These entry constraints relative to range, re-entry heating, and vehicle loads have 

resulted in very confining operationally allowed angle-of-attack profiles as shown in Equa

tion (5.14) [73]. 

45° for Mach > 10 
a = (5.14) 

45° - 0.612 x (Mach - 10)2 for 2.5 < Mach < 10 

The a profile is based on extensive wind tunnel testings that provides the best 

aerothermal protection and creates suitable drag to slow down the spacecraft flying 

at an initial speed of Mach 23. 

5.3.4 Equilibrium Glide Condition Constraint 

Equilibrium glide condition (EGC) is a constraint that reduces the phugoid oscilla

tions in altitudes along the entry profile. Phugoid oscillations are particularly noticeable 

when bank reversal and/or angle-of-attack modulation occur. Unlike the previous three 

constraints, EGC is a soft constraint in the sense that it does not need to be enforced 

strictly. EGC constraint shown in Equation (5.12) is obtained by omitting the Earth 

rotation term and setting 7 = 0 and 7 = 0 in Equation (5.5). 

5.4 Entry Flight Corridor 

The combination of these four inequality constraints comprises an entry flight cor

ridor (also known as r-V design space) pictured in Figure 5.2. Any trajectory outside 

of the entry flight corridor is considered an infeasible solution. A too shallow entry will 

cause the spacecraft to skip out of the atmosphere while a too steep entry will burn the 

spacecraft. The width of the entry flight corridor depends on Qmax, namax, qmax and CTEQ 

values. 
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Figure 5.2 Typical entry trajectory design space, also known 
as the entry flight corridor 

5.5 Objective of Entry Trajectory Design 

The objective of entry trajectory design is to find the best drag modulation via 

bank angle (cr) to satisfy the range, heat rate, normal load, dynamic pressure, EGC 

requirements and TAEM conditions. Given the restrictions on the angle-of-attack profile 

and vehicle aerodynamics, the only achievable attitude command available to accomplish 

drag modulation and range control is cr. The two constraints imposed on the trajectory 

control profile include a maximum banking rate of &max = ±5.0 deg/sec and a maximum 

banking acceleration of àmax = ±3.5 deg/sec2 for the X-33. Therefore, the control for 

entry trajectory is u = [ à ]. Using acceleration instead of angle as the control is to 

minimize a fluctuation and thus make the trajectory more realistic [73]. 

Entry 
Interface 

Heat rate 
constraint 

Normal load 
Z constraint 

TAEM Dynamic pressure 
constraint 
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Table 5.1 is a summary of entry test cases set by Marshall Space Flight Center 

(MSFC) to cover a range of entry conditions [73]. Table 5.1 is further subdivided into 

three sets of test conditions. The first case from each set is the nominal case where the 

spacecraft is lined up with TAEM HAC (thus a small crossrange). The second case from 

each set has a large positive crossrange simulating an "early" entry. The third case from 

each set has a large negative crossrange simulating a "late" entry. The goal of each set 

is to test different peak heat rates, crossranges and inclinations. As an example, entry 

guidance case #13 (EG13) is an entry condition with high heat rate returning from the 

International Space Station (ISS) orbit of i = 51.6°. EG14 is a high heat rate case with 

"early" entry from ISS orbit (thus a large positive crossrange). EG15 is a high heat 

rate case with "late" entry from ISS orbit (thus a large negative crossrange). "Early" 

and "late" refer to when the deorbit maneuver is performed compared to the intended 

deorbit time. 

Table 5.1 Overview of all entry from orbit scenarios for the X-33 

Case # Inclination Downrange Crossrange Peak heat rate 
(deg) (km) (km) (Watt/m2) 

EG 13 51.6 6,519 59 794,425 
EG14 51.6 6,554 809 794,425 
EG15 51.6 6,589 —848 794,425 
EG 16 51.6 8,160 148 680,935 
EG17 51.6 8,715 883 680,935 
EG18 51.6 8,197 -778 680,935 
EG 19 28.5 7,360 267 680,935 
EG20 28.5 7,282 752 680,935 
EG21 28.5 7,625 380 680,935 
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The performance index chosen for all nominal entry trajectories is to minimize the 

heat load acquired by the spacecraft throughout the entry phase as shown in Equa

tion (5.15). 

Minimizing the heat load means less stress for the thermal protection system (TPS), 

thereby, increasing the life-cycle of thermal tiles. 

5.6 Nominal Entry Results 

The purpose of an optimal nominal entry trajectory is to steer the spacecraft on an 

optimal path within an entry corridor defined by Qmax, na, q and EGC constraints. All 

ground tracks are planned as a function of energy instead of time in order to track a 

given drag profile. The only control variable in this research is the bank reversal logic 

(cr angle). 

5.6.1 EG13-15 Trajectories 

Tables 5.2 through 5.4 are the initial test conditions for cases EG13-15 set by MSEC 

for orbital entry (i = 51.6° and Qmax = 794,425 W/m2). These are the high inclination 

and high heat rate re-entry test cases. Table 5.5 enumerates the path and terminal 

constraint values used for cases EG13-15. 

(5.15) 
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Table 5.2 Initial conditions for EG13 entry trajectory 

J = min f Q dt 
Altitude, ri = 121.199 km Flight-path-angle, 7; = -1.438° 

Longitude, Oi = -117.007° Velocity azimuth angle, = -38.329° 
Latitude, = -18.255° Angle-of-attack, % = 45.00° 
Velocity, Vi = 7,599 m/s Bank angle, cr* = -0.002° 

Inclination, i = 51.6° — — 

Table 5.3 Initial conditions for EG14 entry trajectory 

J = min f Q dt 
Altitude, n = 122,558 km Flight-path-angle, 7i = -1.438° 

Longitude, 8; — -111.007° Velocity azimuth angle, = -39.856° 
Latitude, = -22.510° Angle-of-attack, % = 45.00° 
Velocity, V% = 7,621 m/s Bank angle, cr* = -0.002° 

Inclination, i = 51.6° — — 

Table 5.4 Initial conditions for EG 15 entry trajectory 

J — min J Q dt 
Altitude, ri = 120.374 km Flight-path-angle, 7* = -1.438° 

Longitude, 0* = -125.007° Velocity azimuth angle, % = -36.812° 
Latitude, — -12.223° Angle-of-attack, a* = 45.00° 
Velocity, Vi = 7,622 m/s Bank angle, cr* = 0.002° 

Inclination, i = 51.6° — — 

Table 5.5 Constraints imposed on entry trajectories EG 13-15 

Constraints: Values: 

Final altitude, r*f 30.427 km 
Final velocity, Vf 908.15 m/s 
Final range-to-go, r*oeof 55.56 km (30.0 nm) 
Normal load limit, na na < 2.5g 

Heating rate limit, Q 0 <Q<749,029 Watt/m2 (66 BTU/ft2 sec) 
Dynamic pressure limit, q 0 < q <  1 4 , 3 6 4  N / m 2  ( 3 0 0  p s f )  
Equilibrium bank angle, GEQ 5° 
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As mentioned earlier, EG 13 is a case where the spacecraft entered the atmosphere 

with a velocity azimuth angle closely aligned with TAEM HAC. This is clearly depicted 

in the ground track profile shown in Figure 5.3. The trajectory has mostly a straight line 

ground track until a last minute energy level adjustment and HAC alignment correction 

takes place. EG14 and EG15 represent the "early" and "late" trajectories, respectively. 

Figure 5.4 is a closer inspection at the TAEM interface. Notice all trajectories ended 

55.60 km (30 nm) away from HAC and the velocity azimuth is less than 1° off of tangency 

with the HAC. Figure 5.5 illustrates the entry trajectory design space — all three cases 

are within the entry corridor (the four dotted lines) with minimum oscillations. 

EG13 
EG14 
EG15 

125°W 100°W 75°W 50°W 
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Figure 5.3 EG13-15 ground track profiles based 
on conditions in Tables 5.2 to 5.5 
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Figure 5.4 EG13-15 ground track profiles in detail 
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on conditions in Tables 5.2 to 5.5 
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The altitude and velocity profiles (Figures 5.6 and 5.7, respectively) delineate the 

spacecraft descending from an initial altitude and speed to a specified final altitude and 

speed. Figure 5.8 is the scheduled operationally allowed angle-of-attack profiles for each 

case. Angle-of-attack remains at a constant value of 45° throughout the hypersonic re

gion of the flight to achieve the maximum L/D (lift over drag). Bank profiles depicted 

in Figure 5.9 have been carefully designed to incorporate one bank reversal per case. 

This is to take into account the limited RCS fuel onboard to be used for course changes. 

Depending on the entry interface condition, the spacecraft will bank one direction fol

lowed by a bank reversal (change sign) for a final course change to align with HAC. The 

bank reversal time is unknown and is determined by the optimizer. The final time for 

EG13 is 1,161.58 seconds, EG14 is 1,203.43 seconds, and EG15 is 1,222.71 seconds. 
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Figure 5.6 EG13-15 altitude profiles based on condi
tions in Tables 5.2 to 5.5 
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Figure 5.7 EG 13-15 velocity profiles based on condi
tions in Tables 5.2 to 5.5 
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Figure 5.8 EG13-15 angle-of-attack profiles based on 
conditions in Tables 5.2 to 5.5 
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Figure 5.9 EG13-15 bank angle profiles based on condi
tions in Tables 5.2 to 5.5 

The flight-path-angle profiles depicted in Figure 5.10 are nearly constant in the hy

personic region (approximately the first 1,000 seconds of the flight in this case) in order 

to achieve maximum downrange. Figure 5.11 illustrates the heat rate profiles. EG14-15 

reached the upper bounds quite a few times, but did not fly at the upper bound all the 

time. EG13 is well below the upper bound of 749,029 Watt/m2. Thus EG13-15 can 

be flown with a lower Qmax to increase the life-cycle of TPS tiles (further discussion in 

Section 5.7 starting on page 140). Figures 5.12 and 5.13 show that the dynamic pressure 

and normal load are within the constraint limits. Figure 5.14 displays the aerodynamic 

profiles (L/D characteristics) of an entry vehicle. The fluctuation in the beginning of the 

flight is due to the inaccuracy of C/ and Cd at high speeds. Ce and Cd are functions of 

M a c h  n u m b e r  a n d  s p e e d  o f  s o u n d  i s  n o t  w e l l  d e f i n e d  a t  h y p e r s o n i c  s p e e d s .  N o t i c e  L / D  

is constant throughout most of the flight and the maximum achievable L/D value is 

approximately 1.35 (inside of atmosphere). This value is well in accordance with typical 

hypersonic vehicle aerodynamics [99, 102, 105, 106]. 

I 
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1 
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1 nn 
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Figure 5.10 EG13-15 flight-path-angle profiles based on 
conditions in Tables 5.2 to 5.5 
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Figure 5.11 EG 13-15 heat load profiles based on condi
tions in Tables 5.2 to 5.5 
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Figure 5.12 EG13-15 dynamic pressure profiles based 
on conditions in Tables 5.2 to 5.5 
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Figure 5.13 EG13-15 normal load profiles based on con
ditions in Tables 5.2 to 5.5 
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Figure 5.14 EG13-15 L/D profiles based on conditions 
in Tables 5.2 to 5.5 
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5.6.2 EG16-18 Trajectories 

Tables 5.6 through 5.8 are the initial entry conditions for test cases EG16-18 (i = 

51.6° and Qmax = 680,935 W/m2). These are the high inclination and low heat rate 

re-entry test cases. Table 5.9 has the path and terminal constraints for EG16-18 as well 

as EG19-21. 
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Table 5.6 Initial conditions for EG16 entry trajectory 

J = = min J Q dt 
Altitude, ri = 121.858 km Flight-path-angle, 7; = -1.249° 

Longitude, ©» = -127.498° Velocity azimuth angle, = 43.447° 
Latitude, — -29.516° Angle-of-attack, = 45.00° 
Velocity, % = 7,625 m/s Bank angle, = -0.002° 

Inclination, i = 51.6° — — 

Table 5.7 Initial conditions for EG17 entry trajectory 

J = = min f Q dt 
Altitude, ri = 123.104 km Flight-path-angle, 7i = -1.249° 

Longitude, 0* = -122.498° Velocity azimuth angle, = 46.062° 
Latitude, = -33.263° Angle-of-attack, on = 45.00° 
Velocity, Vt = 7,625 m/s Bank angle, cr* = -0.002° 

Inclination, i = 51.6° — — 

Table 5.8 Initial conditions for EG18 entry trajectory 

J--= min f Q dt 
Altitude, ri = 120.132 km Flight-path-angle, 7, = -1.249° 

Longitude, ©< = -134.498° Velocity azimuth angle, ^ = 40.410° 
Latitude, = -23.751° Angle-of-attack, ctj = 45.00° 
Velocity, Vi = 7,627 m/s Bank angle, ai = 0.002° 

Inclination, i = 51.6° — — 

Table 5.9 Constraints imposed on entry trajectories EG16-21 

Constraints: Values: 

Final altitude, r*f 29.431 km 
Final velocity, Vf 919.86 m/s 
Final range-to-go, rt*oeof 55.56 km (30.0 nm) 
Normal load limit, na na < 2.5g 
Heating rate limit, Q 0 <Q<680,935 Watt/m2 (60 BTU/ft2 sec) 
Dynamic pressure limit, q 0 <g < 14,364 N / m 2  (300 psf) 
Equilibrium bank angle, CTEQ 5° 
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EG16-18 test cases are similar to those of EG13-15 in the sense that they entered 

the Earth's atmosphere from the same inclination, thus the trajectories were similar as 

well. This is reflected in Figures 5.15 through 5.26. Two major differences in EG16-

18 cases are the longer downrange requirement and the lower Qmax constraint (refer 

to Table 5.1). The most noticeable change resulting from these two differences was 

the longer overall flight time. EG16 had a total flight time of 1,390.78 seconds, EG17 

had 1,418.62 seconds, and EG18 had 1,433.94 seconds. Even with the lower Qmox, all 

three test cases still are not "cruising" on the upper bound of the Qmax as shown in 

Figure 5.23. This is compensated by the longer downrange and the spacecraft does not 

have to descend as fast. Therefore, EG16-18 can also be flown at a lower Qmax value. 
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Figure 5.15 EG16-18 ground track profiles based 

on conditions in Tables 5.6 to 5.9 
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Figure 5.17 EG16-18 altitude vs velocity profiles based 
on conditions in Tables 5.6 to 5.9 
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Figure 5.18 EG 16-18 altitude profiles based on condi
tions in Tables 5.6 to 5.9 
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Figure 5.19 EG16-18 velocity profiles based on condi
tions in Tables 5.6 to 5.9 
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Figure 5.20 EG16-18 angle-of-attack profiles based on 
conditions in Tables 5.6 to 5.9 
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Figure 5.21 EG 16-18 bank angle profiles based on con
ditions in Tables 5.6 to 5.9 
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Figure 5.22 EG16-18 flight-path-angle profiles based on 
conditions in Tables 5.6 to 5.9 
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Figure 5.23 EG16-18 heat load profiles based on condi
tions in Tables 5.6 to 5.9 
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Figure 5.24 EG16-18 dynamic pressure profiles based 
on conditions in Tables 5.6 to 5.9 
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Figure 5.25 EG16-18 normal load profiles based on con
ditions in Tables 5.6 to 5.9 
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Figure 5.26 EG16-18 L/D profiles based on conditions 
in Tables 5.6 to 5.9 
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5.6.3 EG19-21 Trajectories 

Tables 5.10 through 5.12 are the initial entry conditions for test cases EG 19-21 ( i  —  

28.5° and Qmax = 680,935 W/m2). These are the low inclination and low heat rate 

re-entry test cases. Table 5.9 has the path and terminal constraints for EG19-21 (same 

as the ones imposed on EG16-18). 
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Table 5.10 Initial conditions for EG19 entry trajectory 

J--= min J Q dt 
Altitude, ri = 121.649 km Flight-path-angle, 7i = -1.027° 

Longitude, 0* = -141.724° Velocity azimuth angle, = 59.854° 
Latitude, <£>; = -2.305° Angle-of-attack, = 45.00° 
Velocity, Vi = 7,442 m/s Bank angle, cr, = -0.002° 

Inclination, i = 28.5° — — 

Table 5.11 Initial conditions for EG20 entry trajectory 

J--= min f Q dt 
Altitude, ri = 122,079 km Flight-path-angle, 7* = -1.028° 

Longitude, 0» = -137.724° Velocity azimuth angle, VE^ = 61.026° 
Latitude, = -8.446° Angle-of-attack, a* 45.00° 
Velocity, V = 7,442 m/s Bank angle, at = -0.002° 

Inclination, % = 28.5° — — 

Table 5.12 Initial conditions for EG21 entry trajectory 

J = = min f Q dt 

Altitude, ri = 124.848 km Flight-path-angle, 7i — -1.028° 
Longitude, 0« — -157.724° Velocity azimuth angle, \1/j = 71.454° 

Latitude, = -1.028° Angle-of-attack, cm = 45.00° 
Velocity, % = 7,440 m/s Bank angle, ai — -0.002° 

Inclination, i = 28.5° — — 

Low inclination and low heat rate test cases EG19-21 have similar flying character

istics of those EG13-15 and EG16-18 as exhibited in Figures 5.27 through 5.38. Notice 

the bank profiles depicted in Figure 5.33 all started with "negative" banking followed by 

a bank reversal to "positive" banking for final HAC alignment. This is because all initial 

bank angles at the entry interface point have small negative value of <7i = —0.002°. The 

heat rate profiles illustrated in Figure 5.35 show that none of the three test cases are 

"cruising" on the upper bound of the heat rate constraint. 
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Figure 5.28 EG19-21 ground track profiles in detail based 
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Figure 5.29 EG19-21 altitude vs velocity profiles based 
on conditions in Tables 5.10 to 5.12 and 5.9 
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Figure 5.30 EG19-21 altitude profiles based on condi
tions in Tables 5.10 to 5.12 and 5.9 
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Figure 5.31 EG19-21 velocity profiles based on condi
tions in Tables 5.10 to 5.12 and 5.9 
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Figure 5.32 EG19-21 angle-of-attack profiles based on 
conditions in Tables 5.10 to 5.12 and 5.9 
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Figure 5.33 EG 19-21 bank angle profiles based on con
ditions in Tables 5.10 to 5.12 and 5.9 

EG19 
EG20 
EG21 

200 400 600 800 
Time (sec) 

1000 1200 1400 

Figure 5.34 EG19-21 flight-path-angle profiles based on 
conditions in Tables 5.10 to 5.12 and 5.9 
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Figure 5.35 EG 19-21 heat load profiles based on condi
tions in Tables 5.10 to 5.12 and 5.9 
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Figure 5.36 EG19-21 dynamic pressure profiles based on 
conditions in Tables 5.10 to 5.12 and 5.9 
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in Tables 5.10 to 5.12 and 5.9 
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5.7 Minimize Peak Heat Rate 

Finding the lowest heat rate value is also of interest to the trajectory designer because 

to be able to fly at a lower Qmax means lower maintenance and increase tile life-cycle 

expectancy as discussed in Section 2.3 on page 22. Furthermore, Figures 5.11, 5.23 and 

5.35 all show that there is room to fly at a lower Qmax value. While flying at a lower 

Qmax may lower maintenance and increase tile life-cycle expectancy, this also implies 

that the entry corridor will be narrower, thus making the problem more challenging. 

The performance index used to investigate the minimum Qmax value is: 

J = min Qmax (5.16) 

Using Equation (5.16) as the performance index, optimal trajectories are generated 

using the same equality and inequality constraints as nominal entry trajectories with the 

exception that Qmax is not imposed. This is because Qmax is now a parameter instead 

of an inequality constraint. Depending on the initial conditions, trajectories with or 

without EGC constraint may make a difference in finding the lowest Qmax value. Since 

EGG is a soft constraint, it does not need to be enforced strictly. Table 5.13 summarizes 

the lowest heat rate value determined for each of the three groups as initially described 

in Table 5.1. The baseline values in the third column refer to those values used for 

nominal entry trajectories. Table 5.14 illustrates the relationship between heat load and 

heat rate. Notice that by flying at lower Qmax values (8 to 10% lower than the specified 

values) resulted in an approximately 0.5 to 1% increase in overall head load measured 

in mega Joules per squared meter (MJ/m2). This subtle difference is expected because 

the entry corridor is indeed so tightly constrained by the range requirement along with 

Qmax, na, q and EGC constraints that it does not allow too much variation. The values 

of heat load obtained for the X-33 are comparable to that of the Space Shuttle (5,675 

MJ/m2 or 50x10% BTU/ft2) and the X-38 (11,450 MJ/m2 or lOOxlO3 BTU/ft2) [107]. 
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Table 5.13 Summary of minimizing Qmax for EG15, EG18 and EG21 

without EGC with EGC baseline 

EG15 691,603 Watt/m2 

(60.94 BTU/ft2- sec) 
691,036 Watt/m2 

(60.89 BTU/ft2- sec) 
749,029 Watt/m2 

(66 BTU/ft2- sec) 
EG18 613,863 Watt/m2 

(54.09 BTU/ft2- sec) 
656,876 Watt/m2 

(57.88 BTU/ft2- sec) 
680,935 Watt/m2 

(60 BTU/ft2 sec) 
EG21 626,347 Watt/m2 

(55.19 BTU/ft2- sec) 
658,238 Watt/m2 

(58 BTU/ft2- sec) 
680,935 Watt/m2 

(60 BTU/ft2- sec) 

Table 5.14 Comparison of minimizing heat load vs heat rate 

J = min f Q dt J = min Q, max 
Time Qmax Heat Load Time Qmax Heat Load 
(sec) (Watt/m2) (MJ/m2) (sec) (Watt/m2) (MJ/m2) 

EG13 1,162 5,442 
EG14 1,203 5,400 
EG15 1,223 749,029 5,491 1,205 691,603 5,566 
EG 16 1,391 6,079 
EG17 1,419 6,033 
EG18 1,434 680,935 6,162 1,449 613,863 6,188 
EG19 1,288 5,383 
EG20 1,313 5,342 
EG21 1,354 680,935 5,383 1,352 626,347 5,450 

Every investigated J = min Qmax case has similar flight features, thus only one case 

will be presented here (detailed final conditions can be found in Tables D.10 through 

D.12 starting on page 288). EG21 is the "late" entry from i = 28.5° starting its entry 

interface above Hawaii as pictured in Figure 5.39. The three ground tracks shown are: 

® J = min Qmax with all but EGC constraint; ® J = min Qmax with every constraint; 

and ® J = min f Q dt (baseline). 
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Figure 5.40 is the EG21 entry trajectory in the r-V design space showing cases #1 

(without EGC) and #2 (with EGC) have very close similarity. The baseline (#3) also did 

not show any significant deviation. This confirms that EGC is indeed a soft constraint. 

A further look at Figure 5.41 supports that the EGC constraint is only violated slightly 

at the two small regions indicated by the arrows. 

The test cases #1 (without EGC), #2 (with EGC), and#3 (the baseline) did not 

show any significant deviation in any aspect of the flight as shown in Figures 5.42 through 

5.50. 
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Figure 5.39 EG21 ground tracks with J = min Qmax 
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Figure 5.41 EG21 altitude vs velocity without EGC 
constraint 
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Figure 5.47 EG21 heat rate profiles with J  = min Qmax 
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5.8 Footprint of Re-entry Vehicle 

The maximum area reachable by a vehicle on the surface of the Earth during re

entry is extremely important for mission planners. The footprint information allows the 

mission planner to select an alternate landing site when necessary. 

The governing EOMs for footprint calculation are the same as the nominal entry 
, T 

calculations, x = rc 0 <É> Vr 7 W . However, angle-of-attack is now an active 

control instead of a pre-scheduled control as shown in Equation (5.14). Therefore, u = 
r iT 

a a with 15° < a. < 40° and —90° < a < 90°. Furthermore, both a and a 

are subjected to a maximum rate of àmax — àmax ~ ±5.0 deg/sec and a maximum 

ix = ^max = ±3.5 deg/sec2 for the X-33. More precisely, the controls 

for the reason that controlling the accelerations will in turn minimize are u a  a  

angles fluctuation. 
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Lastly, footprint determination is based on computing the maximum crossrange for a 

given final downrange [78, 99, 108-110]. Crossrange (CR) is defined as the angle between 

the landing site radius vector and its projection onto the plane defined by the vehicle's 

initial radius and velocity vector as portrayed in Figure 5.51. Downrange (DR) is defined 

as the angle between the vehicle's radius vector and the projection of the landing site 

radius vector. 

landing 

Figure 5.51 Definition of crossrange and downrange 

For simplicity, the footprint is determined on the equatorial plane as displayed in 

Figure 5.52. Therefore, a maximum crossrange (latitude) can be computed for a given 

final downrange (longitude, Qf). Finally, a coordinate transformation outlined by Lu et 

al. [Ill] will be performed to correlate with an actual ground track. 
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Figure 5.52 Example of a footprint in equatorial plane 

The idea behind coordinate transformation is to be able to address the need to 

efficiently generate different trajectories for each orbital inclination, but otherwise same 

entry conditions. Lu et al. [Ill] presented a canonical coordinate system to perform the 

coordinate transformation to treat this type of problem. 

The new equatorial plane is defined by the great-circle plane containing the nominal 

entry point E and the target point T as illustrated in Figure 5.53. The new longitude 

0' is measured in this plane from point E\ the new latitude is calculated from the 

great-circle plane (Figure 5.54); and the new velocity azimuth angle is measured 

clockwise from the new North. The EOMs in this new coordinate frame are the same 

as those presented in Equations (5.1) through (5.6). The reference entry trajectory is 

now defined in terms of the new coordinates (r, ©', <£>', V, 7, #'). The corresponding 

values of ©', <£>' and can be computed for any current values of ©, 5> and # in the 

original Earth-centered Earth-fixed (ECEF) system. 
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Suppose that point E has coordinates (6e, $#) in the original ECEF frame and 

point T has (QT, &T), the law of cosines in spherical trigonometry defines the range 

angle in radian between E and T as 

ro = cos [sin <E>x sin + cos 5>r cos 5>e cos (0^ — ©e)] (5.17) 

The azimuth angle of the great-circle passing through E and T from E is 

^ET = tan 1 sin(0r — OJE) cos cos 5>e 

sin - sin 0# cos(r0) 
(5.18) 

For any given spacecraft location M with coordinates (0, <5) in the ECEF system, 

the range angle between E and M is computed by 

TEM = cos 1 [sin 5>sin5>£ + cos <5 cos cos (6 — ©E)] (5.19) 

and the azimuth angle at E of the great-circle joining E and M is defined as 

^EM = tan -l 
sin(© — ©E) COS $ cos $E 

sin 5> — sin 5> e  COS(VEM) 
(5.20) 

Therefore, the coordinates of the point M in the new great-circle frame are 

©' = tan i[cos(#Er - #E&f) tan(rEw)] 

= sin'1  ET ~ VEM) sin(rEM)] 

(521) 

(5.22) 
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Suppose that the vehicle has velocity azimuth angle VP in the ECEF frame at point 

M. The range angle between M and T is 

TMT = cos [sin <£>t sin <E> + cos <&T cos 0 cos (0^ — 0)] (5.23) 

and the azimuth angle at M of the great-circle joining M and T is 

= tan -l 
sin(©r — 0) cos $>T cos 0 

sin — sin $ cos(TMT) 
(5.24) 

Point T in the great-circle frame is defined as (ro, 0); therefore, the same arc MT 

at M has azimuth angle in the great-circle frame 

^MT ~ ~ tan 
tan(r0 — 0') 

sin#' 
(5.25) 

where 0' and <&' are obtained in Equations (5.21) and (5.22), and r0 from Equa

tion (5.17). Then the velocity azimuth angle of the vehicle in the great-circle frame 

with respect to the new North is 

= V'MT - #MT + * (5.26) 

Now, working in reverse will generate the values of 0, <& and # for given 0', and 

ty', thus transforming from equatorial plane to the actual ground track of footprint. 

As discussed in Section 5.8, footprint determination is based on computing the maxi

mum crossrange for a given final downrange, ©/. Therefore, the performance index used 

for entry footprint determination is 

J = max<£>/ (5.27) 
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Table 5.15 lists the initial conditions used in footprint determination for i = 51.6° 

on the equatorial plane. Notice that the initial longitude and latitude are both 0° and 

the velocity azimuth angle is at 90°, pointing eastward. 

Table 5.15 Initial conditions for footprint determination on equatorial plane 

J — max 
Altitude, rj = 121.199 km Flight-path-angle, 7» = -1.438° 

Longitude, 0; = 0° Velocity azimuth angle, = 90.00° 
Latitude, <£>, = 0° Angle-of-attack, = 45.00° 
Velocity, Vi = 7,599 m/s Bank angle, <r, = -0.002° 

Inclination, i = 51.6° — — 

Table 5.16 delineates the maximum crossrange (5>) for a given downrange (©) in the 

equatorial plane. Calculations are performed with all initial bank angles of —0.002°. 

Thus, a maximum crossrange in the "negative" portion of the latitude is determined 

for each given downrange distance. A symmetrical "positive" maximum crossrange is 

assumed to be true for the same downrange distance. 

Table 5.16 Maximum crossrange for a given down-
range in equatorial plane 

0 (deg) $ (deg) 0 (deg) $ (deg) 

25 8.81 85 -6.58 
28 10.12 83 -8.04 
30 10.72 76 -10.85 
33 11.80 72 -12.02 
44 13.61 66 -13.03 
55 13.90 55 -13.90 
66 13.03 44 -13.61 
72 12.02 33 -11.80 
76 10.85 30 -10.72 
83 8.04 28 -10.12 
85 6.58 25 -8.81 
88 0.00 
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A coordinate transformation is performed to correlate the data from Table 5.16 into 

what is pictured in Figure 5.55. The textured area is the footprint for the high inclination 

entry (EG13-18). 

portrays the trajectory in the r-V design space. The results resembled those of nominal 

entry except for the drastic altitude drop in the beginning. This is because X-33 is 

gliding at lower angles of attack compared to those of nominal glide. Figure 5.57 show 

t h a t  a  %  2 5 °  f o r  t h e  m o s t  o f  t h e  t r a j e c t o r y  i s  b e c a u s e  t h a t  g i v e s  t h e  m a x i m u m  L / D  

as illustrated in Figure 5.58. The few spikes in the a profiles refer to those trajectories 

that will require quick altitude drop (i.e., those with smaller downrange). The drop in 

altitude can be seen in Figure 5.56. The few spikes in the L/D profiles are for last minute 

energy adjustments. Figure 5.59 depicts no bank reversal in the footprint determination. 

Figure 5.59 also shows every bank profile stayed on the "negative" side because cr* = 

—0.002°. Lastly, Figure 5.60 illustrates Q profiles for footprint determination. The value 

of Qmax is highest at the shortest downrange distance. 

EG13 
EG 14 
EG15 

150°W 125°W 100°W 75°W 50°W 25°W 
Longitude (deg) 

Figure 5.55 High inclination footprint 

Other parameters of interest include the r-V, a, a and Q history profiles. Figure 5.56 
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Figure 5.57 High inclination angle-of-attack profiles 
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Figure 5.59 High inclination bank angle profiles 
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Figure 5.60 High inclination heat rate profiles 

Table 5.17 outlines the initial conditions used in footprint determination for i = 28.5° 

on the equatorial plane. Notice that initial longitude and latitude are both 0° and the 

velocity azimuth angle is at 90°, pointing eastward. 

Table 5.17 Initial conditions for footprint determination for i = 28.5° on 
equatorial plane 

J = max $ f 
Altitude, i\ = 121.649 km Flight-path-angle, % = -1.027° 

Longitude, ©, = 0° Velocity azimuth angle, % = 90.00° 
Latitude, 0, = 0° Angle-of-attack, at = 45.00° 
Velocity, V* = 7,442 m/s Bank angle, cr* = -0.002° 

Inclination, i = 28.5° — — 



159 

Table 5.18 shows the maximum crossrange (<&) for each given downrange (©) in the 

equatorial plane. Calculations are performed with all initial bank angles of —0.002°. 

Thus, a maximum crossrange in the "negative" portion of the latitude is determined 

for each given downrange distance. A symmetrical "positive" maximum crossrange is 

assumed to be true for the same downrange distance. 

Table 5.18 Maximum crossrange for a given down-
range in equatorial plane 

© (deg) $ (deg) © (deg) $ (deg) 

30 13.72 77 -4.41 
40 11.95 75 —6.58 
50 11.68 70 -8.47 
60 9.98 60 -9.98 
70 8.47 50 -11.68 
75 6.58 40 -11.95 
77 4.41 30 -13.72 
78 0.00 

A coordinate transformation is performed to correlate the data from Table 5.18 into 

what is depicted in Figure 5.61. The textured area is the footprint for the low inclination 

entry (EG19-21). 

Additional parameters of interest include the r-V, a, a and Q history profiles. Fig

ure 5.62 displays the trajectory in the r-V design space. The results resembled those of 

nominal entry except for the drastic altitude drop in the beginning. Again, Figure 5.63 

s h o w  t h a t  a  «  2 5 °  f o r  t h e  m o s t  o f  t h e  f l i g h t  i s  b e c a u s e  t h a t  r e s u l t s  t h e  m a x i m u m  L / D  a s  

pictured in Figure 5.64. Figure 5.65 exhibits no bank reversal in the footprint determina

tion. Figure 5.65 also delineates every bank profile stayed on the "negative" side because 

= —0.002°. Last, Figure 5.66 illustrates Q profiles for footprint determination. The 

value of Qmax is highest at the shortest downrange distance. 
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CHAPTER 6 LOH'S THEORY FOR ENTRY 

TRAJECTORIES 

As far as the laws of mathematics refer to reality, 
they are not certain; 

and as far as they are certain, 
they do not refer to reality. 

— Dr. Albert Einstein [1] 

EQUATIONS of motion for entry cannot be solved analytically [99]. However, ap

proximate analytical solutions can be obtained upon confining the solution to a 

limited region. Loh's theory for entry trajectories is one such example. The assumptions 

used in Loh's approximate analytical solutions include vertical plane motion only, con

stant gravitational force, strictly exponential atmosphere, non-rotating Earth, constant 

Ce, constant Cd, zero bank angle, and also based on extensive numerical integration 

observations. Loh's theory is empirical [99, 101, 112]. 

6.1 Loh's First-Order Entry Solutions 

The entry Equations (5.1), (5.4) and (5.5) presented in Chapter 5 are reproduced 

here again for the convenience of discussion. These equations are further simplified to 

neglect the effect of Earth rotation. 
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) (  
c< 

(6.1) 

(6.2) 

(6.3) 

(jy ; Vr is the relative velocity; gQ is the gravita-In Loh's theory, variable U 

tional constant; RQ is the initial radial distance; 7 is the flight-path-angle, b is a scale 

where S ref is the vehicle reference area; C<j is the coefficient of drag; PSL is the density 

at sea level; m is the mass of vehicle; and r is the altitude. 

After taking derivatives of variables U, n and ip and substituted Equations (6.1)-(6.3) 

into the differentiated U, n and y equations, these three equations can be reduced down 

to two differential equations by eliminating Thus, 

height with a constant value of ^ for Earth; ^ is the coefficients of lift-over-drag 

ratio; y = cos 7; and n is proportional to the atmospheric density defined as 

_ PSLSrefCd 6r 

2W, ^ 
(6.4) 

dU 2U 1 
dn sin 7 nbRo 

(6.5) 

(6.6) 

Loh's theory only considered the vertical plane motion with zero bank angle. Thus, 

Equations (6.5) and (6.6) are reduced to 
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dU 

dn 

dip 

dn 

2 U 1 
+ 

sin 7 
Ce 

nbRo 

Cd nbRo \2U 
WR ~ 1 ) <P 

(6.7) 

(6.8) 

For a gliding entry at small flight path angles, i.e., sin 7 % 7, cos 7 « 1, Equation (6.8) 

becomes 

1 1 9L. 
Cd nbRo \2U 

1 = 0  (6.9) 

Solving for U, Equation (6.9) is now 

U 
1 + bRo (&) n 

(6.10) 

Finally, the flight-path-angle can be obtained by taking the derivative of Equa

tion (6.10) with respect to U 

7 = sin 

(a) ubR°. 
(6.11) 

Notice that the only difference between Equations (6.6) and (6.8) is the "cos a" term 

that allows for the inclusion of a constant bank angle. Thus, "cos a" will be added to 

the lift component so that one can compare Loh's analytical solutions to those obtained 

previously with numerical integration. Therefore, Equations (6.9) through (6.11) become 

Q 1 
- - 1 = 0  (6.12) 

U = 
1 + bRo cos <7^ n 

(6.13) 
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7 = sm 
(ĵ  cos ô j UbRo 

(6.14) 

Equations (6.12) through (6.14) will now be referred to as the modified Loh's first-

order entry solutions. The a value used is the average a value obtained from numerical 

integration. 

6.2 Loh's Unified Solution for Entry 

The first-order solution presented in Section 6.1 is only good for one type of entry. 

Loh has empirically derived a more general solution that covers the entire spectrum of 

lift-to-drag ratios and initial 7's. This general solution is commonly referred to as the 

Loh's second-order solution. For the same reason as before, the term "cos a" will be 

added onto the lift term. Therefore, the modified fundamental Loh's equations are 

dU_ 
dn 
dip 
dn 

2Cf z 
+ 

sin 7 

Ct 

nbRo 
z* ( 1 1 

(6.15) 

(6.16) 

where n is proportional to the atmospheric density defined as 

" = S " (6-17) 

The first assumption made by Loh is to set z = 1. Furthermore, Loh noticed empir

ically that 
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remained nearly constant regardless of the type of entry trajectory even though G is a 

f u n c t i o n  o f  n ,  U  a n d  t p .  

With z = 1 and G treated as a constant, Equation (6.16) can be rewritten as 

^ ^ cos cr — G (6.19) 
an C d 

Equation (6.19) can be integrated and solved for flight-path-angle since lift-to-drag 

ratio is constant. 

cos7o + (gcoscr) n (l — 
cos 7 = — (6.20) 

1  +  { s k )  ( 1 _ ^ )  ( A  -

Equation (6.15) with 7 as the independent integration variable becomes 

= 7^ T (6.21) 

cd ^ nbRo (q cos a - G j d'y & cos a — G 

After many algebraic manipulations, Equation (6.21) can now be expressed as 

U = U0eiK™] + [F(7) - e{K™-Ki>F (70)] (6.22) 

where 

Ko = -, r (6.23) 
^costr- bÈ^0 (Â ~ l) cos7o cd 

F ( l )  =  e  K l  J  e^7/(7)^7 (6.24) 
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/(7) = 
sin 7 

bRo (cos7o - cos 7) 
(6.26) 

6.3 Loh's Second-Order Solution for Entry 

According to Vinh [99], Loh's unified solution can be further simplified by omitting 

the ^ factor in the second term of Equation (6.22) since it is generally very small. 

Furthermore, assuming that ^ C 1 will simplify Equations (6.20) and (6.22) into 

log 

cos 7 

U 
U0 

cos 70 + ^ cos (7^ n 

1 + b k ( à j ~ 1 )  
2 (70 - 7) 

Ci 
C 0 S ( J -  (bk) n (è - 1 ) c o s  7 

(6.27) 

(6.28) 

Finally, eliminating n will give 

1 + 
1 ( m - 1 )  

bRo ( l -  cos7<A 
V cos 7 J _ 

-1 

(6.29) 

After determining 7, a variable n that is proportional to the atmospheric density can 

be obtained by 

, Ce n = nQ + ( — cos a (cos7-coS70) + 5i-(5Ljcos7 (6.30) 

Altitude (r) can now be computed by 

Z 2 mnb » x 
r  =  - l o g (^Q U  (6.31) 
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Finally, 7-V and r-V can be compared against those obtained from numerical inte

gration. 

6.4 Reduction of Second-Order Solution to First-Order Solu-

The 1st order approximation is based on specific application (i.e., small 7), physical 

reasoning, and limited region from the 2nd order unified solution presented in the previous 

section [99]. 

For a gliding entry with small flight-path-angle, the empirical theory to approximate 

the 1st order analytical solution for this type of entry is as follows. Assuming that 7 is 

small (i.e., cos7 ~ cos70 % 1), then Equation (6.20) becomes 

A closer examination of Equations (6.32) and (6.33) shows that G is equal to the 

constant lift-to-drag ratio. Thus, 

tion 

(6.32) 

Equation (6.18) is now 

(6.33) 

(6.34) 

Now, solving for 7, 

• —1 1 
(6.35) 7 = sm 
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After determining 7, a variable n that is proportional to the atmospheric density can 

be obtained by 

n 
Q 

Cd 
coscr 

1  (è" 1 ) 0 0 8 ^ 
bRo 

(6.36) 

Altitude (r) can now be computed by using Equation (6.31). In addition to r and 

7, the constant a shown in Equation (6.35) can be backed out provided that distance 

traveled (sf) is specified. Since this is a longitudinal analysis, distance traveled is an 

equivalent of downrange in the numerical 3D case. 

a = cos -1 2g/ ( Çe_ 

>log(£®0 ̂  
coscr (6.37) 

Rewriting Equation (6.37) in terms of distant traveled, sy, 

s' = f (|cos<7)log(r^) (6-38) 

where a is the average a obtained from numerical integration. 

6.5 Comparison of Loh's Analytical Results vs Numerical In

tegration Results 

Equation (6.37) yields an analytically calculated a (column #3 in Table 6.1) for each 

Sf obtained from numerical solution (column #1). Notice that the calculated constant 

a in column #3 may or may not be close to the averaged numerically obtained a listed 

in column #2. Thus, various values of cr's have been used to evaluate the impact of a 

on Sf. The results are listed in columns #4 through #7 in Table 6.1. Furthermore, a 

parametric study of a on 7 and r-V profiles have also been conducted. 
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Table 6.1 Numerical vs first-order downrange and bank angle comparisons 

Numerical solution First-order approximate solution 
Actual Avg a Calc Calculated Sf based on 

sf (km) (deg) cr (deg) 

o
 II b a = -20° cr = -40° 

S
 1 II b 

EG13 6495.89 -21.80 -3.35 6507.00 6114.58 4984.65 3253.50 
EG 14 6529.70 -13.61 -12.62 6691.35 6287.81 5125.87 3345.67 
EG15 6569.99 -12.68 -11.31 6700.06 6296.00 5132.55 3350.03 
EG16 8135.88 -22.43 -36.26 10089.61 9481.13 7729.09 5044.80 
EG17 8146.79 -11.36 -36.15 10089.61 9481.13 7729.09 5044.80 
EG18 8175.02 -10.99 -36.09 10116.18 9506.10 7749.45 5058.09 
EG19 7343.95 -24.93 -26.83 8230.26 7733.91 6304.74 4115.13 
EG20 7364.32 -12.58 -26.52 8230.26 7733.91 6304.74 4115.13 
EG21 7617.48 -25.97 -37.35 8214.39 7668.79 6292.59 4107.20 

#1 #2 #3 #4 #5 #6 #7 

The purpose of Figures 6.1 through 6.18 is to compare the first-order solutions to 

those obtained from numerical integrations using the computed a values (column #3). 

Every entry case (EG13-21) showed that first-order analytical solution has captured the 

gist of entry trajectory in spite of every case ending with a higher final altitude than 

desired. Another interesting observation is that none of the cases violated the Qmax 

constraint even though Qmax cannot be enforced analytically. On the other hand, most 

cases have violated the EGC constraint. As discussed in Subsection 5.3.4 on page 112, 

EGC is a "soft" constraint and it is not as important as the Qmax constraint. Overall, 

1st order solutions are good enough in the conceptual phase. 
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Figure 6.5 Loh's 1st order flight-path-angle vs velocity com
pared with EG 15 
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with EG 16 
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Figure 6.9 Loh's 1st order flight-path-angle vs velocity com
pared with EG 17 
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Figure 6.10 Loh's 1st order altitude vs velocity compared 
with EG17 
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Figure 6.11 Loh's 1st order flight-path-angle vs velocity 
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Figure 6.13 Loh's 1st order flight-path-angle vs velocity 
compared with EG 19 
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Figure 6.14 Loh's 1st order altitude vs velocity compared 
with EG 19 
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Figure 6.15 Loh's 1st order flight-path-angle vs velocity 
compared with EG20 
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Figure 6.17 Loh's 1st order flight-path-angle vs velocity 
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Loh's second-order unified solutions exhibited remarkably close resemblance to those 

of first-order solutions in the r-V design space. This is because the first-order solutions 

were simplified from 2nd order solutions based on the assumption that 7 is small, i.e., 

cos 7 = 1. Since 0° > 7 > —20° still yield cos 7 ~ 0.94, this did not affect the overall 

results. Furthermore, 7 is not a major contributing factor in the shaping of entry 

trajectory. 

Figures 6.19, 6.21, 6.23, 6.25, 6.27, 6.29, 6.31, 6.33, and 6.35 illustrate how nominal, 

1st and 2nd order 7 profiles compared to each other for each entry case (EG13-21, re

spectively). One interesting observation about 2nd order 7 profiles is that 7 remained 

constant until a velocity of approximately 1,500 m/s. This re-confirms that 7 does not 

significantly affect the entry dynamics. 

Figures 6.20, 6.22, 6.24, 6.26, 6.28, 6.30, 6.32, 6.34, and 6.36 delineate the resem

blance of 2nd order compared to 1st solutions for each a value chosen to test each entry 

case (EG13-21, respectively). Every entry case (regardless of high/low inclination or 

high/low peak heat rate constraint) showed 2nd order solutions in close resemblance to 

those of 1st order solutions in the r-V design space. 

In conclusion, 1st order approximation is adequate for glide entries with small 7's. 

First-order is easier and faster to compute, yet yields the accuracy of 2nd order approx

imation. 
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Figure 6.19 Loh's 1st order vs 2nd order flight-path-angle vs 
velocity compared with EG13 
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Figure 6.20 Loh's 1st order vs 2nd order altitude vs velocity 
compared with EG 13 
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Figure 6.22 Loh's 1st order vs 2nd order altitude vs velocity 
compared with EG14 



1 

184 

Nominal EG 15 
Loh's 1st Order, <7=0° 

Loh's 2nd Order, <7=0° 

Loh's 1st Order, cr=-20° 

Loh's 2nd Order, <r=-20° 

Loh's 1st Order, cr=-40° 

Loh's 2nd Order, <r=-40° 

Loh's 1st Order, <r=-60° 

Loh's 2nd Order, <r=-60° 
0^1 1 1 1 I ' I I 

0 1000 2000 3000 4000 5000 6000 7000 8000 
Velocity, V (m/s) 

Figure 6.23 Loh's 1st order vs 2nd order flight-path-angle vs 
velocity compared with EG 15 
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Figure 6.24 Loh's 1st order vs 2nd order altitude vs velocity 
compared with EG 15 
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Figure 6.25 Loh's 1st order vs 2nd order flight-path-angle vs 
velocity compared with EG16 
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Figure 6.26 Loh's 1st order vs 2nd order altitude vs velocity 
compared with EG16 
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Figure 6.27 Loh's 1st order vs 2nd order flight-path-angle vs 
velocity compared with EG 17 
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Figure 6.28 Loh's 1st order vs 2nd order altitude vs velocity 
compared with EG17 
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Figure 6.29 Loh's 1st order vs 2nd order flight-path-angle vs 
velocity compared with EG 18 
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Figure 6.30 Loh's 1st order vs 2nd order altitude vs velocity 
compared with EG 18 
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Figure 6.31 Loh's 1st order vs 2nd order flight-path-angle vs 
velocity compared with EG 19 
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Figure 6.32 Loh's 1st order vs 2nd order altitude vs velocity 
compared with EG 19 
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Figure 6.33 Loh's 1st order vs 2nd order flight-path-angle vs 
velocity compared with EG20 
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Figure 6.34 Loh's 1st order vs 2nd order altitude vs velocity 
compared with EG20 
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Figure 6.35 Loh's 1st order vs 2nd order flight-path-angle vs 
velocity compared with EG21 
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compared with EG21 
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Finally, several cr's ranging from —60° < a < 0° have been analyzed and are illus

trated in Figures 6.37 through 6.54 to better understand the effect of a in the r-V design 

space. Furthermore, analytical solutions have no capability of enforcing constraints such 

as heat rate, normal acceleration, dynamic pressure and EGC. All above inadequacies 

contributed in the inaccuracies of the first-order approximations. 

Figures 6.37 through 6.54 all exhibited a common trend regardless of initial entry 

conditions: —20° > a will violate the heat rate constraint in every case while —20° < a 

will violate the EGC constraints. Since EGC is a "soft" constraint, it is not as critical 

compared to observing the heat rate constraint (please refer to Figure 5.2 on page 113 

for the detailed entry flight corridor descriptions). 
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CHAPTER 7 SYSTEM ENGINEERING MANAGEMENT 

PLAN 

It's a very sobering feeling to be up in space and realize that 
one's safety factor was determined by 

the lowest bidder on a government contract. 

— Alan Bartlett Shepard Jr. [52] 

ENGINEERING a complex system poses an interesting as well as demanding infor

mation management problem for system integration. Systems engineering became 

standard practice in the 1960's and 1970's with the awareness of complex development 

requirements needed for large-scale programs [113-115]. The key elements to a suc

cessful design during the initial phase of a complex project is how to overcome many 

uncertainties that will infiltrate different aspects of the final product, meet the needs 

of the customer, and complete the project in a timely and cost-effective manner. This 

chapter focuses on the project management and system engineering development process 

required to identify the areas of concentration for the flight mechanics team in a network 

centric environment. 
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The Space Launch Initiative is the work of a nation, with indus
try, academia and government partners from around the country. 
Working to build the launch capability of the entire nation, the 
Space Launch Initiative is putting tools in the hands of those who 
will build the next generation rockets and create science and busi
ness environments unlike any in existence today. 

NASA's Space Launch Initiative [116] 
April 2002 

The Space Shuttle has been a very successful program and is also the only reusable 

launch vehicle today. Even though the shuttle is a successful program, it has its share 

of problems and is costly to operate. The first generation reusable launch vehicle (RLV, 

referring to the Space Shuttle) is old in spite of constant upgrades on the three-decade old 

technology and with an extensive maintenance program. Space Launch Initiative (SLI) 

is a $4.5 billion investment over a six-year period started by NASA in 2001 to expand 

access to space [117]. The goal of the initiative is to bring the US space transportation 

system into the 21st century, thus making the US space program more competitive, safe 

and reliable in the world-wide space market [118, 119]. 

In order to accomplish this, NASA has set the focus of SLI to reduce the technical 

and business risks associated with the development of a 2nd Generation RLV system. 

The four fundamental principles of SLI are [119, 120]: 

(D Commercial convergence: NASA seeks to maximize the con

vergence between commercial, NASA, and where possible De

partment of Defense (DoD) mission needs, technology require

ments and operations considerations. NASA seeks to fly its 

unique missions on privately owned and operated launch sys

tems within an integrated architecture. 
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® Competition: NASA seeks to create an environment of com

petition to assure the best and most innovative ideas are de

veloped and supported by the SLI. SLI seeks to enable at least 

two viable commercial competitors in the 2005 timeframe. 

© Assured access: NASA seeks to provide access to the Inter

national Space Station (ISS) on more than one U.S. launch 

vehicle. Assured access will be facilitated by developing sys

tems flexibility and standardization as keys to enabling access 

on more than one launch vehicle. 

® Evolvability: NASA seeks to develop systems that can afford-

ably evolve to meet future mission requirements. 

NASA hopes that SLI will enable working, traveling and living in space to be routine, 

10 times cheaper and 100 times safer by 2010. 

7.1 Major Technologies for RLV Program 

The Space Transportation System (STS, also known as the Space Shuttle) has been 

the proud brainchild of the United States. Albeit the shuttle is an engineering marvel, 

the development of such a complex system required more than just an exceptional engi

neering design. It also required rigorously controlled system engineering plans through

out the life-cycle of the program in order to keep the shuttles safe and operational. 

Learning from more than twenty years of shuttle operations, NASA has identified ten 

major technology areas (displayed in Figure 7.1) as the cornerstone to design the next 

generation fully reusable launch vehicle that can achieve the "routine, 10 times cheaper 

and 100 times safer" goal set by NASA [23, 121]. 
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Figure 7.1 Major technologies required to design the 
2nd generation reusable launch vehicle 

NASA's Marshall Space Flight Center (MSFC) in Huntsville, Alabama is the lead 

center for space transportation development. MSFC was appointed to manage the 2nd 

Generation RLV Program which integrates the different areas of expertise of NASA 

centers across the country in order to accomplish a common goal — "bring us closer to 

our home in space" cheaper and safer. Subsections 7.1.1 to 7.1.10 briefly summarize the 

mission of each major technology area (TA). 

7.1.1 TA-1: Systems Engineering Team 

Systems engineering (SE) approach has always been associated with the develop

ment of requirements (definition and convergence of goals and objectives), risk reduc

tion activities (reliability and maintainability) and trade analysis from the expertise and 

knowledge of difference sources. NASA has a long history of following a set of outlined 

documents such as NASA Systems Engineering Handbook [122] when conducting pro

gram development in order to maintain consistency. NASA has been paying particular 
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attention to the systems engineering and architecture of the 2nd Generation RLV devel

opment in order to properly evaluate technical feasibility, streamline project schedule, 

mitigate development risks, and culminate safety and reliability plans. 

MSFC leads the systems engineering development with support from all other NASA 

centers and the Air Force Research Laboratory (AFRL). 

7.1.2 TA-2: Airframe Team 

The Airframe Team is responsible for the development and optimization of spacecraft 

structures such as the fuselage, wings, tails, and fuel tanks with maximum strength and 

minimum weight. The design of the structure must also satisfy the need in accordance 

with vehicle aerodynamics and thermodynamics. 

NASA's Langley Research Center (LaRC) in Hampton, Virginia is in charge of the 

airframe technology development with support from all other NASA centers and AFRL. 

7.1.3 TA-3: Vehicle Subsystems Team 

Powerful actuators, advanced power systems and robust avionics are the major tech

nologies that the Vehicle Subsystems Team is developing and testing. 

NASA's Glenn Research Center (GRC) in Cleveland, Ohio heads the vehicle subsys

tems technology development with support from all other NASA centers and AFRL. 

7.1.4 TA-4: Integrated Vehicle Health Management Team 

Integrated Vehicle Health Management (IVHM) is a collection of sensors, diagnostic 

and prognostic software, and information logistic software used to collect, process and 

integrate data in real time to determine the vehicle's health. Precise sensor data, ac

curate diagnosis/prognosis of the problem and prompt delivery of the information are 

vital for critical decision making. The collected data will also be used for preventive 

maintenance purposes to increase safety. 



206 

NASA's Ames Research Center (ARC) in Moffett Field, California oversees the IVHM 

development with support from all other NASA centers and AFRL. 

7.1.5 TA-5: Operations Team 

Ground operations are expensive and dangerous. As an example, improper drain

ing and venting of cryogenic propellants could lead to horrific results. The Ground 

Operations Team at Kennedy Space Center (KSC) is responsible for fluid transfer tech

nologies, data analysis and retrieval technologies and ground-to-flight interfaces (fuel, 

power, data). 

NASA's KSC in Cape Canaveral, Florida leads the operations development with 

support from all other NASA centers and AFRL. 

7.1.6 TA-6: Upper Stage Team 

Upper stage refers to the part of the spacecraft that will travel into space. The 

major technological development for the Upper Stage Team include reusable propulsion, 

expendable propulsion, upper stage unique material and structure, as well as auxiliary 

systems. 

MSFC is in charge of the upper stage development with support from all other NASA 

centers and AFRL. 

7.1.7 TA-7: Flight Mechanics & Navigation Team 

NASA is looking into the possibility of using "adaptive systems" as part of the flight 

mechanics technology. In simple terms, an "adaptive system" is basically a computer 

commander aboard the spacecraft with memory and decision making capabilities. The 

new GN&C algorithm can make corrections to a spacecraft during flight (generating 

trajectories onboard) and records to its memory in case the situation arises in the future. 
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Abort decisions can also be made with this adaptive system so that there is no need to 

pre-program each emergency scenario into the flight software. 

MSFC leads the flight mechanics & navigation technology development with support 

from all other NASA centers and AFRL. 

7.1.8 TA-8: Propulsion Team 

Escaping Earth's gravitational pull has been a design challenge for the propulsion 

engineers as that typically requires approximately half of the total energy. A higher 

thrust-to-weight ratio, cost-effective and reliable propulsion system is highly desired in 

order to achieve the $1,000 per pound goal. 

MSFC heads the propulsion technology development with support from all other 

NASA centers and AFRL. 

7.1.9 TA-9: NASA Unique Team 

Human space flight (HSF) is unique to NASA, thus making the safe return of the 

crew a top priority. NASA Unique Team is currently designing and evaluating crew 

escape systems to be used on-ground, in-flight and on-orbit. 

NASA's Johnson Space Center (JSC) in Houston, Texas oversees the NASA unique 

development with support from all other NASA centers and AFRL. 

7.1.10 TA-10: Flight Demonstration Team 

Before the 2nd generation reusable launch vehicle can be built for operational usage, 

it must go through extensive technology verifications and validations. The responsi

bility of the flight demonstration team is to flight test all key enabling technologies 

(Subsections 7.1.2 to 7.1.9) in the ascent, in orbit and entry environments. 

MSFC is in charge of the flight demonstration development with support from all 

other NASA centers and AFRL. 
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7.2 Top Level Aerospace System 

Engineering integration is a balancing act. The master plan at the top level of 

designing the next generation reusable launch vehicle (may it be a single-stage or a 

two-stage design) must address all goals and requirements as stated in Section 1.1 on 

page 3. The project master plan (limned in Figure 7.2) must also integrate different areas 

of launch vehicle design (aerodynamics, structures, propulsion, performance, thermal, 

and avionics) with systems engineering (reliability, safety and operability) in order to 

perform technology readiness level (TRL) assessment, selection and implementation of 

the best design to verify that the design is properly built and integrated. Furthermore, 

trade-off between requirements and vehicle attributes are also done in order to fine tune 

the system (modify design, requirements and/or operational plan) and achieve the best 

final design [105, 115, 123, 124]. 
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Figure 7.2 Top level systems design analysis functions, courtesy of Ref. 
[125] 
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While it is important to incorporate and integrate different areas of launch vehicle 

design, it is just as important to develop a system requirement master plan (Figure 7.3) 

that will ensure that all design criteria have been considered, analyzed and implemented 

throughout the design phase. Figure 7.3 is a standard system engineering (SE) "Vee" 

diagram adapted for the development of flight software. 

Mission 
Definition 

System 
Definition 

Subsystem 
Definition 

Success Criteria 

Analysis h Validation 

Test Requirements 

Analysis h Validation 

Test Requirements 

Component 
Definition 

Design 

Mission 
Operations 

Flight Readiness 
Certification 

HI Integration k Verification 

Subsystem 
Test 

Integration & Verification 

Component 
Test 

Analysis & Validation 

Test Requirements 

11 Analysis & Validation 

Test Discrepancies 

^Algorithms & Drawings 

Coding 

Figure 7.3 G&C system requirement development 
(SE "Vee"), adapted from Ref. [123] 

7.3 Guidance &; Control Project 

The Guidance & Control (GâzC) Team is part of the TA-7 Flight Mechanics & 

Navigation Team in Figure 7.1 and part of the "performance" in the top level systems 

design analysis functions as illustrated in Figure 7.2. The G&C Team holds an integral 

role in the success of the 2nd Generation RLV development, thus careful planning is an 

indispensable task. 
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NASA has only developed the general "Level 1 Requirements" [126] for request for 

proposal (RFP) purposes. It is the responsibility of the contractors to produce lower 

level requirements. The project development process in acquiring the requirements for 

the G&C Team is depicted in Figure 7.4. The development is based on evaluations of 

project formulation and baseline requirements to derive a project implementation plan. 
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Figure 7.4 Top level G&C project development process, 
adapted from Ref. [127] 
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Once a project implementation plan has been established, the plan will be further 

scrutinized as shown in Figure 7.5 to verify the validity of the plan to meet the top 

level project requirements. Part of the investigation includes availability of technology, 

risk assessment, budget & schedule estimation, trade-off studies, and implementation 

options. After several iterations of the formulation process, the results of such activities 

include concept definition, concept of operations, configuration layout, configuration 

management plan, data management plan, resource planning, work breakdown structure, 

project plan, project schedule, system specifications, evaluation criteria, cost estimates, 

request for proposal, and risk management plan [128, 129]. 
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Figure 7.5 Top level project formulation process overview, adapted from 
Ref. [127] 
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Before the project advances into implementation phase, it is important to develop 

system engineering (SE) function task breakdowns for the whole design as well as for 

each individual system. The SE function task breakdown as applied to the G&C Team 

is displayed in Figure 7.6. The SE process starts with a set of requirements and specifi

cations and proceeds to a system analysis of the requirements to determine what needs 

to be done and how to do it in order to satisfy the requirements and specifications. The 

selected solution must be integrated and verified to comply with the original require

ments (or the latest version of the requirements because this is an iterative process) 

[127, 130, 131]. 
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Figure 7.6 G&C project system engineering function task break
down, adapted from Ref. [127] 



213 

7.3.1 System Requirements 

The 2nd Generation RLV initial architecture requirements are derived from an un

derstanding of NASA, DoD, and commercial mission needs, and from deficiencies in the 

existing fleet of launch vehicles, including inadequate space transportation system safety 

and reliability, and excessive space transportation user costs. 

The G&C Team system requirements encompasses activities required to transform 

a need as established in a top level project document (Subsection 7.1.7) into a com

prehensive set of performance requirements. System requirements activities pertain to 

the G&C Team include baseline specifications, performance specifications, project work 

breakdown structure (WBS), control plans (establish configuration management), and 

system engineering management plan (also known as SEMP to document all activities 

and milestones required to meet the objective of design). 

In order to properly define the system operational requirements for this research, it 

is necessary to ask the following questions [123]: 

(D What function(s) will the system perform? 

(D When will the system be required to perform its intended func

tions? 

(D Where will the system be utilized? 

® How will the system accomplish its objective? 

According to SLI report NRA8-30 Flight Mechanics Risk Reduction [132], NASA 

expects the GN&C offeror to: 

O Solicits technologies that provide an innovative and efficient 

approach for modeling natural and induced environments and 

simulation tools for developing trajectory simulations and com

puter based test-beds for GN&C algorithms. 
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@ Solicits analytical processes and computer tools that provide 

an efficient method for formulating and performing compre

hensive Monte Carlo flight dispersion analyses. 

© Solicits technology that would provide fast and accurate post-

flight trajectory reconstruction. 

O Solicits advanced GN&C technologies such as adaptive GN&C 

systems, on-board performance monitoring, autonomous abort 

guidance, reconfigurable control systems, propellant utiliza

tion algorithms and efficient processes for the development, 

verification and validation of flight software. 

@ Solicits technologies or processes that would reduce or elim

inate operations associated with the generation, verification 

and loading day-of-launch software updates (I-loads) for GN&C 

systems. 

© Solicits technologies, algorithms, simulations and test beds for 

the development of automatic rendezvous and docking, and 

automated landing. 

In response to request ©, the specific functionalities for Iowa State's Guidance Team 

include: 

ft Ascent trajectory optimization (on-board and off-line) 

ft Entry trajectory optimization (on-board and off-line) 

ft 3 and 6-DOF ascent / entry simulation 

ft Interface to MSFC MAVERIC analysis tool 

ft A specific environment model (gravity and atmosphere) 

ft A specific single-stage-to-orbit vehicle model 
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The process used to analyze G&C system requirements is delineated in Figure 7.7. 
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Figure 7.7 G&C system requirements analysis, adapted from Ref. [133] 
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The criteria used to evaluate the G&C system requirements are derived from DoD's 

Systems Engineering Fundamentals and [134] and IEEE Standard 1220 [133]. These ten 

criteria include: 

<D Customer expectations: clear understanding of customer's expectations in 

terms of functions, operational requirements documents, mission needs, and/or 

technology-based opportunity. 

® Project constraints: identify and define constraints that might affect design 

solution, i.e., costs, required metrics for measuring progress, team assignments 

and structure, and project control mechanisms. 

(D External constraints: identify and define external constraints that might affect 

design solution, i.e., regulations (industry, international, others), technology base, 

and interface capabilities. 

® Operational scenarios: identify and define operational scenarios that cover the 

anticipated uses. 

(D Measure of effectiveness and suitability: identify and define how the G&C 

system effectiveness measures to that of customer's expectations as well as satis

faction. These include mission performance, safety and reliability. 

© Utilization environments : define the operational environments and how they 

may impact the system performance. 

® Life-cycle: analyze the above criteria and focus on the cost that are anticipated 

to impact supportability (upgrades, maintenance) and affordability over the entire 

life-cycle of the system. 

® Functional requirements: define what the system must be able to accomplish. 
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(D Performance requirements: define the performance requirements for each G&C 

software component. 

® Technical performance measures: identify the critical indicators of system 

performance that will be tracked during the design process. These critical indica

tors may have disastrous effect on cost, schedule, and/or performance. 

7.3.2 System Analysis 

Performance analyses for the G&C Team include orbital and flight mechanics analy

ses, attitude control analyses, onboard computer & memory utilization analysis, dynam

ics analysis, guidance & navigation analysis, and autocommander analysis. The system 

analysis model shown in Figure 7.8 includes assessment on requirement conflicts, func

tional alternatives, design alternatives and risk factors for these different tasks. The ulti

mate goal of system analysis is to establish a preferred system configuration, to measure 

the performance characteristics of the system (and subsystems), and a recommendation 

to future course of action. 

After the system and performance analyses, system synthesis is performed to deter

mine a preferred G&C system configuration and establish feasible performance qualities. 

Functional analysis is then performed to assess whether the system capabilities meet the 

G&C Team project requirements. Interface analysis is performed to guarantee that 

G&C software subsystems will work cohesively. This analysis will identify the common 

functional features that all interfaces must have. 
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Figure 7.8 G&C system analysis process, adapted from Ref. [133] 

7.3.3 System Integration 

A critical function of the system integration is to review the overall G&C system, 

by itself and as part of the "big picture." Project requirements review (PRR) of the 

baseline requirements will ensure that the project requirements have been thoroughly 

defined, properly documented, and will be verifiable upon the completion of system 

implementation. During the integration phase, additional reviews such as preliminary 

design review (PDR) and critical design review (CDR) will be conducted to confirm that 

the system requirements have been met and there is enough progress to allow further 

software integration. 
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While performing G&C system integration, system engineers will support and man

age any changes to the baseline requirements. More detail about system support is 

discussed later in Subsection 7.4.1. Last, interface control is to enforce the identified 

common functional features in all interfaces while implementing. System integration ul

timately is to combine the lower-level G&C element results in a functioning and unified 

higher-level element. 

7.3.4 System Verification 

The ultimate goals of system verification is to build the product right and to establish 

a level of confidence that the system will perform. The basis for the verification process 

is that the product must meet its original baseline design requirements. Some questions 

that need to be answered during the system verification process include [123]: 

® What is the true effectiveness of the system? 

® What is the true performance of the system? 

® What is the true effectiveness of the system support capabil

ity? 

® Does the system meet all of the requirements as covered through 

the specified Technical Performance Measures (TPMs)? 

® Does the system meet all consumer requirements? 

A summary of G&C software design verification process is delineated in Figure 7.9. 
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Figure 7.9 G&C software design verification process, 
adapted from Ref. [133] 

7.4 Configuration Management Plan 

Configuration management plays an important role in the success of any project. In 

order to avoid any confusion or chaos during the development of a project, it is necessary 

to have systematic planning and management [105, 115, 129, 135-137]. The following is 

a definition from MIL-HDBK-61 [135] entitled Configuration Management Guidance: 

Configuration management is defined as a process for establish

ing and maintaining consistency of a product's performance, func
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tional and physical attributes with its requirements, design and 

operational information through its life. 

A good configuration management program allows proper product identification 

[138], product traceability [139], engineering change is controlled and documented [131, 

135, 140, 141], and the final product and its supporting documentation is consistent 

[134]. 

7.4.1 Configuration Control 

The main purpose of configuration control is to allow proper systematic change man

agement process. This process entails the coordination, preparation, evaluation, justi

fication, and implementation of engineering change proposals (ECPs, more details in 

Subsection 7.4.2) that may effect the configuration items (CIs, more details in Sub

section 7.4.3) and baselined configuration documentation (describes the performance, 

functional and physical characteristics of a product) [136, 137]. Moreover, configuration 

control also regulates the following according to DoD [135]: 

ft Allow optimum design and development latitude with the ap

propriate degree, and depth of configuration change control 

procedures during the life-cycle of a system/CI 

ft Provides efficient processing and implementation of configura

tion changes that maintain or enhance operational readiness, 

supportability, interchangeability and interoperability 

ft Ensures complete, accurate and timely changes to configura

tion documentation maintained under appropriate configura

tion control authority 

ft Eliminates unnecessary change proliferation 
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In order to properly execute the systematic change management process, it is neces

sary to define the organizational chart as rendered in Figure 7.10 in the very beginning of 

the project so that all involved parties know the organizational structure of the project. 

According to Aerospace America [142] and Hanson [143], TA-7 Flight Mechanics Risk 

Reduction was awarded partially to Ohio University as the lead contractor for the Guid

ance and Control Project. 

USL NASA 
Marshall Universities 

Navigation Simulation 
Environment 

Guidance and 
Control 

University of Alabama 
at Huntsville 

Auburn University 

Iowa State University 

Ohio University 

Flight Mechanics 
& Navigation 

Figure 7.10 Configuration management for flight mechanics 
and navigation group 

Ohio University sought further collaboration of three universities to integrate the 

strength and expertise of different universities in order to accomplish a common goal 

— bring the development of 2nd Generation RLV a step closer to reality. The strength, 

expertise and responsibility of each university is outlined in Figure 7.11. 
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Figure 7.11 Configuration management for guidance and control 
group, a division of flight mechanics and navigation 
group 

Ohio University in Athens, Ohio oversees the overall progress of the project at the 

G&C system level. Ohio University also integrates the subsystem developed by each uni

versity into a final product. Another important function at the system level is the con

figuration control board (CCB) that consists of an executive management team (EMT) 

that will evaluate engineering change proposals (more detail in Subsection 7.4.2). The 

EMT is composed of the collaborate principal investigators (co-PIs) from each univer

sity, a NASA contact and a configuration management librarian (CML). This group of 

people makes decisions regarding any changes to the project baselines and the CML 

keeps a record of these changes. A top level configuration management is depicted in 

Figure 7.12. 

At the subsystem level, Professor Ping Lu is the co-PI at Iowa State who oversees and 

ensures the progress of the entire guidance aspect of the project. Each graduate student 

is assigned a task within the guidance code development as delineated in Figure 7.13. 

The configuration control board (CCB) at this lower level consists of Professor Lu who 

will evaluate engineering change proposals with each flight engineer. 
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Figure 7.12 Configuration management organization for G&C Team 
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Figure 7.13 Configuration management organiza
tion at Iowa State University 
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Another important task of the CCB is to evaluate the project progress (milestones). 

If the project is behind and the milestones are not being met, it will be the responsibility 

of the CCB to apply the 5 steps of "Theory of Constraint (TOC)" to improve the current 

situation [144]. The 5 steps are as follows: 

STEP 1. IDENTIFY the system's* constraint(s). 

STEP 2. Decide how to EXPLOIT the system's* constraint(s). 

STEP 3. SUBORDINATE everything else to the above deci

sion. 

STEP 4. ELEVATE the system's* constraint (s). 

STEP 5. If in a previous step a constraint has been broken, go 

back to step 1, but do not allow INERTIA to cause a 

system's constraint. 

* The word "system" can be substituted with software or design. 

A configuration management librarian (CML) is the person who keeps records of 

all documents related to G&C project. This may include up-to-date information from 

data management, configuration management, and interface management as pictured 

in Figure 7.14. The CML is in charge of keeping all records updated and archived 

periodically. The CML also releases updated information and helps prepare reports as 

required by higher echelons [145]. 



226 

Control 

Interface 
management 

Risk 
Management 

Data 
management 

Configuration 
management 

Technical 
management 

Integrate 
database 

Track performance 
against technical plans 

Track performance 
against project plans 

Track system analysis 
& verification data 

Track requirements 
& design changes 

Update technical 
plans 

Update engineering 
plans 

Performance based 
progress measurements 

Update specifications 
& configuration 

baselines 

Figure 7.14 Configuration control board control process, adapted from 
Ref. [133] 

7.4.2 Engineering Change Proposal 

According to the Department of Defense (DoD), "An engineering change proposal 

(ECP) is the management tool used to propose a configuration change to a configura

tion item (CI) and its baselined performance requirements and configuration documen

tation" [135]. If there is a deficiency in the engineering design in hardware or software, 

the engineer in charge of that CI will examine the baseline to the experimental results. 

If the engineer feels that the baseline has to be changed, he/she will submit an ECP as 

exhibited in Figure E.l in Appendix E.l on page 290 to the configuration control board 

(CCB) for review. The ECP originator engineer must first obtain a ECP number from 
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the CML. The format for the ECP number is as follows: ISU-N830-ECP-001. ISU is 

for Iowa State University, N830 is the project designation, ECP is engineering change 

proposal, and 001 is the ECP number in sequential order. The ECP originator will then 

have to fill out a short description of the problem, severity of the problem, impact of the 

problem and proposed solution(s). After the approval or disapproval of the change, the 

ECP will be signed by a co-PI. This document will then be archived and recorded by the 

CML. Spreadsheets similar to Table 7.1 are used to record all requested ECPs, Table 7.2 

is used to record all outgoing files and a similar one is used to record all incoming files 

[146]. 

Table 7.1 Internal record of requested engineering change proposals 

ECP Number Date To From Subject Approved Implemented 
1 
2 
3 
4 
5 

ISU-N830-ECP-001 
ISU-N830-ECP-002 
ISU-N830-ECP-003 
ISU-N830-ECP-004 
ISU-N830-ECP-005 

Jan. 23, 2003 Yes No 

Table 7.2 Exchange of information log for outgoing files 

File Name Date To From Purpose 
1 ISU-N830-OL-05-13-2003D.zip May 13, 2003 Deliverable for QR 
2 
3 
4 
5 

ISU-N830-ECP-005.doc Jim. 5, 2003 Requesting ECP 

The ECPs are approved by the CCB based on knowledge of change overall impact 

and the change offers significant benefit. Other reasons may include: to provide new 

capabilities desired by the customer; enhance product support; upgrade with new tech

nology (product improvement); and preventive maintenance. Figure 7.15 delineates the 

ECP approval process. 
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Figure 7.15 Engineering change proposal change process 

7.4.3 Configuration Item 

The concept of configuration item (CI) is to provide means to identify critical items 

(software, hardware or documentation) that are associated with the project. In other 

words in laymen terms, CIs are the basic units of configuration management. The 

designation of a system CI increases management control throughout the life cycle of 

the product. There are no rules of thumb to determine the optimum number of CIs for 

a given system, however, too many CIs are a waste of resources and too few CIs may 

decrease the ability to assess progress. The G&C Project uses the major component 

level of the work breakdown structure (please refer to Section 7.6) as the CIs. 

7.4.4 Configuration Identification 

Effective configuration identification is the key to successful configuration manage

ment. Configuration identification allows the establishment and maintenance of logical 

coherence between the product, its information and its attributes. This logical coherence 

is maintained throughout the life-cycle of the product and its configuration information 
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becomes more elaborated and unequivocal as it matures. This configuration information 

will eventually become part of a configuration baseline. 

Configuration identification is used to select configuration items (CIs) to be managed. 

This process also includes item reference for identification, i.e., there is a unique iden

tification number for each managed CI. According to MIL-HDBK-61, the configuration 

identification process includes [135]: 

(D Selecting configuration items at appropriate levels of the prod

uct structure to facilitate the documentation, control and sup

port of the items and their documentation 

<D Determining the types of configuration documentation required 

for each CI to define its performance, functional and physical 

attributes, including internal and external interfaces. Config

uration documentation provides the basis to develop and pro

cure software/parts/material, fabricate and assemble parts, in

spect and test items and maintain systems 

(D Issuing identifiers for the CIs and the configuration documen

tation 

® Maintaining the configuration identification of CIs to facilitate 

effective logistics support of items in service 

© Releasing configuration documentation; and 

© Establishing configuration baselines for the configuration con

trol of CIs. 
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All ISU software components are labeled as follows: organization identifier (ISU), 

its function identifier (CL for closed-loop) and a brief description (Guess285 for i = 

28.5° initial guess). The naming was adapted for easy identification in the integrated 

environment. Table 7.3 has all the current CIs developed by Iowa State. Every identified 

CI is a critical component in the integrated environment because a malfunctioning of 

any CI will halt the overall simulation [138, 146]. 

Table 7.3 Current ISU software components in the integrated environment 

I D #  Last Modified Description: 

1 ISU-CL-ascent.dll May 13, 2003 CL ascent FORTRAN in Simulink file 

2 ISU-CL ,Guess285. dat May 02, 2003 CL ascent guess for i = 28.5° 

3 ISU-CL_Guess300.dat May 02, 2003 CL ascent guess for i = 30.0° 

4 ISU.CL_Guess516.dat May 02, 2003 CL ascent guess for i = 51.6° 

5 ISU-CL JNP.dat May 02, 2003 CL ascent input parameters 

6 ISU-CL_out.dat May 15, 2003 CL ascent output file 

7 ISU-Entry_AlphaTable.dat Dec. 19, 2002 Entry Alpha reference table 

8 ISU-Entry_E_KLQgain.dat Jan. 29, 2003 Entry LQR gain table #1 

9 ISU-Entry-E-KLQRgainVR.dat Jan. 29, 2003 Entry LQR gain table #2 
10 ISU-Entry_Guidance.dll May 14, 2003 Entry FORTRAN in Simulink file 

11 ISU-Entry_TmlRevE_KLQRgain.dat Jan. 19, 2003 Entry LQR gain table #3 

12 ISU-OL.ascent.dll Feb. 06, 2003 OL ascent FORTRAN in Simulink file 
13 ISU-OL_ascent_commands.dat Jan. 07, 2003 OL ascent commands file 

Configuration identifiers typically change to reflect updates (i.e., ISU-N830-ECP-

001a, ISU-N830-ECP-001b, ISU-N830-ECP-001c). The conventional practice of reflect

ing changes is ignored in the integrated environment to avoid the need to recompile 

source codes. A log of when the file was last modified is used instead. 

7.4.5 Configuration Status Accounting 

The configuration status accounting (CSA) process is used to develop a systematic 

knowledge base to evaluate the implementation of the CSA. This knowledge base is also 

used to support all activities such as management, system engineering, and manufactur

ing throughout the life-cycle of the product [135]. 
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The CSA system should include at least the following items from MIL-STD-973 

entitled Configuration Management [131]: 

(D Identify the current approved configuration documentation and 

identification number associated with each CI. 

<D Record and report the status of proposed engineering changes 

from initiation to final approval/contractual implementation. 

© Record and report the results of configuration audits to include 

the status and final disposition of identified discrepancies. 

® Record and report the status of all critical and major requests 

for deviations and waivers which affect the configuration of a 

CI. 

© Record and report implementation status of authorized changes. 

© Provide the traceability of all changes from the original base-

lined configuration documentation of each CI. 

® Report the effectivity and installation status of configuration 

changes of all CIs at all locations. 

The current practice of CSA at Iowa State is done at the time of quarterly reviews 

and informal weekly meetings. 

7.4.6 Configuration Verification and Audit 

There are three main reasons to perform a configuration verification and audit (CVA). 

The first reason is to ensure that the CI meets its required configuration performance and 

requirements. The second reason is to ensure that a development program has achieved 

its performance requirements and to verify against its technical documentation with a 

CI product baseline. Last, to establish confidence that the CM process is performing as 

intended [131, 135, 147]. 
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7.5 Flight Guidance System 

The guidance system determines how best to get from point A to B, the navigation 

system tells where the vehicle currently is, and the flight control system is to assimi

late guidance inputs into course changes, thus GN&C. The trajectory design analysis 

function at top level as shown in Figure 7.18 was determined as a part of the earliest 

conceptual feasibility studies. Figure 7.19 is the function used to consider different as

pects of design within trajectory function. The function progressively improved through 

the design process. The primary responsibility of the trajectory design function is to 

determine the trajectory time histories in order to optimize a given performance index 

subject to all applicable constraints. In addition, its functions also include identifying 

payload performance and limitations, flight performance (nominal and abort cases) and 

propellant uncertainties. Since the flight guidance algorithm may be on-board or off-line, 

the adequacy of avionic 

sensors (accuracy) and flight computer (computation time) is imperative. Parame

ter studies on a typical launch vehicle make trajectory design a highly interactive and 

iterative process [148]. 



1 

234 

Reasonable 

G&N System 
Specifications Requirements 

• Software Requirements 
Sensor Requirements 

• Operational Information 
Requirements 

Reasonable 
Software 

Requirements 

G&N 

Trajectories 

Acceptable 
G&N 

System 
Analysis 

Performance 

Target Accuracy 
Payload Delivery 

G&N Philosophy 
and Approach 
Targets 
Staging and 
Trajectory Constraints 
Failure and Abort 
Philosophy 

Reasonable 
Operational ensors an1 

and Update 
Requirements 

Failure 
and Abort Modes 
Accommodated 

Figure 7.18 System level G&N design analysis functions, 
courtesy of Ref. [125] 

Trajectory/G&N 
Requirements 

and Constraints 

No Yes 
Natural environments 

Aerodynamic coefficie: 
^forces and moments) Yes 

Propulsion: Isp, thrust 

+1 STOP 

Trajectory 
Constraints 

G&N System 
Performance 

Trajectory / 
Guidance 
Definition 

Trajectory 
Determination 

Trajectory/Guidance 
Parameter Matrix 
and Uncertainties 

G&N System Desig 
• Algorithms 
• Sensor Adequacy 
• Error Tolerances 

Trajectory Design: 
• Payload 
• Design Ref. Trajectory 
• Staging Characteristics 
• Throttle Setting Profile 

G&N System Attributes: 
• Sensor Requirements 
• Computer Requirements 
• Reliability Factors 
• Complexity 

Trajectory Attributes: 
• Payload 
• Load Indicators 
• Thermal Indicators 
• Trajectory Characteristics 
• Constraints & Requirements 

Figure 7.19 Trajectory design functions, courtesy of Ref. [125] 



235 

7.6 Work Breakdown Structure 

The development of a work breakdown structure (WBS) is often thought of as the 

skeleton of the project. The WBS includes identification of activities, functions (sub-

functions) and tasks (subtasks) necessary for the successful completion of any given 

project. The WBS acts as the link throughout the acquisition process. It provides the 

linkage between planning, budgeting, configuration management and performance mea

surement report. However, it is important to mention that subdividing the major tasks 

into smaller and smaller subtasks until the WBS is a daily "to do" list is not the intent 

of such exercise. Furthermore, development of WBS beyond third level of indenture may 

constrain the contractor's ability to manage the program resource [123, 149, 150]. 

The Department of Defense has its own unique definitions for WBS. According to 

MIL-HDBK-881 entitled Work Breakdown Structure [149], WBS' definitions are: 

(D A product-oriented family tree composed of hardware, 

software, services, data, and facilities. The family tree re

sults from systems engineering efforts during the acquisition 

of a defense materiel item. 

® A WBS displays and defines the product, or products, to be 

developed and/or produced. It relates the elements of work 

to be accomplished to each other and to the end product. 

© A WBS can be expressed down to any level of interest. How

ever the top three levels are as far as any program or contract 

need go unless the items identified are high cost or high risk. 

Then, and only then, is it important to take the work break

down structure to a lower level of definition. 
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Using the top down approach, the WBS usually has three levels of activities. At 

level one, one would identify the scope of work for the overall program. This includes 

how the system will be developed, implemented and delivered. At level two, one would 

identify the different types of activities that must be completed to meet the requirements. 

Level three is where one would list all the necessary activities, functions, and tasks 

in order to subordinate the different types of activities from level two. Within these 

three levels, some common elements include integration, systems engineering, training, 

system test and evaluation, industrial facilities, peculiar support equipment, assembly, 

data acquisition, and common support equipment [123, 149]. 

7.6.1 Program Work Breakdown Structure 

A program work breakdown structure (PWBS) is often developed to be included in 

a RFP or an invitation for bid (IFB) for government contracts. The PWBS is developed 

for the purpose of budgetary, resource management, scheduling and reporting because 

the PWBS covers all system activities and functions [123, 146]. Table 7.4 is the PWBS 

for the G&C overall project and Table 7.5 is for the trajectory guidance design team. 

These tables show the technical objectives of the project in terms of hierarchy based and 

work processes involved for the completion of final product. Each element of the WBS 

presents a summary for evaluating technical accomplishments. 

The PWBS was developed to clearly define the technical goals of a program or the 

work to be performed to achieve the desired end product(s). Therefore, it was devel

oped early in the conceptual phase of the program. Due to its purpose, the PWBS must 

be product oriented. An iterative process was used to develop the program scope and 

objective, functional design criteria, proposed method, and other technical documenta

tion throughout the development of the PWBS. Last, it is essential to develop a WBS 

dictionary while formulating a PWBS. The purpose of a WBS dictionary is to list and 

define the WBS elements in general terms. 
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Table 7.4 Overall program work breakdown structure for G&C Team 

Level 1 Level 2 Level 3 

G&C System Autocommander 
Discrete-even system model 
G&C reconfiguration 
Abort mode decision 

Control Allocation 
Reconfigurable linear affine 
control allocation law 
Bang-bang control 

Control 
Bang-bang control 

Guidance 
Open loop ascent 
Open loop entry 
Closed-loop ascent 
Adaptive entry 

Table 7.5 Work breakdown structure for trajectory guidance design [150] 

Level 2 
Activities 

Level 3 Tasks 

Requirement 
determination 

1. Obtain fundamental concept 
2. Top-level payload requirements and constraints 
3. Obtain initial vehicle flight specifications 

Preliminary 
performance 
estimates 

1. Use initial inputs to obtain performance 
2. Obtain acceptable solution to all parties 

Detailed 
performance 
evaluations 

1. Perform detail trajectory simulation 
2. Sensitivity, trade-off, margin info for possible adjustments 

to requirements, constraints and allocations 
Design 
reference 
trajectories 

1. Obtain trajectories within the trajectory/system/ 
environment parameter space 

2. Update as program matures 
Verification 1. Test in high-fidelity simulation 

2. Verify trajectory design over range of expected parameters 
and conditions 

Validation 1. Obtain final validation from flight test 
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7.6.2 Functional Analysis 

According to Blanchard and Fabrycky, "Functional analysis is the process of trans

lating system requirements into detailed design criteria, along with the identification of 

specific resource requirements at the subsystem level and below [151]." Furthermore, 

the functional analysis ensures the following [123]: 

(D That all facets of system design and development, production, 

operation, and support are covered, that is, all significant ac

tivities within the system life cycle. 

(D That all elements of the system are fully recognized and de

fined, that is prime equipment, spare/repair parts, test and 

support equipment facilities, personnel, data, and software. 

d> That a means is provided for relating system packaging con

cepts and support requirements to specific system functions, 

that is, satisfying requirements of good functional design. 

® That the proper sequences of activities and design relationship 

are established, along with critical design interfaces. 

A function is referred to as a specific action required in order to accomplish an ob

jective [150]. As an example, a series of activities that a system must execute in order to 

attain its desired objective. The functional analysis is accomplished using a functional 

flow block diagram (FBD) as depicted in Figure 7.21 to organize system requirements 

into "functional terms." This technique can also be applied in operations and main

tenance. Figures 7.20 through 7.24 show the initial identification of all the functions 

that are necessary in order to accomplish the proposed system software requirement in 

a FBD. It includes all the necessary steps in order to accomplish the goal — find an 

optimal open loop trajectory with a set of given initial conditions. 
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Figure 7.22 Functional block diagram for first level comput
ing guidance commands task 
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Figure 7.23 Functional block diagram for first level equality 
and inequality check task 
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Figure 7.24 Functional block diagram for first level optimization task 

7.7 Reliability Analysis 

Reliability is a critical criteria to be considered in the overall design of a system. A 

system without adequate reliability is considered useless. According to Blanchard and 

Fabrycky, reliability is defined simply as the probability that a system/component will 

perform its mission satisfactorily when used under specified operating conditions [151]. 

According to MIL-STD-781D entitled Reliability Test [152], the purpose of reliability 

test is: 

The reliability test program shall be integrated with other develop

ment and production tests in accordance with the general require

ments of this standard and the task(s) specified by the procuring 

activity. The reliability tests shall be selected and tailored accord

ing to the type of item and for each appropriate acquisition phase. 

Reliability analysis typically include three parts: measurements, analysis methods, 

and system life-cycle. Reliability measurements include the failure rate, mean time 

between failure (MTBF), mean time between maintenance (MTBM), and component 

relationships (series and parallel network). Reliability analysis methods include "fail

ure mode, effects, and criticality analysis" (FMECA), fault-tree analysis (FTA), critical 

useful life analysis, reliability growth analysis, and logic flow diagram (LFD). Relia

bility in the system life-cycle includes component selection, component part derating, 
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redundancy in design, and reliability allocation. Since the G&C Project is a software 

development project, only reliability analysis methods will be explored. 

7.7.1 Failure Mode, Effects, and Criticality Analysis 

Failure mode, effects, and criticality analysis (FMECA) is an iterative design method

ology developed to identify potential failure modes for a product or process, to assess 

the risk associated with those failure modes, to rank the potential problems in terms 

of importance and to carry out corrective actions to address the most serious concerns 

[123, 151, 153]. According to Johnson [154], the seven steps to develop a FMECA are: 

(D Construct a functional block diagram: similar to those in Subsection 7.6.2 

to show interrelationship. 

® Use diagram to identify any associated failure modes: categorize the failure 

as: complete failure, partial failure, intermittent failure, etc. 

® Identify effects of failure and assess criticality: categorize the criticality as: 

catastrophic, critical, marginal or no effect. 

® Repeat 2 and 3 for potential consequences: may find additional failure 

modes. 

© Identify causes and occurrence rates: questions such as what causes the 

failure mode, how likely is that cause and what is the risk shall be answered. 

© Calculate Risk Priority Numbers. 

® Finalize hazard assessment. 

A sample FMECA worksheet adapted for the G&C Project is illustrated in Fig

ure E.13 in Appendix E on page 297. 
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7.7.2 Fault Tree Analysis 

A fault-tree is defined as, "a graphic depiction or model of the rationally conceivable 

sequences of events within a complex system that could lead ultimately to the observed 

failure or potential failure." It is a systematic approach to fault prevention accomplished 

by postulating potential high level faults, and identifying the primary and secondary 

causes, down to the lowest possible causes, that could induce the high level fault. 

An integral part of successful fault-tree analysis (FTA) is the selection of an orderly 

structure on which to base the fault-tree and the team participation. The work break

down structure (WBS) is an ideal starting point for the team as well as for the design. 

Each event or activity in the WBS is subdivided into its main contributing events or 

activities, then the tree is subdivided again until the smallest activity that cannot be 

further subdivided is reached. These final events or activities are the "leaves" of the 

tree. Figure 7.25 is an example of FTA for the trajectory optimization code. 
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Figure 7.25 Fault-tree analysis for trajectory optimization code 
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7.7.3 Reliability Growth Management 

As with any new product in its infancy, there exist high reliability and performance 

deficiencies that could not be foreseen in the design phase. Testing plans such as the 

"Test and Evaluation Program Plan" (please refer to Section 7.8) are developed to 

analyze the deficiencies and address the fixes. The reliability growth management is a 

subject area that focuses on program schedules, resources available, amount of testing, 

and the realism of the test programs to ensure the system reliability and performance 

characteristics. The G&C Project is not at the stage of development for reliability 

growth management. However, it is clear that keeping a record of component failure 

history is extremely important for future improvement of the system [146, 155]. 

7.8 Test and Evaluation Program Plan 

The Test and Evaluation Program Plan (TEPP) [156] describes the plan for conduct

ing a complete integration of various tests and analyzing the test results to show how 

the overall system will satisfy the requirements of the applicable design specification. 

Figure 7.26 outlines the system evaluation and corrective-action loop relationships. 

7.8.1 Objectives of Test and Evaluation 

According to DoD's document DI-NTDI-81284 [156], TEPP's objectives include: 

CD Verification: that the design yields the specified performance. It is vital to obtain 

preliminary trajectory data to verify the mathematical model used to simulate the 

RLV and the assumptions made in the numerical analysis. 

<D Confidence: that fabrication defects, marginal design, marginal parts, and marginal 

components (if any exist) are detected early in the test sequence. Because most of 

the technologies used in the G&C Project are new and have never been flown, it 
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246 

is extremely important to go through rigorous testing to achieve high confidence 

for flight certification. 

(D Minimum risk: that proceeding with the program's next major effort (field 

deployment) will not uncover significant design inadequacies. 

® Compatibility and operational readiness verification: that the system and 

all of its subsystems, as built and assembled, are compatible with each other and 

are capable of performing the required mission functions. All G&C developed 

software are constantly tested in a common interface environment developed by a 

NASA contractor. All software will eventually be tested at NASA testing environ

ment. 

® System characterization: by establishing the operating signature of the perfor

mance through calibration and combination of segment, subsystem, and unit level 

performance data. This will be done at a later time after sufficient software test 

evaluations have been performed. 

® Buy-off basis: for the acceptance and delivery of the system. This can only be 

done at the end of the 4-year study. 

7.8.2 Preparation for Test and Evaluation 

It is essential to set up the test to the specifications in order to determine whether 

or not the system will satisfy the requirements of the applicable design expectations. 

According to Blanchard and Fabrycky [151], items that need to be considered include: 

selection of test item(s), test and evaluation procedures, test conditions, test personnel 

and training, and test resources. NASA has rigid procedures, test cases and scoring 

method to follow for evaluating the adequacy of software. 
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7.8.3 Failure Reporting, Analysis, and Corrective Action System 

Failure reporting is essential to guarantee the reliability and the maintainability of 

the product are satisfied. The "failure reporting, analysis, and corrective action system" 

(FRACAS) was developed to collect failure data during the test and evaluation phase, 

and throughout the life-cycle of the product. It is then that the failure cause can be 

determined, and a corrective action plan can be developed. Therefore, FRACAS must 

answer: 

(D What failed? 

® How it failed? 

® Why it failed? 

® How future failures can be eliminated? 

In order to develop and implement the corrective action plan, it is important to 

consider the following [157]: 

(D The discipline of the report writing itself must be maintained 

so that an accurate description of failure occurrence and proper 

identification of the failed item are ensured. 

<D The proper assignment of priority and the decision for fail

ure analysis must be made with the aid of cognizant design 

engineers and systems engineers. 

<D The status of all failure analyses must be known. It is of 

prime importance that failure analyses be expedited as priority 

demands and that corrective action be implemented as soon 

as possible. 
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<D The root cause of every failure must be understood. Without 

this understanding, no logically derived corrective action can 

follow. 

© There must be a means of tabulating failure information for 

determining failure trends and the mean times between fail

ures of system elements. There should also be a means for 

management visibility into the status of failure report dispo

sitions and corrective actions. 

© The system must provide for high level technical management 

concurrence in the results of failure analysis, the soundness of 

corrective action, and the completion of formal actions in the 

correction and recurrence prevention loop. 

® An extremely valuable assurance mechanism is to have active 

Government involvement in surveillance of the adequacy of the 

failure reporting, analysis, and corrective action effort. 

Figure 7.27 is a graphical representation of a closed-loop failure reporting and correc

tive actions system. A closed-loop system is an interactive process system with inputs 

and outputs. 
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Figure 7.27 Closed-loop failure report and correction 
schematic, courtesy of Ref. [157] 

7.9 Continuous Acquisition and Life-Cycle Support 

Continuous acquisition and life-cycle support (CALS) was originally developed by the 

Department of Defense (DoD) to allow better generation, management and exchange of 

digital data supporting the defense system. The goal of the CALS is to adapt the 

new technology and modernize from paper-intensive manuals to integrated mode of 

operation to store, exchange, distribute and manage digital documents as portrayed in 

Figure 7.28. A full implementation of CALS allows companies or organizations to extend 

the business/research endeavor to their partners working in full collaboration (concurrent 

engineering). Even though it was developed for the defense system, many industries have 

benefited from fully or partially adapting this strategy [140, 141, 158-160]. 
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Figure 7.28 G&C project CALS environment, adapted from Ref. [159] 

The key to a successful implementation of CALS is the logical structured relationship 

between the iterative processes of modernizing infrastructure, improving the process, and 

acquiring/sharing digital data within or between organizations/partners. Figure 7.29 

delineates the foundation for the creation, management and use of digital data. 
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7.9.1 Infrastructure Modernization 

The new infrastructure for digital-based development (also known as electronic data 

interchange, EDI) includes the use of computer software, computer hardware, and net

work capability (internet and/or intranet). First of all, there must be a centralized 

location for all digital media deposit, i.e., secured file transfer protocol (FTP) site. The 

responsible webmaster (i.e., CML) will file received information so that it is accessi

ble to those who need it at any time they need it. All documentations are published 

in portable document file (PDF) format because it is accessible from all major op

erating systems (Windows™, MacOS™, UNIX™, and Linux™) and platforms (PC, 

Macintosh™, Cray™ supercomputer, DEC Alpha™, SGI™, Sun™, and HP™ work

station/server). All forms are published in Microsoft Word™ format, spreadsheets in 

Microsoft Excel™ format, and presentations are done in Microsoft PowerPoint™ for

mat. All graphics are collected in JPEG, TIFF or postscript formats while all movies are 

collected in MPEG format Figure 7.30 depicts a general infrastructure of such digital-

based development [140, 161, 162]. 

Windows, Microsoft, Word, Excel, and PowerPoint are trademarks of Microsoft Corporation, Ma
cOS and Macintosh are trademarks of Apple Computer Inc., UNIX is a trademark of American Tele
phone and Telegraph Bell Laboratories, Linux is a trademark of Linus Torvalds, Cray is a trademark 
of Tera Computer Company, DEC Alpha and HP are trademarks of Hewlett-Packard Company, SGI is 
a trademark of Silicon Graphic Inc., and Sun is a trademark of Sun Microsystems, Inc. 
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7.9.2 Process Improvement 

According to MIL-HDBK-59B entitled Continuous Acquisition and Life-Cycle (CALS) 

Support Implementation Guide [158], benefits of implementing the process of improve

ment strategies include: 

<D Improved information quality for acquisition, management, 

support planning, re-procurement and maintenance, reliabil

ity and maintainability, and equipment designs through direct 

coupling of design processes and integrated databases; 

(D Reduced acquisition and support costs through elimination of 

duplicative, manual, error-prone processes; 

(D Reduced space, weight, and storage requirements for digital 

data media in comparison with paper media and microfiche; 
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® Increased opportunities for automated processes such as elec

tronic ordering, electronic contracting, and electronic payments; 

and 

© Increased responsiveness to industrial base through develop

ment of integrated design and manufacturing capabilities and 

industry teaming arrangements to build and support hardware 

based on digital product descriptions. 

Process improvement will be implemented at a later time and throughout the life-

cycle of the software. 

7.9.3 Acquisition for Digital Data 

As mentioned before, the acquisition of digital data facilitates information sharing 

and exchanging across all operating systems, computer platforms, and around the world. 

All digital pictures on the web are published in JPG/JPEG or GIF format. All digi

tal documentation are published in PDF format. All digital movies are published in 

MPG/MPEG format. Web pages are written in HTML format. All of the formats men

tioned above are compatible with all operating systems and computer platforms. Note: 

Even though all documentation is done digitally, paper copies of the documentations are 

still printed and archived [140, 162, 163]. 

7.9.4 Integration 

The last item on the agenda is to integrate and combine the new infrastructure with 

the improvement progress and acquisition for digital data. 
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7.9.5 Documentation 

The G&C Project is an ongoing and multi-phase design development effort. There

fore, supportability is essential to maintain and support the system throughout the 

development. One means of supportability is to have proper documentation. It is espe

cially important for the project in order to pass along the valuable experiences learned 

to the next group since the majority of the work force are graduate students. Therefore, 

it is very important to write the documentations as unambiguously as possible. The 

Department of Defense (DoD) has many suggestions on how to write good documenta

tion in MIL-STD-986A entitled Data Item Descriptions [164], MIL-HDBK-1221 entitled 

Evaluation of Commercial Off-the-Shelf Manual [165], MIL-HDBK-38754 entitled Stan

dard Practice for Manuals, Technical: General Style and Format Requirements [166] 

and MWI 7120.4 entitled Documentation, Preparation Programs/Projects [167]. 

® Language style: the content of the report are written with an engineering au

dience in mind. The content and format shall be written in simple, direct and 

unambiguous structure. The use of symbols and acronyms should be standard to 

the discipline and explained or spelled out in the first use. Avoid using the same 

symbol or acronym more than once. 

(D Arrangement: the overall arrangement of the report should be consistent (es

pecially if compiled by many people) and easy to follow. If a specific format is 

required by NASA or contractor, make sure it is followed carefully. The use of 

"story tree" technique is recommended especially for a collaborative report. Please 

refer to Section E.4 starting on page 298 for examples. Unless otherwise specified, 

each report should include but not limited to a title page, notice of change (if 

applicable), table of contents, list of figures/tables (if applicable), nomenclature 

page, executive summary, introduction, body (may include results), conclusions, 
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recommendations, appendices and references in this order. Regardless if this was 

an individual report or a group report, the final product shall read as if it was 

prepared by one person. 

(D Format: Unless otherwise specified, the base font for the report shall be Times 

New Roman and 12 point in size (14 point for headers). No smaller than 8 point 

font size shall be used. A standard letter size paper (8.5" x 11") with 1.5" mar

gin around shall be used. Figures and tables shall be referenced by applicable 

paragraphs and shall be placed as close to the reference as possible. 

® Figures & tables: "a picture is worth a thousand words." G&C reports contain 

illustrations along with support text to clarify the intended use information. 

® References: all referenced documents shall be limited to those pertaining to the 

project. Avoid using privileged, proprietary and/or classified information. Make 

effort to use "traceable" references only. 
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CHAPTER 8 SUMMARIES AND CONCLUSIONS 

My salad days, 
When I was green in judgment. 

— William Shakespeare [3] 

NUMERICALLY establishing a benchmark of X-33's operational limitations and 

flight characteristics was the goal of this research. An in-depth understanding 

of RLV's limitations and performance features are required in order to make better 

strategic decision during mission planning. The formulation and optimization tools 

used to evaluate X-33 will also serve as the cornerstone for future RLV performance and 

limitations evaluations. 

Optimal ascent and entry trajectories have been generated using a direct transcrip

tion method. The state and control variables are discretized to cast the optimal control 

problem as a nonlinear programming problem. The solution to the sparse nonlinear 

programming problem is then solved using sequential quadratic programming. Optimal 

trajectories performed included nominal ascent, ATO, TAL, RTLS, nominal entry, and 

entry footprint. Numerically obtained entry solutions were then compared against Loh's 

first and second-order analytical entry dynamic solutions. 

Moreover, system analyses of the G&C project included a system management plan, 

configuration management plan, work breakdown structure, reliability, test & evaluation 

plan, and life-cycle support plan. 
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8.1 Ascent Analyses 

An ascent trajectory performance database has been established. First, an in-

depth investigation of the nominal ascent trajectories using different performance in

dices (min tf, max m/, max<f/, and max V/) have been carried out. Engine failure abort 

scenarios have been created at different times to gain a better understanding of vehicle's 

capabilities. 

Different formulations (burn-coast, burn-coast-burn) have been applied to TAL and 

RTLS to yield physically possible optimized trajectories. The idea of intersecting a 

nominal entry profile instead of targeting a specific MECO point for TAL and RTLS 

simulations has proven to be successful. This also eliminated the need to impose those 

equality and inequality constraints typically associated with entry flight (to ensure that 

MECO condition is within the confinement of entry flight corridor). 

Finally, a timeline of earliest abort time for each abort scenario (ATO, TAL and 

RTLS) has been determined. 

8.2 Entry Analyses 

An entry trajectory performance database has also been established. The nine test 

cases detailing different inclinations, crossrange/downrange requirements and peak heat 

rate constraints have been performed. A single bank reversal logic is now an inherent 

trademark of the entry trajectory formulation. An examination of the peak heat rate 

constraint has revealed that the vehicle can fly at a lower peak heat rate value than 

what has been specified to increase the life-cycle of TPS without significantly increasing 

the overall heat load. 

A footprint determination for the X-33 has also been analyzed because the maximum 

area reachable by the vehicle is an important piece of information for mission planners. 

Footprint analysis showed that there is no bank reversal when trying to achieve maximum 
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crossrange. It also showed that the spacecraft will not be able to maintain a constant a 

at high speeds. 

Finally, first-order and second-order analytical solutions were carried out and com

pared with the numerical integrated entry trajectories. While analytical solutions showed 

inaccuracies due to the many assumptions made, they captured the essence of entry flight 

trajectories. Furthermore, first and second-order solutions showed remarkably similar 

r-V profiles for each tested a in spite of some differences in the 7 profiles. This leads 

to a conclusion that 7 is not a dominant factor in the entry dynamics. Even though 

analytical solutions are not appropriate in detail design, it is adequate and useful for 

conceptual design when a quick solution is needed. 

8.3 System Engineering Analyses 

A thorough system engineering management plan has been developed and docu

mented. Customer's needs are identified and system requirements have been clearly 

established. Internal and external constraints have also been identified and defined. 

Configuration management that defines the management hierarchy, configuration 

control, engineering change proposal, status accounting, and verification has been devel

oped. Detailed work breakdown structures at the team (G&C Team) level and compo

nent (guidance group) level have been developed to clearly define the work and respon

sibilities of each group. 

Reliability analyses such as fault-tree analysis and failure mode, effects, and criticality 

analysis have been documented to help the next group of engineers get familiarized with 

the guidance software. These tools also help future engineers to "debug" the code. A 

method of failure reporting and corrective action planning have also been establish to 

prevent the same failure in the future. 
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Lastly, a life-cycle support plan has been proposed to modernize the infrastructure 

and acquire digital data. The implementation of such a system will certainly streamline 

the flow of information within the organization. System engineering is an iterative 

process and will undoubtedly go through many changes and fine tunings to improve the 

process. 

8.4 Overall Conclusions 

The development of optimal ascent and entry trajectories benchmark has been com

pleted. A thorough investigation of the optimal endo-atmospheric ascent guidance pa

rameters such as earliest abort time, engine throttle setting, flight performance char

acteristics and structural design limitations have established a set of benchmarks for 

making better trade-off decisions. Parametric analyses of the entry trajectories have 

been investigated and relevant parameters have been pinpointed. Finally, a system en

gineering management plan has also been developed to ensure that the guidance system 

meets the definition of vehicle design requirements and constraints. 
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CHAPTER 9 RECOMMENDATIONS FOR FUTURE 

WORK 

It is difficult to say what is impossible, 
for the dream of yesterday is the hope of today 

and reality of tomorrow. 

— Dr. Robert Hutchings Goddard [52] 

GROUNDWORKS of X-33 flight performance characteristics and limitations have 

been established, it is time to perform more detailed analyses. The following 

are some of the further analyses that are important to the overall success of the project. 

9.1 Ascent Trajectory 

One of the things that can be improved in the ascent trajectory generation is the 

throttle profile. Notice the throttle profiles in Figure 4.14 (page 58), Figure 4.18 

(page 61), and Figure 4.26 (page 68) all showed little oscillations when reaching the 

peak dynamic pressure constraint. Throttling up and down this frequently is not highly 

desired, instead, a throttle "bucket" approach is coveted as shown in Figure 9.1. The 

idea is to gradually reduce the throttle setting, keep it constant for a while, and then 

bring it back to full throttle until normal acceleration of 4g's is attained. 
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Figure 9.1 Desired vs current throttle setting profile 

Another analysis of interest is to re-formulate the RTLS abort cases using only pitch 

and roll commands. Eliminating the yaw command will in turn obviate the undesired 

side-slip-angle, thus make the vehicle easier to control. The author has tried to generate 

an optimal RTLS trajectory using only pitch and roll commands, but it was proving to 

be difficult for the optimizer. While limiting a degree-of-freedom (DOF) may be easier 

for the optimizer, this may make it harder to satisfy all the inequality constraints. More 

parametric analyses must be done in order to better understand the delicate balance 

between DOF and convergence. 

Now that the earliest abort time for each type of ascent abort case has been estab

lished as illustrated in Figure 9.2, it is important to determine the latest abort time 

for RTLS and TAL. The "point-of-no-return" information is also preponderant to the 

trajectory designer in pre-mission planning. 
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Figure 9.2 Earliest and latest abort timeline during ascent 

Finally, further trade-off analyses including "worse case scenario" must be performed 

in order to clearly define ascent flight limitations of the vehicle. The engine failure sce

nario considered in this research is a "symmetrical" failure. Future analyses should 

also include "asymmetrical" failures. This research has also performed reduced con

trol responsiveness (i.e., reduce from maximum pitch rate of ±10 deg/s to ±5 deg/s). 

Again, this is assuming the failure is symmetrical. Future analyses should also include 

asymmetrical failures (i.e., from ±10 deg/s to +5 deg/s or —5 deg/s). 

9.2 Entry Analysis 

A single control variable in all entry analyses has proven to be a challenge. In spite of 

tightly imposing bank acceleration (a) and bank rate (à), bank angle (a) still fluctuated. 

Granted that the fluctuations are small and do not cause more than one bank reversal 

(this is inherently built into the formulation), any unnecessary fuel burned to change 
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a may result in a propellant shortage when it is absolutely necessary to make course 

corrections later in the flight. As a result, a further investigation on how to design a 

bank history as delineated in Figure 9.3 will be beneficial. 
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Figure 9.3 Desired vs current bank angle profile 

As mentioned in the ascent analysis, further trade-off analyses including "worse case 

scenario" must be performed in order to clearly define the entry flight limitations of the 

vehicle. Abort scenarios including failure of a RCS on either side of the vehicle (i.e., 

vehicle can only bank in one direction) must be analyzed because this may impact the 

control history significantly. 
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9.3 System Engineering Analysis 

System engineering is a perpetual process. All the analyses performed in this disser

tation shall be reviewed and updated regularly. As an example, FTA should be developed 

for each type of G&C software. As the program progresses, analyses such as reliabil

ity growth management (Subsection 7.7.3 on page 244), FRACAS (Subsection 7.8.3 on 

page 247), and CALS (Section 7.9 on page 249) must be updated. 

As for new analyses, trade-off study scoring process should be developed to establish 

guidance parameter sensitivity. Risk assessments should also be conducted to identify 

the risks to the project due to the new technology, margin allocation, schedule optimism 

and requirement stringency. In addition to the interface analysis between the four uni

versities, interface analysis with NASA should also be performed. This analysis ensures 

the interfaces (internal and external) are compatible and will establish a set of overall 

interface requirements [127]. 

Another "system inspection and test" technique is the logic flow diagram (LFD). 

The LFD starts by identifying a symptom of failure. A step-by-step yes/no or go/no-go 

can then be developed to mark the steps needed to diagnose and repair the failure. The 

LFD technique is particularly useful when used to train new engineers to familiarize 

themselves with the system. The LFD technique has also been proven useful in the 

maintenance program [151]. 

The human interaction with systems is often software driven. Even though the 2nd 

Generation RLV will be fully autonomous, NASA personnel in the Mission Control 

Center will still have to interact with software. This interaction still has an important 

role in system operation, maintenance and support. If the human-computer interface is 

awkward, this promotes human errors and will slow down operations. Some analyses of 

interest for the Guidance Team include: use of effective displays, effective wording of 

error messages, use of color, appropriate graphics, and avoidance data entry [168, 169]. 
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Last but not least, the decline in space procurement budgets instigated a new acqui

sition essential: afFordability! Therefore, lean principles and practices such as the Lean 

Aerospace Initiative (LAI) launched at Massachusetts Institute of Technology (MIT) in 

1993 should be incorporated into SLI. According to MIT [170], 

LAI has accelerated lean deployment through identified best prac

tices, shared communication, common goals, and strategic and im

plementation tools. LAI has also promoted collaboration, not com

petition, bringing down traditional barriers to improve industry 

and government teamwork. 

Lean practices have been traditionally associated with manufacturing (i.e., Toyota's 

Kanban manufacturing technique [171]). LAI, on the other hand, is expanding these 

principles and practices from conceptual design to manufacturing. The ultimate goal 

of LAI is to "strive for lean performance" and design "to deliver value" instead of just 

design to deliver a product [170, 172, 173]. 

Toyota is a trademark of Toyota Motor Company. 
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APPENDIX A DESIRABLE ATTRIBUTES FOR THE 

NEXT GENERATION LAUNCH VEHICLE 

Aeronautics confers beauty and grandeur, 
combining art and science for those who devote themselves to it. 

— Georges Besançon [52] 

INTEGRATING a set of transportation system attributes into a conceptual design 

based on the importance to NASA, to its customers, how much improvement is 

necessary, and current space transportation characteristics is a daunting task for any 

system decision. The final prioritized list of highly desirable attributes for the next 

generation reusable launch vehicle is shown in Figure A.l. It is important to point out 

that lower ranked attributes do not mean less important; on the contrary, this means 

there is not a need for immediate improvement because they have worked very well on 

the current shuttles [174]. 

In terms of measurable criteria, system decision makers had ranked 64 design features 

as pictured in Figures A.2 through A.4. The (+) symbol means to increase the percentage 

or number of that feature while the (—) symbol means to decrease the percentage or 

number of that feature. 
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Figure A.l Desired attributes of a reusable space transportation system, courtesy of Ref. [174] 
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Figure A.2 Top 20 design features of a RLV, courtesy of Ref. [174] 
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Figure A.3 Middle 22 design features of a RLV, courtesy of Ref. [174] 



I # of hazardous processes (-) 

Margin, thrust level / engine chamber press (+) 

Hardware cost (-) 

I # of major systems req'd to ferry or return to launch site (plus logistics support) (-) 
# of modes or cycles (-) 

# of alternate dedicated emergency abort sites req'd (-) 

# of engine restarts req'd (-) 

Margin, ave. specific impulse (+) 

# of keepout zones (-) 

# of aero-control surfaces (-) 

# of cleanliness requirements (-) 

Facility capitalization cost (-) 

Cost of transportation / requirements (-) 

% of trajectory time available for abort (+) 

Amount of response time to initiate safe abort (-) 

# of tools req'd (-) 

Margin, % of payload (+) 

# of processing steps to manufacture (-) 

# of attainable destinations (+) 

Ideal delta-V on ref. trajectory (-) 

# acres permanently affected (-) 

# new unique approaches (+) 
1 1 1 1 1 1 

100 200 300 400 500 600 

SCORE 

Figure A.4 Bottom 22 design features of a RLV, courtesy of Ref. [174] 
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Notice the top two most desirable attributes shown in Figure A.l were "easily sup

portable" and "operation and support" and this can be easily explained by the Space 

Shuttle flight hardware flow diagram illustrated in Figure A.5. Note that the lower level 

does not necessarily mean less important. On the contrary, it indicates that the need 

for the current transportation system improvement is not as urgent. The concept of a 

single-stage-to-orbit (SSTO) or a fly-back booster design (TSTO) will improve the two 

most desirable attributes by almost 50% as shown in Figure A.6. The following are the 

acronyms used in Figures A.5 and A.6. 

AF hanger "letter" designation 
ARF Assembly and Refurbishment Facility 
EOM end of mission 
ET external tank 
H/W hardware 
HMF Hypergolic Maintenance Facility 
LOV loss of vehicle 
MLP mobile launch platform (also known as the Crawler) 
OMDP* orbiter maintenance down period 
OMM orbiter major modifications 
OPF Orbiter Processing Facility 
PRA probabilistic risk assessment 
QRAS quantitative risk assessment system 
RPSF Rotation, Processing, and Surge Facility 
RSRM reusable solid rocket motor 
SCA shuttle carrier aircraft 
SRB solid rocket booster 
SRM solid rocket motor 
SSME Space Shuttle main engine 
ssv Space Shuttle vehicle 
VAB Vehicle Assembly Building 

* OMDP refers to the maintenance that was done at Boeing/Palmdale. However, that 

plant has been dismantled and all the work has been moved to KSC in 2002 to be more 

cost effective. The maintenance performed at KSC is now referred to as orbiter major 

modifications (OMM). 
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Figure A.5 Space Shuttle flight hardware flow diagram, courtesy of Ref. [175] 
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APPENDIX B X-33 ENGINE SPECIFICATIONS 

The simple expression 
"Suck, Squeeze, Bang and Blow" 

is the best way to remember the working cycle of the gas turbine. 

— Rolls Royce 2002 training manual [52] 

NASA awarded Rocketdyne Propulsion k. Power unit of The Boeing Company* to 

bring a 30-year old idea, the linear aerospike rocket engine (LARE), and update 

it with 21st century technology to power the X-33 and VentureStar [176]. A major 

advantage of LARE is the effective nozzle area ratio of the engine increases as the air 

density decreases during the ascent phase; hence, there is no performance loss at higher 

altitudes. Furthermore, a series of combustion chambers along the unwrapped inverted 

bell can be controlled individually to achieve differential thrust vectoring effect, thus 

eliminates the need for the heavy gimbals and actuators used in traditional nozzles to 

control direction of flight. As a result, LARE performance is very desirable and efficient 

throughout the entire ascent trajectory compare to a bell-shaped nozzle engine (used in 

the current Space Shuttles) as rendered in Figure B.l. A detailed comparison of the two 

engines is outlines in Table B.l [177, 178]. 

* Rocketdyne Division of Rockwell International won the bid to develop, design and build the Space 
Shuttle Main Engines (SSMEs) in July 1971. The Space and Defense divisions (including Rocketdyne) 
of Rockwell International was acquired by Boeing on December 5, 1996 [30]. 
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Normal Bell-Nozzle 
Rocket Engine 

Linear Aerospike 
Rocket Engine 

Figure B.l Illustration of bell-shaped and linear 
aerospike engine, courtesy NASA [179] 

Table B.l Space Shuttle and X-33 engines specification* [177, 180] 

Space Shuttle X-33 
Propellant Combination: 

Oxidizer: Liquid Oxygen (LOX) Liquid Oxygen (LOX) 
Fuel: Liquid Hydrogen (LH2) Liquid Hydrogen (LH2) 

Engine Cycle: Staged Combustion Gas Generator 
Average Thrust: 1,856 kN SL 907,624 N SL 

(418,130 lbf SL) (204,420 lbf SL) 
2,275 kN vacuum 1,182 kN vacuum 

(512,410 lbf vacuum) (266,230 lbf vacuum) 
Chamber Pressure: 22,615 N/m2 5,909 N/m2 

(3,280 psia) (857 psia) 
Mixture Ratio: 6.0 : 1 5.5 : 1 
Specific Impulse, ISP'- 454.4 sec vacuum 339 sec SL 
Nozzle Area Ratio: 77.5 : 1 58 : 1 
Engine Thrust to Weight 73.3 N/A 
Throttle Range: (%) 65 to 109% 40 to 119% 
Restart Capability: No No 
Engine Size: 

Length: 14.0 ft / 8.0 ft 11.0 (max) / 7.3 ft 
Width: 4.3 m / 2.4 m 3.4 (max) / 2.2 m 

i These are the initial X-33 prototype specifications. Some of these values have changed since 
program started. 
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APPENDIX C ASCENT MAIN ENGINE CUT OFF 

CONDITIONS 

The vehicle explodes, literally explodes, off the pad. 
The simulator shakes you a little bit, 

but the actual liftoff shakes your entire body and soul. 

— Mike McCulley [52] 

ENDO-ATMOSPHERIC ascent flight times indicated here refer to the time from after 

clearing the tower to MECO point; therefore, add the 5 seconds it took from time 

of ignition (TIG) to clear off the tower to each flight time. 

C.l Nominal Ascent 

Please refer to Section 4.5 starting on page 52 for the discussions of nominal ascent. 

Table C.l MECO for nominal case without q and m/ constraints and 
J = min tf 

flight time = 320.99 sec # of engines = 2 
x = 6,498,478.57 m 51.60° 
y - 54,354.32 m yaw (ip) 5.74° 
z = 917,835.78 m pitch (0) = -121.10° 

vx = -1,089.38 m/s roll (</>) = -2.68° 
K = —64.50 m/s mass ( m )  =  38,476.15 kg 
vz = 7,716.88 m/s throttle setting (77) = 65.50% 

range traveled = 903.72 km 7 f = 0.00° 
r*f = 185.07 km vf* = 7,793.66 m/s 
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Table C.2 MECO for nominal case with q but no m f constraints and 
J = min tf 

flight time = 323.14 sec # of engines = 2 
x = 6,499,415.22 m i = 51.60° 
y = 54,583.82 m yaw (ip) - 5.66° 
z = 911,165.71 m pitch ( 9 )  =  -121.00° 

vx = — 1,081.45 m/s roll (<j>) = -3.08° 
Vy = —64.64 m/s mass (m) — 38,298.15 kg 
Vz = 7,717.99 m/s throttle setting (77) = 65.20% 

range traveled = 898.70 km 7 } = 0.00° 
r*f = 185.07 km Vf = 7,793.66 m/s 

Table C.3 MECO for nominal case with q but nomj constraints and 
J = min tf 

flight time = 320.24 sec # of engines = 2 
x = 6,497,470.08 m i — 28.50° 
y = —668.36 m yaw (V>) = 0.42° 
z = 92,6543.45 m pitch (9) = -121.83° 

vx = — 1,100.24 m/s roll (</>) = -0.56° 
Vy = —38.70 m/s mass (m) 38,828.59 kg 
v2 = 7,715.51 m/s t h rot t ic setting (77) = 66.10% 

range traveled = 902.29 km 7f = 0.00° 
r*f - 185.07 km Vf = 7,793.66 m/s 

Table C.4 MECO for nominal case with q and m/ constraints and 
J = max <»/ 

flight time = 326.99 sec # of engines = 2 
X 6,461,136.33 m i = 51.60° 
U = 55,553.93 m yaw (V>) = 5.95° 
z = 954,520.76 m pitch (9) = -119.34° 

% = — 1,180.31 m/s roll (0) = -0.02° 
V= —51.79 m/s mass (m) = 37,600.00 kg 
vz = 7,792.48 m/s throttle setting (rj) = 64.10% 

range traveled = 946.26 km 7 *f = 0.00° 
r*f = 158.12 km Vf = 8,079.33 m/s 



278 

Table C.5 MECO for nominal case with q constraint and J 
— max rrif 

flight time = 403.86 sec # of engines = 2 
X 6,424,921.22 m i = 51.60° 
il = 56,314.15 m yaw (VO 7.27° 
z = 1,338,961.05 m pitch ( 6 )  = -113.19° 

vx = —1,589.33 m/s roll (4>) = 6.89° 
Vy = —76.08 m/s mass (m) 39146.88 kg 
vz = 7,629.50 m/s ! liroî t le setting (rj) = 64.00% 

range traveled = 1,320.01 km ii = 0.00° 
r*f = 185.07 km v? = 7,793.66 m/s 

Table C.6 MECO for nominal case with q and rrif constraints and 
J — max Vf 

flight time = 411.16 sec # of engines = 2 
x = 6,409,216.56 m i = 51.60° 

V - 56,867.07 m yaw (VO = 6.85° 
z = 1,412,200.38 m pitch (6) = -113.69° 

Vx  = -1,750.32 m/s roll (4>) = 5.28° %,= -82.07 m/s mass (m) = 37,600.00 kg 
7,947.07 m/s throttle setting (%) — 64.00% 

range traveled = 1,392.90 km II r- 0.00° 
r*f = 185.07 km v? = 8,137.95 m/s 

Table C.7 MECO for nominal case with q and rrif constraints and 
J — min tf 

flight time 326.99 sec # of engines = 2 
.r = 6,501,931.42 m i — 51.60° 
y 54,927.24 m yaw(VO = 5.81° 
= 893,012.53 m pitch ( 6 )  = -119.94° 

vx = — 1,059.89 m/s roll ( ( j ) )  — -0.27° 
Vy = —64.68 m/s mass (m) = 37,600.00 kg 
vz = 7,720.98 m/s throttle setting (j?) = 64.00% 

range traveled = 882.22 km 7 f = 0.00° 
rf = 185.07 km Vf = 7,793.66 m/s 
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C.2 Abort to Orbit 

Please refer to Section 4.6 starting on page 72 for the discussions of ATO. 

Table C.8 MECO for ATO case and J = min tf 

flight time = 511.67 sec # of engines = 1 
x = 6,365,297.22 m i  = 51.60° 
V = 104,695.81 m yaw (I/J) - 3.35° 
z = 1,596,129.91 m pitch ( 6 )  = -110.50° 

vx = —1,969.96 m/s roll (4>) = 0.00° 
Vy = 82.63 m/s mass (m) 36,665.65 kg 
V,= 7,850.69 m/s I lirot t setting (77) = 100.00% 

range traveled = 1,511.57 km 7 f  = 0.00° 
r*f = 185.07 km V f - 7,793.66 m/s 

C.3 Transoceanic Abort Landing 

Please refer to Section 4.7 starting on page 80 for the discussions of TAL. All TAL 

cases  have  J ~ min t f .  

Table C.9 MECO for TAL case inbound Banjul with BCB 

flight time = 738.67 sec # of engines = 1 
x = 5,843,257.46 m i  = 51.60° 
y = 1,712,706.94 m yaw (V>) = 88.88° 
z = 2,141,537.47 m pitch (9) = -50.53° 

Vx  = -3,121.19 m/s roll (</>) = N/A 
Vy = 5,011.53 m/s mass (m) 37,600.00 kg 
v s  = 4,165.20 m/s '  tin it t If setting (77) — 60.00% 

range traveled = 2,781.36 km range-to-go = 3,997.53 km 
r*f = 76.57 km Vf = 7,225.39 m/s 
7f = -0.46° — 
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Table C.10 MECO for TAL case inbound Banjul with BC 

flight time = 707.22 sec # of engines = 1 
x = 5,911,090.01 m i = 51.60° 
y = 1,630,875.39 m yaw (VO - 14.76° 
z 2,018,058.45 m pitch (6)  = -88.37° 

v, - —2,988.26 m/s roll (</>) = N/A 
Vy =  4,272.22 m/s mass (m) = 37,600.00 kg 
vz = 5,099.50 m/s throttle setting (77) = 0.00% 

range traveled = 2,621.58 km range-to-go = 4,152.73 km 
r*f = 77.35 km 7,292.63 m/s 
7 f = -0.49° — 

Table C.ll MECO for TAL case inbound Ben Guérir with BCB 

flight time = 744.62 sec # of engines = 1 
X ' 5,824,592.72 m i = 51.60° 
y = 996,307.66 m yaw (VO = -10.00° 
z = 2,597,296.66 m pitch ( 6 )  = -93.87° 

vx = -3,169.57 m/s roll (([>) — N/A 
Vy = 2,169.85 m/s mass (m) - 37,600.00 kg 
vz = 6,130.71 m/s throttle setting (17) = 60.00% 

range traveled = 2,828.07 km range-to-go = 4,018.52 km 
r} = 76.66 km v; = 7,234.64 m/s 

II -0.46° — — 

Table C.12 MECO for TAL case inbound Ben Guérir with BC 

flight time = 712.77 sec # of engines = 1 
x =  5,892,921.71 m i  =  51.60° 
y = 1,058,008.63 m yaw (VO = 12.66° 
z = 2,414,378.59 m pitch ( 6 )  = -90.15° 

vx = —3,040.23 m/s roll {(j>) = N/A 
Vy =  2,624.50 m/s mass (m) = 37,600.00 kg 
vz = 6,100.24m/s throttle setting (77) = 0.00% 

range traveled = 2,667.62 km range-to-go = 3,738.79 km 
r* = 77.50 km Vf = 7,303.69 m/s 
7 } = -0.40° — 
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Table C.13 MECO for TAL case inbound Lajes with BCB 

flight time = 556.61 sec # of engines = 1 
x = 6,288,348.21 m i  = 51.60° 
y = 361,636.62 m yaw (-0) = -0.91° 

z — 1,403,482.63 m pitch (0) = -115.15° 
—1,610.67 m/s roll (4>) — N/A 

Vy = 901.86 m/s mass (m) = 37,600.00 kg 
V z  = 6,783.63 m/s throttle setting (rj)  = 60.00% 

range traveled = 1,444.51 km range-to-go — 3,579.87 km 
r*f ~ 75.07 km v? = 7,030.31 m/s 
rf = -0.36° — 

Table C.14 MECO for TAL case inbound Lajes with BC 

flight time = 540.61 sec # of engines = 1 
x = 6,308,616.62 m i  = 51.60° 
y = 338,198.65 m yaw 0) = -4.82° 
z = 1,316,911.50 m pitch (0) = -122.46° 

Vx  = -1,524.33 m/s roll (<j))  = N/A 
Vy = 845.47 m/s mass (m) — 37,600.00 kg 
vz = 6,856.43 m/s throttle setting (r?) = 0.00% 

range traveled = 1,352.36 km range-to-go = 3,670.47 km 
r*f = 75.34 km 7,074.53 m/s 
7Î = -0.38° — 

Table C.15 MECO for TAL case inbound Lajes in 1 stage 

flight time = 530.81 sec # of engines = 1 
x = 6,314,892.57 m z = 51.60° 
y = 310,009.95 m yaw (V>) = 31.31° 
z = 1,294,043.37 m pitch ( 0 )  = -116.44° 

vx = — 1,494.15 m/s roll (<j>) — N/A 
638.27 m/s mass (m) = 37,600.00 kg 

u 6,900.61 m/s throttle setting (77) = 100.00% 

range traveled = 1,321.48 km range-to-go = 3,738.79 km 
75.55 km v/ = 7,107.14 m/s 

7/ = -0.40° — 
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Table C.16 MECO for TAL case inbound Moron with BCB 

flight time = 750.92 sec # of engines — 1 
x 5,807,270.70 m i  = 51.60° 
a = 877,258.24 m yaw (if)) - 65.09° 
z = 2,677,744.76 m pitch (9) = -75.13° 

vx = -3,209.65 m/s roll (4>) - N/A 
Vy = 1,922.37 m/s mass (m) = 37,600.00 kg 
vz = 6,190.72 m/s throttle setting (77) — 60.00% 

range traveled = 2,869.04 km range-to-go = 4,015.75 km 
r*f = 76.65 km v? = 7,233.42 m/s 
7 } = -0.46° — 

Table C.17 MECO for TAL case inbound Moron with BC 

flight time = 742.99 sec # of engines = 1 
x = 5,811,246.62 m i  = 51.60° 
y = 493,263.41 m yaw (^) - 8.51° 
z = 2,766,210.75 m pitch (ô) = -90.89° 

vx = -3,203.92 m/s roll ) = N/A 
V v  = 848.37 m/s mass (m) = 37,600.00 kg 
vz = 6,441.73 m/s throttle setting (77) = 0.00% 

range traveled = 2,867.84 km range-to-go = 4,033.86 km 
r*f = 76.74 km v? = 7,241.37 m/s 
7 / =  -0.47° — 

Table C.18 MECO for TAL case inbound Zaragoza with BCB 

flight time = 805.95 sec # of engines = 1 
x =  5,635,125.85 m i  =  51.60° 
y = 744,176.33 m yaw (V>) = 22.93° 
z  =  3,057,686.42 m pitch (0) = -80.59° 

vx = -3,548.73 m/s roll (<^>) = N/A 
Vy 1,329.66 m/s mass (m) — 37,600.00 kg 
V: 6,101.61 m/s throttle setting (77) = 60.00% 

range traveled = 3,239.17 km range-to-go = 3,902.10 km 
r f  76.16 km v? = 7,182.69 m/s 

: -0.43° — 
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Table C.19 MECO for TAL case inbound Zaragoza with BC 

flight time = 775.57 sec # of engines = 1 
x =  5,704,303.86 m i  =  51.60° 
y = 439,826.59 m yaw ( ip)  =  6.24° 
z  =  2,988,789.93 m pitch (6)  = -91.89° 

vx = —3,438.65 m/s roll (4>)  = N/A 
Vy =  664.06 m/s mass (m) = 37,600.00 kg 
vz = 6,338.15 m/s throttle setting (77) — 0.00% 

range traveled = 3,103.00 km range-to-go = 4,033.86 km 
r*f = 76.74 km v? = 7,241.37 m/s 

T f - -0.47° — 

C.4 Return to Launch Site 

Please refer to Section 4.8 starting on page 96 for the discussions of RTLS. All RTLS 

c a s e s  h a v e  J  =  m i n  t f .  

Table C.20 MECO for RTLS case with 2 phases 

flight time — 518.29 sec # of engines = 1 
x = 6,414,427.70 m i = 51.60° 
y = 90,039.73 m yaw (VO = -10.00° 
z — 381,747.32 m pitch ( 6 )  — 69.38° 

Vx — 150.12 m/s roll (4>) = 0.00 
Vy = —521.79 m/s mass (m) = 37,600.00 kg 
vz = —2,395.21 m/s throttle setting { r f )  =  100.00% 

range traveled = 670.95 km range-to-go = 444 km 
rf = 53.94 km Vf* - 2,463.103m/s 

= -1.86° — — 
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Table C.21 MECO for RTLS case with 3 phases 

flight time 567.61 sec # of engines = 1 
6,415,621.01 m i 51.60° 

il = 146,595.31 m vaw (i/j) -9.78° 
z = 472,778.25 m pitch ( 6 )  = 73.95° 

vx = 279.49 m/s roll (4>) = -40.79 
Vy = —823.44 m/s mass (m) = 37,600.00 kg 
vz = —2,668.95 m/s throttle setting ( r j )  =  100.00% 

range traveled = 727.52 km range-to-go = 444 km 
rf = 56.34 km v? = 2,806.64 m/s 
7 } = 1.08° — 
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APPENDIX D ENTRY TERMINAL AREA ENERGY 

MANAGEMENT CONDITIONS 

[Entry vehicles are] near perfect, 
all they lack is the ability to forgive. 

— Richard Collins [52] 

ENTRY analyses of EG13-21 cases are discussed in Chapter 5 starting on page 107. 

Tables D.l through D.9 are the conditions at the end of entry flight at TAEM. 

The range traveled here refers to a combination of downrange and crossrange. 

Table D.l TAEM conditions for EG 13 with J = min f Q dt 

flight time = 1,161.583 sec i = 51.60° 
rc — 6,408,615.000 m 7 = -7.360° 
© = —81.069 deg * = 109.635° 
$ = 28.611 deg a = 15.003° 
K = 908.150 m/s (3 = 0.167° 

range traveled = 6,592.95 km — — 
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Table D.2 TAEM conditions for EG 14 with J = min J Q dt 

flight time = 1,203.430 sec i = 51.60° 
rc = 6,408,615.000 m 7 = -7.360° 
© = —80.890 deg # = 39.212° 
$ = 28.063 deg a = 15.003° 

Vr = 908.150 m/s 0 = 4.654° 

range traveled = 6,592.48 km — — 

Table D.3 TAEM conditions for EG15 with J = min J Q dt 

flight time = 1,222.711 sec i = 51.60° 
rc — 6,408,615.000 m 7 = -7.360° 
© = —80.980 deg # = 53.276° 
$ = 28.145 deg a = 15.003° 

Vr = 908.150 m/s 0 = -5.000° 

range traveled = 6,690.57 km — — 

Table D.4 TAEM conditions for EG16 with J = min/Q dt 

flight time = 1,390.780 sec i = 51.60° 
rc = 6,407,566.000 m 7 = -7.360° 
0 = —81.046 deg = 114.794° 
$ = 28.660 deg a = 15.329° 

Vr = 916.860 m/s /? = 4.993° 

range traveled = 8,248.37 km — — 

Table D.5 TAEM conditions for EG 17 with J = min J Q dt 

flight time = 1,418.623 sec i = 51.60° 
rc 6,407,566.000 m 7 = -7.360° 
(-) = —80.925 deg \{/ = 44.676° 
$ = 28.091 deg a = 15.329° 

Vr = 916.860 m/s 0 = 4.949° 

range traveled = 8,223.75 km — — 
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Table D.6 TAEM conditions for EG18 with J = min J Q dt 

flight time = 1,433.944 sec 51.60° 
rc = 6,407,566.000 m 7 - -7.360° 
0 = —80.953 deg $ = 47.116° 
$ 3= 28.117 deg a = 15.329° 

Vr = 916.860 m/s 0 = -3.457° 

range traveled = 8,262.76 km — — 

Table D.7 TAEM conditions for EG19 with J = min J Q dt 

flight time = 1,288.218 sec i = 28.50° 
rc = 6,407,566.000 m 7 = -7.360° 
0 = —80.968 deg * = 128.604° 
$ = 28.769 deg a = 15.329° 

Vr = 916.860 m/s 0 = 4.831° 

range traveled = 7,394.29 km — — 

Table D.8 TAEM conditions for EG20 with J = min J Q dt 

flight time — 1,312.837 sec i = 28.50° 
rc = 6,407,566.000 m 7 = -7.360° 
© = —80.949 deg * = 47.338° 
$ = 28.112 deg a — 15.329° 

Vr = 916.860 m/s 0 = 0.000° 

range traveled — 7,465.36 km — — 

Table D.9 TAEM conditions for EG21 with J = min f Q dt 

flight time = 1,354.082 sec i 28.50° 
rc = 6,407,566.000 m ' = -7.360° 
0 = —81.050 deg # = 113.959° 
$ = 28.654 deg a = 15.329° 

Vr = 916.860 m/s 0 = 4.391° 

range traveled = 7,658.30 km — — 
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Table D.10 TAEM conditions for EG15 with J = min Qmax 

flight time = 1,204.992 sec i = 51.60° 
rc = 6408615.000 m 7 = -7.360° 
0 = —80.937 deg V = 74.876° 
$ = 28.800 deg a = 14.162° 

Vr = 908.150 m/s 0 = 0.302° 

range traveled = 6,795.20 km — 

Table D.ll TAEM conditions for EG 18 with J = min Qmax 

flight time = 1,449.449 sec i ' 51.60° 
rc = 6407566.000 m 7 = -7.360° 
0 = —81.096 deg * = 64.848° 
$ = 28.407 deg a = 14.147° 
Vr = 916.860 m/s 0 = 2.197° 

range traveled = 8,257.86 km — — 

Table D.12 TAEM conditions for EG21 with J = min Qmax 

flight time = 1,352.376 sec i = 28.50° 
rc = 6,407,566.000 m 7 = -7.360° 
0 = —80.944 deg # = 46.851° 
0 = 28.108 deg a = 9.419° 

Vr = 916.860 m/s P = 1.704° 

range traveled = 7,742.80 km — — 
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APPENDIX E SYSTEM ENGINEERING EXTRAS 

Our two greatest problems are gravity and paper work. 
We can lick gravity, but sometimes the paperwork is overwhelming. 

— Dr. Werner von Braun [52] 

RIGOROUS, executable models (what things to do) and structure (how things are to 

/be done) means a system engineering management plan (SEMP) includes tech

nical program planning and control that identifies organizational responsibilities. This 

includes methods for design and technical program reviews, control of documentation, 

and CALS transfer of information from paper to electronic media. This appendix in

cludes various forms that pertain to the SEMP for the G&C Project. Please refer to 

Chapter 7 starting on page 201 for detailed discussions on the SEMP for G&C Project. 

E.l Configuration Management Forms 

Please refer to Section 7.4 starting on page 220 for the discussions of configuration 

management. 

MIL-STD-100G entitled "Standard Practice for Engineering Drawings" [181] was 

used as a guideline to create the basic template for all of the specifications. 
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m 1 

Engineering Change Proposal (ECP) 

ECP Number: ISU-

(Please obtain the number from CML) 

Page 1 of 1 

- ECP -

Originator Name: Date: 

Configuration Item: 

Classification (please check the appropriate category): 

Priority 1: Prevents accomplishment of an essential capability; immediate attention is required. 

Priority 2: Adversely affects performance of an essential capability; need to be solved ASAP. 

Priority 3: Adversely affects performance of an essential capability; a known solution is available. 

Short description of problem (including troubleshooting documentation that has been tried) : 

Impact of problem (short term and long term): 

Recommended Solution: 

CCB Approval: Disapproval: Date: 

Date Received: Date Completed: 

m a 

Figure E.l Engineering change proposal form 



Ascent 
Guidance 

DWG #: Design Activity: Description: 
Ascent guidance interface input/output Guidance Project ISU-N830-DWG-001C 

Superseding Scale: N/A Unit: N/A Date: Sept. 7, 2002 Drafter/Engineer: ^ 

Inertial velocity vector (m) 

Misc. I-loads 

Position vector (m) 

Altitude (m) 

Dynamic pressure (N/m2) 

Flight phase 

Angle-of-attack (deg) 

Side-slip-angle (deg) 

Mass (kg) 

Roll, pitch, yaw rate 
commands (deg/s) 

Throttle setting (%) 

Roll, pitch, yaw 
commands (deg) 

Figure E.2 Ascent guidance interface input/output specification 



Position (m) 

Inertial velocity (m) 

Altitude (m) 

Longitude (deg) 

Latitude (deg) Entry 
Guidance Heading (deg) 

Angle-of-attack (deg) 

Bank angle (deg) 

Side-slip-angle (deg) 

Mass (kg) 

Mise. I-loads 

DWG#: ùgn Activity: Description: 
Entry guidance interface input/output Guidance Project ISU-N830-DWG-002C 

Drafter/Engineer: p^g Date: Sept. 7, 2002 Superseding Seale: N//A Unit: NyA 

Side-slip-angle 
commands (deg) 

Angle-of-attack 
commands (deg) 

Bank angle commands 
(deg) 

Figure E.3 Entry guidance interface input/output specification 
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.2 Work Breakdown Structure 

Please refer to Section 7.6 starting on page 235 for the discussions of WBS. 

Pre-Project 
Activities 

G&C Project 
Work Breakdown Structure 

(WBS) 

2.0 
Solution 

Development 
Implementation Support Disposition Mission 

Analysis Management 

Project Specific Activities 

Figure E.4 Level 1 WBS for the G&C Project 

1.0 
Mission 
Analysis 

1.2 
Identify 

technological 
Opportunities 

1.3 
Identify 
system 
support 
services 

1.4 

Mission needs 
analysis & 

assessments 

Risk 
Assessment 

Figure E.5 Level 2: mission analysis WBS 
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2.1 

Program 
Management 

System 
Engineering 

2.0 
Solution 

Development 

Test & Documentation Support 
evaluation 

2.3 
Software design 
& development 

Figure E.6 Level 2: solution development WBS 

2.1.1 
Work 

schedule 

2.1 
Program 

Management 

i r 

control 

2.1.3 
Status 

accounting 

Figure E.7 Level 3: program management WBS 

2.2 
System 

Engineering 

2.2.6 
Human 
factor 

2.2.1 
System 

requirements 
and 

definition 

2.2.4 
Quality 

2.2.3 
Support, 
maintain, 
reliability 

2.2.2 
Analysis, 
design, 

and 
integration 

2.2.5 
Configuration 
management 

Figure E.8 Level 3: system engineering WBS 
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2.3.1 
Software design 
& development 

2.3 
Software design 
& development 

f 

2.3.2 
Software 

integration 
Coding 

Figure E.9 Level 3: software design & development WBS 

3.0 
Implementation 

3.2 
Interface 

implementation 

3.1 
Program 

management 

3.2 
Miscellaneous 

engineering 

Figure E.10 Level 2: implementation WBS 

4.0 
Support 

Management 

4.5 
Infrastructure 

support 

4.6 
System 

performance 
assessment 

4.3 
Technical 
training 

4.4 
System 

operations 

4.2 
Maintenance 

control 

4.1 
Software 
updates 

Figure E.ll Level 2: support management WBS 
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Disposition 

/ / / / / / / / / 

5.1 5.2 5.3 5.4 5.5 
Program Decommission Engineering Environmental Dismantle/ 

management ing removal 

/ / / 

Figure E.12 Level 2: disposition WBS 

E.3 Failure Mode, Effects, and Criticality Analysis Worksheet 

Please refer to Section 7.7 starting on page 240 for the discussions of reliability 

analysis. 



IL 

IOWA STATE UNIVERSITY 
O F  S C I E N C E  A N D  T E C H N O L O G Y  

G&C Laboratory 

Failure Mode, Effects, and Criticality Analysis (FMECA) Worksheet 

2. 3. 4. 5. 6. 7. 

ID number List all potential 
failure modes 

Severity of 
effect 

Probability of 
failure effect 

Criticality Risk priority 
number 

Rank 

Prepared by: Date: Approved by: 

Figure E.13 Failure mode, effects, and criticality analysis worksheet 
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E.4 Story Tree 

Please refer to Subsection 7.9.5 starting on page 254 for the discussions of the story 

tree in the context of documentations. 

A story tree (sometimes called "storyboard" ) is a popular method for preparing group 

reports in industry. The fundamental idea behind the story tree methodology is similar 

to the work breakdown structure presented in Section E.2 — a methodical top down 

approach to write a technical report. The skeleton of the report is first developed to 

establish a general flow of the paper, i.e., at the chapter level. The responsible group for a 

particular chapter will decide what information, graphics and tables should be included. 

In other words, the idea behind a story tree is to develop a table of content, a list of 

figures and a list of tables before writing a paper. After reviewing each group's ideas, 

a detail story tree (section level) will be instituted to maintain a level of consistency 

throughout the paper. This technique will make certain that each chapter has the same 

type of information even though each chapter is written by a different group. Depending 

on the size of the report, further specific details at subsection level can be developed 

to be given out to team members. It is the author's experience both in industry and 

academia that the further a story tree is developed, the easier and faster it is to finish 

a report. Moreover, further development of a story tree also allows an overview of the 

paper flow (logic and order). The top two levels of the story tree used to develop this 

dissertation is displayed in Figure E.14. 



Proposed 
PhD study 

Introduction 

New RLV 
requirements 

RLV 
proposals 

Other current 
RLV development 

TAL 
(specs, graphics) 

ATO 
(specs, graphics) 

Entry 
(specs, graphics) 

TPS (adv, specs, 
graphics) 

RTLS 
(specs, graphics) X-33 info 

Mission Overview 

Ascent abort 

Entry 
inequalities 

Why new RLV? 

TAEM 
(specs, graphics) 

Ascent Dynamics 

Ascent 
equalities 

Ascent 
inequalities 

Entry 
equalities 

Entry 
(EOMs, graphics) 

Entry 
System 

Engineering 

Dissertation 

Optimization 
technique 

Ascent 
(EOMs, graphics) 

Loh's 1st / 2nd 

Graphics: 

7-V, r-V 

Graphics: 
ground tracks, 

r-V, a, a, Q 

Footprint 
ATO, TAL 
and RTLS 

i = 51.6 

Graphics: 
alt, vel, a, 

throttle, q, qa, 
Euler, 7, f3 

Nominal 
i = 51.6 & 28.5 

Graphics: 
alt, vel, a, 

throttle, q, qa, 
Euler, 7, /3 

Graphics: 
ground tracks, 

r-V, alt, vel, 

a, <r, 7> Ô, 9>rio, 

L j D  

EG13-21 

and min Q, 

Figure E.14 Story tree for this dissertation 
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Plaudite, amid, comœdia finita est! 
(Applaud, friends, the comedy/drama is over!) 

— Ludwig van Beethoven «0 
(final words, March 23, 1827) [182] 

Add up all the "dropwords" from "Nomenclature" to "Appendix E" will spell out.. 


