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INTRODUCTION

Crystallization cen be defined as the formetion of solid particles
within a homogeneous phase. The solid particles can be formed from
the vapor phase, as in the case of snow. They can be formed from a
liquid melt, es in freezing of water or the manufacture of large single
crystals. The solid can a2lso be formed from liguid solutions.

This last case of crystallization from solution is very important
industrially because of the wide variety of materials that is marketed
in a crystalline form. The main benefit of the operation is that a
crystal formed from an impure solution can itself be pure. It also
affords a practicasl method of obtaining pure chemical substances in a
satisfactory condition for packaging and storing. As a result, crystai-'.'
iization is used iz e wide range of industries from the production of
buik fertiiizers to the preparation of f£ine chemicals and igS.

In irdustrial operations the yield, purity, size, and shape of the
crystals produced are important factors. Many times, for example in
sugar production, it is especially necessary ithat the crystals be of
uniform size. Uniform size is desirsble for sppearance, for ease in
filtering and washing, and for consistent behavior in use. Uniformity
of size also minimizes caking in the package.

Attsinment of the desired size distribution is one of the main
objectives in the design and operation of industrial crystallizers. It
is the relationship between the competing kinetic rates of nucleation
and crystel growth that determires the size distributiorn of the product.

< e L e o £ o me By D -

Por many years achieviog the corrTect relationship comcerming the kinetics



was very much an art rather than a science. In the last ten to twenty
years, however, there has been a great deal of research effort in an
attempt to better understand the kinetics of crysteliization. To under-
stend the kinetics it is necessary to understand the two mechanisms of
crystallization; nsmely, crystal nucleation and crystal growth. These
two mechanisms coxpete for solute ir terms of their respective dependence
on supersaturatiorn. The classical theories of nucleation do mot predict
the observed nucleation rates in continuous crystallization from solution.

A considerable amount of theoretical work has been done in the area
o2 continmuous, mixed-suspension, mixed-product-removal crystallizers.
This type of crystallizer is like many used in industrial processes.
The analysis technique of using a crystal population balance provides a
convenient way to study the kinetics of nucleation and growth in a
nixed-suspension crystallizer.

Since both nucleation and growth are direct functions of the
level of supersaturation in the crystallizer, to fully urderstand the
kinetics of crystallizatiom it is important to know what level of super-
saturation exists., Normally the magnitude of supersaturation is quite
small in a MSMPR cooling crystallizer and this makes the measurement of
small changes in concentration very difficult. In most research to date,
the magnitude of supersaturation has been inferred from the resulting
crystal size distribution rather than the more desirable situation of
predicting the crystal size distribution from knowledge of the level
of supersaturation. Also, relationships tetween the level of super-

saturation and the birth and growth rates have not been available.



The objectives of this work are therefore twofold. First of all to
show that refractive index methods offer a way of continually monitoring
the level of supersaturation in a MSMFR crystallizer. Secopndly, to
develop the needed relationships relating the birth and growth rates

of crystels to the level of supersaturétion and to the crystallizer

temperature.



LITERATURE REVIEW
Solutions and Solubility

A solution may be defined as a homogeneous mixture of two or more
substances. The substances may be in any of the three states of matter--
gas, liquid, or solid. The solution is usually divided into two parts,
the solutes and the solvents. It is convertional to call the compoanent
in excess the solvent. For a solution composed of an inorganic salt
dissolved in water the water is the solvent and the salt the solute.

The solubility of 8 solute in a given solvent is usually stated as
the parts by weight per part by weight of solvent. If a hydrated sslt
is dissolved in water, the solute concentration should always refer to
the anhydrous salt. This will avoid difficulty when more than one
bydreted form exists over the temperature range being considered.
Solubility of salts in water is very temperature dependent, the solu-
bility increasing as the temperature increases for most but not all
common salts,

Saturation is an equilibrium condition. If a solution is saturated
with respect to a solid, it is in equilibrium with the solid phase. A
sclution containing more dissolved solid than that represented by satu-
ration condition is said to be supersaturated. Likewise if less dissolved

s80lid than the equilibrium amount is present the soclution is under-

saturated.
If a saturated solution is cooled slowly without disturbance it can

4y

be mede to show apprecieble degrees of supersatursticn, The state of

supersaturation is an essential feature of all crystallization operations,



The terms "labile" (unstable) and "metastable" supersaturation were
first introduced by Wilhelm Ostwald (46). These terms refer to super-
saturated solutioms in which spontesneous deposition of solid, in the
absence of nuclei, will and will not occur, respectively.

Mullin (38) describes research carried out by Miers into the
relationship between superssturation ard spontaneous crystallization.
Mullin expresses the results of Miers in a8 solubility-supersolubility
diagram like that in Figure 1. The solid line represents the solubility
curve and the dotted line the supersolubility curve. This super-
solubility curve represents temperatures and concentrations at which
spontaneous crystallization occurs. These two curves divide the diagram
into three zones:

(1) The steble zone where crystallization is impossible.

(2) The metastable zone where spontaneous crystallization is

improbable. Growth of seed crystals will occur in this zone,

{(3) The labile zone where spontaneous crystallization is probable,

but not certain.

Supersaturation may in general be induced by: (a) evaporating
some solvent, (b) cooling a saturated solution, ard (c¢) reducing the
solubility by addition of a third component. The first two are most
widely used in industrial type crystallizers--referred to as eveporative,
vacuum, or cooling crystallizers.

Ting and McCabe (59) observed that the supersolubility curve is
influenced by (a) cooling rate, (b) stirring rate, (¢) amount of

seed crystals, and (d) size of the seed crystals.
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Nucleation

Rucleation represents the first step in crystallization. Rucle-
ation may be defined as the formation of solid particles of solute
capable of further growth. Mullin (38) and Nielson (43) both give
detailed discussions of the subject. Also, for theoretical discussions
of ihe surface chemistry involved there is the text of Zettlemoyer (63).

Nucleation may occur spontaneously or it may be artificially
induced. These two cases are often referred to as homogeneous and
heterogeneous nucleation, respectively. Deciding on whether s system
is urdergoing homogeneous or heterogeneous nucleation may be quite
difficult. Mullin (38) divides 2ll nucleation into two types ke calls
"primary" and “secondary". Primary nucleation refers to all cases of
nucleation, homogeneous or heterogeneous, in systems that do not
contain crystals. Secondary nucleation refers to czses vhere nucleation
is ipduced by crystals present in the supersaturated system. BEe

therefore gives the following breakdown:

/ KNUCLEATION
PRIMARY SECONDARY
/ \ (induced by crystais)
HOMOGEREQUS HETEROGENEGUS
(spontaneous) (induced by foreign particles)

Secondary nucleation can occur by initial breeding, needle breeding,

polycrystalline breeding, or collision breeding,



Primary nucleation

Homogeneous nucleation The classical theory of nucleation is

based on thermodynamics and developed in particular on the formation
of a weter droplet from the vapor phase. This work, first presented
by Gibbs (24) and Volmer {62), has been modified and extended by many

workers.

The free energy changes assoclated with the process of homogeneous
nucleation are presented by Mullin (38) as follows. The over-all excess
free energy, AG, between a small solid particle of solute and the solute
in solution is equal to the sum of the surface excess free er.zerg',AG8 »
and the volume excess free energy, AGyp. .£5.G‘5 represents the excess free
energy between the surface of the particle and the bulk of the particle
and is 8 positive quantity, the magnitude of which is proportiornel to
r2. AGp is the excess free energy between a very large particle (r=1+2)
and the solute in solution; ard in a supersaturated solution it is a
negative quantity proportional to r3. Thus

AG =AGgtAGy

=L wrle + 4/3wr3AGy (1)

where W is the surface energy and AG, is the free enmergy change of the
transformation per unit volume. If AG from Equation 1 is plotted as a
function of r, the nucleus radius, it is seen that AG passes through a
maximum (see Figure 2). This maximum value, AG,pit, corresponds to the
critical nucleus, Tos apd for & spherical cluster is obtained by maxi-
mizing Equation 1:

dAG = 8rT + 4mr2AG, - 0 (2)

R
-




(+VE)

FREE ENERGY, AG

(-VvB)

SIZE OF NUCLEUS, r

Figure 2. Free emergy diagram for nucleation explaining the
existence of = "critical nucleus" (from Mullin (38))
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or

rc = AR (3)
AGy

where AG - 1s a negative quantity. Combining Ecuations 1 and 3 the
critical over-all excess free erergy is given by:

- 16 . brerd 4
AGerst é(ZGSZ = 2£ELe ®)

This shows that the behavior of a newly created crystal nucleus in

a supersaturated solution depends on its size; it can either grow or
redissolve. The process which it undergoes should result in the decrease
in the free energy of the system. Tke critical radius, Tas therefore,
represents the minimum size of a stable nucleus. If the particle is
smaller than r, it will dissolve because orly in this way can it achieve
a reduction in its free energy. Likewise, if & particle is larger than
ro it will coatimue to grow. The growth being due to an effort to

minimize the free energy.
Nielsen (43 ) discusses a more empirical approach to the nucleation

process. He proposes a relationship between the induction period, I
(the time interval between mixing two reacting solutions and the appear-
ance of the crystals), and the initial concentration, ¢, of the super-
setureted solution:

I = Kel™P (5)
where K is & constant and p is the number of molecules needed to form a
critical nucleus. It is suggested that the induction period, which
deperds on the supersaturation, represents the time needed for & nucleus

of critical size to be assembled. The means of observation is controlling
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when measuring I. Therefore this approech presents a problem.

Heterogeneous nucleation For true homogeneocus nucleation to

occur the solution must be void of all foreign particles such as dust,
seed crystals, etc. The production of en impurity-free system is
ﬁrtually impossible. Therefore it is generally accepted that true
exexples of sponteneous nucleation are rarely encountered. Most
nucleation of the primary type takes place as heterogeneocus nucleation.
The presence of a foreign body can induce nucleation at degrees
of supercooling lower than those regquired for spontaneous nucleation.
Therefore the over-all energy change associated with the formetion of 2
critical nucleus under heterogeneous conditions must be less than the
corresponding free energy change associated with homogeneous nucleation.
Fletcker (19) applied classical mucleation theory to the growth of
crystals on small foreign particles of different shapes. He developed
general relationships for predicting the bebavior of heteronuclei in
metastable systems.

Secondary aucleation

Secondary nucl- <%ion occurs when there are solute crystals present
in a supersaturated solution. Secondary nucleatiorn is caused by inter-
action between crystals or between crystals and other sclid objects such
as the vessel walls. Strickland-Constable (55) divides secondary
nucleation into four gemeral types. "Initisl" breeding occurs if
untreated crystals are put in a supersaturated soluticn. It is caused
by crystalline dust being swept off the newly introduced crystals.

"Needle" breeding occurs at high levels of supersaturation when needles
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or spikes called dendrites grow on the ends of crystals. The dendrites
are then broken off by fluid shear. "Polycrystalline" breeding is the
fragmentation of a weak polycrystalline mass. It occurs when crystals
are made up of small randomly oriented crystals that are broken by
agitation in the crystallizer. Ting and McCabe (59) found that if
crystals are free to collide with the walls of the vessel or with other
crystals that fresh nuclei are readily produced at very low super-
saturations. This fourth type of secondary nuclestion, called “"colli-
sion" breeding is thought to be the predominant nucleation mechanism
in industrial crystallizers.

In the past few years secopndary pucleation has become a very active
area Jf research. Melia and Moffitt (34) found that the number of
secondary nuclei produced in the presence of a parent crystal of solute
is dependent on the degree of agitation of the solution, the rate of
cooling, and the degree of supercooling of the solution, but is independ-
ent of the number, size, surface characteristics, and chemical nature
(provided overgrowth of solute can occur) of parernt crystal. Working
with xzsoh , Cise and Randolph (16) found secondary nucleation increases
with supersesturation, seed crystal mess and size, ard stirring rate.
They also say nucleation depends on crystal habit. At the same size
and mase concentration, crystals of polycrystalline habit generated more
secondary nuclei than crystels of elongated, mono-crystalline habit.
Comparison of data on both habits indicated secondary nucleation occurs

on the favored face.

Larson, Timm, and Wolff (31), working with ammonium alum and azmonium
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sulphate in a continuously operated mixed-suspension crystallizer,
found that secondary nucleation related to the magma density.

In studying the effects of additives in a continuous crystallizer,
Shor and Larson (s54) found that the nucleation rate could be changed by
changing the surface characteristics of the parent crysisl.

Cayey and Estrin (15) confirmed the mportaﬁce of cooling rate and
supersaturation, but they also observed an induction period with seeded
solutions of MgSOy in a pilot-scale agitated dbatch crystallizer.

Mullin and Leci (39) studied the seeding of citric acid solutions
in an agitated vessel. Secondary nucleation was observed to occur in
a series of pulses, mainly during the latent period. The nucleation
rate decreased with an increase in seed size or in the number of gseeds of
a8 given size.

Because collision breeding appears to be the primary type of
nucleation in most industrial crystallizers, determination of the mecha-

nism associated with it has been the topic of much recent work ( 3,6,16,17).
Crystal Grewth

There are three main steps in a crystallization process: (1) <for-
mation of a supersaturated solution; (2) nucleation of particles; and
(3) growth of the particles. Growth and nucleation nmormally occur
similtaneously in industrial crystallizers. However, it has been observed
that in some systems there are certain levels of supersaturation where
growth will occur and not nucleation. It also has been seen that in

certain cases even at levels of supersaturation which will normaily



1k

support nucleation, there will be no nucleation unless seed crystals
are introduced.

There are several texts which deal with the growth of crystals.
Among the books which include large sections on the subject are those
by Mullin (38), Nielsen (43), Ven Hook (61), and Ohara and Reid (45).
For a more comprehensive account of the historical development the
reader is referred to Buckley (10) or Strickland-Constable (55).

As Mullin (38) points out in his book, many attempts have been
made to explain the mechanism and rate of crystal growth. EHe uses the
three general headings of "surface enmergy", "adsorption layer", and
"diffusion” to classify the many theories.

The surface energy theories are based on the work of Gibbs (24).
He noted that an isolated droplet of fluid is most stable when its surface
free energy, and thus its area, is a minimum. He then suggested that
crystal growth might be considered as a special case of this principle:
the total free energy of a crystal in equilibrium with its surroundings
at copnstant temperature and pressure would be & minimim for a given
volume. Therefore, if & crystal is allowed to grow in a supersaturated
solution, the development of the various faces should be in such a
manner a8 to ensure that the whole crystal has a minimum total surface
free energy for a given volume. Mullin (38) points out that, although
there have been modifications to this original idea of Gibbs, so far there
is no general acceptance of the surface energy theories because there
is little quantitative evidence to support them.

The adsorption layer theory of crystsl growth wes first steted by
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Volmer (62). Volmer's theory is based on thermodynamic reasoning.
When units of the crystallizing substance arrive at the crystal face
they aren't immedistely irtegrated into the lattice, but merely lose
one degree of freedom. They are still free to move across the face by
surface diffusion. Atoms, ions or molecules will link into the lattice
in positions where the attractive forces are greatest; i.e. where the
greatest conceniration of similar molecules are located. Under ideal
conditions this step-wise build-up will continue until 2 lgyer is
complete. Then before a new layer can be started & new monolayer
island muat be created. Both Buckley (10) and Mullin (38) give accounts
of how this theory has been modified by people like Brandes, Stranskii,
and Xossel. But all of the modifications had the same problem. That
was the initiation of a new layer on the surface. Frank (20) and later
Burton, Caebrera, and Frank (12) solved this problem by introducing the
idea of screw dislocations. Most crystals contain dislocations, which
cause steps on the crystal surface. As pointed out be Frank (20) the
screw dislocation eliminates the necessity for surface nucleation in
the adsorption layer theories.

The third class of crystallization theories, the diffusicn theories,
have their origin in the work of Foyes and Whitney (44). They viewed
the deposition of solid on the crystal surface as essentially a diffu-
sional process. They also assumed that crystallization snd dissolution
were reverse processes, and the rates of both were governed by the

concentration difference between the surface and bulk of the solution.
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The crystallization equation proposed was
B - KAlec) (6)

where m = mass of solid deposited in time t; A = surface area of crystal;
¢ = solute concentration in supersaturated solution; c* = equilibrium
saturation concentration; and Kh = coefficient of mass transfer.

Based on the assumption that there would be a thin stagnant film
of the liquid adjecent to the crystal face, through which the solute
would have to diffuse, Nernst (42) modified Equation 6 to

am _ D A(c-c”) (7)
at - §

where D = diffusion coefficient of solute, and § = length of diffusion
path or £ilm thickness,

Equation 7 implies an almost infinite growth rate as §, the film
thickness, gets very small, i.e. when crystsals are very small. This
is not observed. Also observations show that crystallization and
dissolution are not necessarily reverse processes. Based on these facts
Berthoud (8) proposed a modification to the diffusion theory. EHe
suggested that crystal growth was a two-step process. The first step
is a diffusion process with solute moving from the bulk of the fluid
to the solid surface. The second step 18 a first-ordexr "reaction" step
where the molecules arrange themselves into the crystal lattice. These
two steps can then be represented by the eguations:

do )

Tt - Kah(e-cy (aiffusion) (8)
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%% - xrA(ci-c*) (reaction) (9)

where K = coefficient of mass transfer by diffusion; K. = rate constant
for the surface reaction; and ey = solute concentration in the solution
at the crystal-solution interface.

Bquations 8 and 9 can be combined by eliminating cy. Then an

over-all driving force, c-c*, can be used to give a general equaticn

for crystal growth
du (e-c*)2 (10)

& - %t

where KG is an over-all crystal growth coefficient. The exponent q is
usually referred to as the order of the over-all crystal growth process.

The diffusion theories cannot be reconciled with the adsorption
layer and dislocation theories. Although it is acknowledged that tke
diffusion theories have grave deficiencies (e.g. they cannot explain
layer growth or the faceting of crystals), it is convenient to measure
and report growth rates in diffusiopal terms. The utilization of the
mathematics of mass transfer processes make this the preferred approach,
from the chemical engineers®' point of view, despite its many limitetions.

it KC in Equation 10 above is independent cf size, the crystal
remains geometrically similar as it grows. McCabe's AL Law, McCabe (33),
states that all geometrically similar crystals of the same material
suspended in the same supersaturated solution grow at the same rate
regerdless of their size.

As pointed out by Misra (37), when the diffusion process is the

rate controlling step the growih rale becomes depeadent upon the rate at
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which solute arrives at the surface. The transfer rate is then related
to f£luid dynamics around the crystal and crystal size plays a role in
determining the growth rate. Violation of the AL Law caa then be

expected in these cases. Then Equatiozn 1C must be replaced with one
of the form

82 - Kghle-c™)t 2(@) (1)
where £{L) is a function of the crystal size. Various forms of the
function f£(1L) have been proposed:

Brensor (9): £(L) = P

Cenning and Randolph (1k): £(L) = (1 +alL)

Abegg, Stevens, and Larson (1): £(L) = (1 +aL)b

Types of Crystallizers

Most crystallizers can be divided into three general Yypes: eovapo-
rative, cooling, and precipitation. Evaporative crystallizers usually
operate under a vacuum and depend on the removal of solvent by evapo-
ration, causing the deposition of the solute., Systems that have flat
solubility curves are best handled with this type of crystallizer. A
cooling crystallizer tskes a hot concentrated feed solution and cools it
by refrigeration (also sometimes by evaporation). The solute is depos-
ited due to the reduced solubility at the lower crystallizer temperature.
Systems exhibiting steep solubility curves can be handled in cooling
crystallizers. In precipitation crystallizers supersaturation is pro-

duced by addition of a third component in which the solute is insoluble

or by producing an inscluble reacticzn product with e chemicel reaction.
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Industrial crystallizers may be of any of the above types. For
additional informat‘on on industrial crystallization equipment the
reader is referred to Bamforth (2), Bemnett (7), Saeman (51), or
Mullin (38).

Laboratory crystallizers are usually of the cooling or precipitation
type. Much of the work has been done in batch equipment because of
easier operation and control. However in the last decade much more
emphssis has been placed on comtinuous crystellizers. Continuous
crystallization is widely used in industrial applications and its use
in the laboratory is an attempt to obtain kinetic data appiicable to
industriasl systems. Bsatch and continuous systems are both important in

laboratory work and the type of system selected depends on the investi-

gation being performed.

Crystal Population Belance

Crystallizers of the continuous mixed-suspension, mixed-product-
removal type are widely used in both industry and the laboratory. Such
crystallizers behave as though they are perfectly mixed. Therefore, for
any arbitrarily small element of volume in the crystallizer, a full and
uniform particle-size continuum can be assumed to exist. Also the
distribution of the product crystals is the same as the distribution in
the volume of the crystallizer. For laboratory crystallizers the
constraints and copditions permitting this type of operation are rela-
tively easy to attain. Although perfect mixing is rarely achieved in

industriai crystailizers, many inGusirial units do approximste these

constraints,
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The following is an application of the population balance theory
to the steady-state operation of a MSMFR (mixed-suspension, mixed-product-
removal) crystallizer following the presentation of Randolph and
Larson (50). The constraints and assumptions used in the analysis
are as follows:

(a) perfect mixing

(b) no classification at withdrewal

(c) breakage assumed negligible

(d) uniform shape factor.
Steady-state operation requires that the feed rate, composition, and
temperature remsin constant, and that the crystallizer volume and tem-
perature remain constant.

The population éensity, n, is defined by

lim AN - 4N .
AL—0 AL & ¢ (12)

where N is the number of crystals in the size range AL per unit volume

of suspension. The number of crystals in the size range Ll to L2 is

then given by

Lo
N :Sn aL. (13)

The number of crystals in a given size range must be conserved with
no accumulation if the syetem is operating at steady-state. For a oumber
balance on 8n arbitrary size range L_1 to L, in the volume V of the
crystallizer we have:

Input to size range AL = Output from size range AL
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QiniALAt + VGlnlAt z QALAt ¢ VG2112 At (14)
where
Q; = volumetric flow rate in (volune/tine)

Bj = average population demsity in the range I to L,
in the feed (numbers/length-volume)

AL = Ip-L; (length)

At = increment of time (time)

= volume of crystallizer (volume)

G, = growth rate of crystals of size L (length/time)

n; = population density of crystals of size Ly
(numbers/length-volune )

population depsity of crystsls of size L2
(numbers/length-volume)

mb
"

G, = growth rate of crystals of size Ly (1length/time)

Q = volumetric flow rate out (volume/time)
Dividing thru by At and rearranging,

V(Gmp-Gimy) = (@gF;GE)AL (25)
Letting AL approach zero so that the average values of n become point

values; Equation 15 becomes

vé(Gn) .
8(en) - qun,-an (16)

Iy there are no crystals in the feed solution, By =0, and
(v/Q) a(6n)/dL +n - 0 (7)
Equation 17 represents the population balance for a MSMPR crystallizer.
It may be simplified further if, for the system being studied, McCabe's
AL Law holds. Then G is not a functioa of L.
GZz{(dn/dL) +n = G (18)

vhere “¥, the drawdown time, equals V/Q. Eguation 18 can be integrated,



22

letting r° denote the population density of zero-size particles or

nuclei,
n L
S &- -SO & (19)
which gives
n = o° exp(-L/G%) (20)

Equation 20 is the fundamental relationship giving the number
distribution of the crystal product obtained from a MSMFR crystallizexr
operated urder the given conditions. A plot of log n versus L gives a
straigbt line with an intercept at L = O of z° and a slope of -1/67.
Therefore, under the constraints and assumptions made earlier, if arp
experiment is carried out at a residence time, 7, the crystal growth
rate, G, and the nuclei density, n®, can be determined from measurement
of the population density, n, as a function of size, L.

Besides the text by Rendeolrph and lLarsor {(50) otkher references (5,

30,48,52) also deal with a mathemetical approach to the particle size
distribution. Canning and Randolph (14) derive an empirical model to
describe crystallization systems where growth rate increases with
increasing crystal size in violation of McCabe's AL Law. Canning (13)
points out that test work with industrial crystallization systems indi-
cates that results often deviate from the basic design theory. But he
goes on to point out that an awareness of these deviations can make it

possible to use data that otherwise might be discarded.
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Relatiox between Crystal Size Distribution and Kinetics

Kinetic information is importanmt to both the designer ard operator
of a crystallizer. Knowing the kinetics of a system is the key to
understanding the factors influencing crystal size distribution (csp).
By using the population balence it is possible to obtain insight on how

crystallization kinetics affects CSD.
To date, the attempts to find a satisfactory theoretical relation

for nucleation rate, B®, have not been too successful. Nielsen (43)
notes that a power-law function of supersaturation does a good job
of approximating the theoretical expressions. Randolph and Larson (50)
have had considerable success with the empirical expression
B = Kl(c-cs)m: Klsm (1)
where & is the supersaturationm, c-c,.
The growth rate, G, can also be expressed as a pover-law function

of supersaturation.

Gz xasn (22)

By definition,

SRR M € € @)

Therefore, the nucleation may be expressed in terms of the growth rate
and the population density of nuclel by
~ B° = % (24)
If growth is a linear function of supersaturation then n = 1. Egquationms
2]l and 22 may then be combined by elimination of s to give
B = KKGE (25)



24

Or by combining Equations 24 and 25

°© = KNGm'l (26)
Bquation 26 relates the population density of nuclei to the crystalli-
zation kinetics.

It was shown earlicr that by steady state operation of & MSMFR
crystallizer, the population balance enables the experimenter to
determine n° and G at a given residence time. By operating a MSMFR
crystallizer at different supersaturation levels the kiretic order can
be obtained from Equation 26.

A great many parameters of crystallizer operation have been found
to influence the crystallization kinetics and the CSD. Some of the
more important parameters are temperature, level of supersaturation,
izpurities, suspension density, and stirrer speed, Several investigators

( 22,29,32,45,49, 524) have reported the effects of one or more of these

parameters.

Importance of Supersaturation in Understanding the Operation of a

MSMFR Crystallizer

Supersaturation is the driving force for the crystallization process.
It was shown earlier that both nucleation snd crystal growvth can be
stated as power-law functions of supersaturation.
B° = k8" (21)
G: Kasn (22)
Because nucleation and growth are occurring simultaneously and in the

same enviromment, they are dependent on the same level of supersaturation.
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Therefore Equations 21 and 22 can be combined to give

B = Kye®/2) = el (27)
This represents a2 more general form of Equation 25 where n = 1. 1i then
represents the order of nucleation with respect to growth. While n
is the order of growth with respect to supersaturation and m is the
order of nucleation with respect to supersaturation.

The level of supersaturation in a MSMPR crystallizer often markedly
affects the CSD of the product. An analysis of the effect can be made
by following the work of Randolph and Larson (50). In their analysia
they assume that the suspension density (mass of solids per volume of
slurry) can be fixed at a given level regardlcss of the holding time.

As was shown previously for the MSMFR crystallizer, where crystal
growth is not size-dependent, the population balance yields

n = n° exp(-L/G?) (20)
Randolph and Larson (50; also show that a mass balance with one mixed
withdrawal point gives

G = Mp/6k, TA°(6 Z)3 (28)
where

G < growth rate

My = suspension density

K, = volumetric shape factor

Z - residence or drawdown time

° = population density of muclei

p = density

The effects of supersaturation on CSD can be observed by considering

two crystellizations carried out et the same temperature but at different



supersaturations. A convenient way to assure different supersaturations

is to operate at different residence times while meintaining the same

suspension density.

For crystallizations 1 and 2 operating to produce the same suspension

density, Mp, Equation 2 28 gives

z 61g,png(el?:l) : 6Kvpng(62?2)h (29)
or
Q
n> . ] 3
B - (“2‘52) (30)

Using Equations 26 and 27 to eliminate Gl and G, gives
L(i-1
ng (_1 514-35 (31)
By

and combining Equations 30 and 26 to eliminate n° gives

G2 {‘tl\ m (32)

l \c2/
As pointed out by Randolph and Larson ( 50), examination of Equations

20, 31, and 32 for 't-l> 2‘2 gives rise to the following observations:

(a) When the kinetic order i is equal to one, the CSD is
una.ffected by the supersaturation level, i.e., ng = ng
‘(2, although growth rates increase in proportion

vith ( ‘t l?

(b) When the kinetic order i is greater than one, say three,
n° increases with a decrease in holding time (increase in
supersaturation) by a factor (7y/‘T,) to the 4/3 power and
G again increases but to a lesser degree than when i - 1,
pamely by the factor ( ¥./'C_) to the 2/3 power. The net
result is smaller crystai sife at shorter holding times
(higher supersaturation).

(¢) when kinetic order is less than one, the crystal size
increases with increase in supersaturation.
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In summary, it appears that the higher the supersaturation, the
smeller the crystal size for systems which exhibit kinetic orders

greater than one. Also, the higher the order of nucleation, the more

difficult it will be to produce crystals of large size.
Effects of Secondary MNucleation

Many crystallization systems exhibit secondary nucleation effects.
When secondary nucleation is present it is necessary to use a kinetic
model which accounts for the nuclel formation directly related to the
solids in suspension. Kl used in Equsticz 21 must then be defined as:

.
SR (33)
In this case Ki accounts for the temperature effects in the system
and )@. accounts for the secondary nucleation effects. Equation 21
then becomes:
O _ o' o
B® 2 K My s (34)
Likewise when there are secondary nucleation effszis KH should
he defined as:
'l
KN = KN MT (35)
Then EqQuation 27 becomes:
B° = Ky M) ¢(m/a) - K. M Gl (36)

Measurement of Supersaturation

If the concentrationrn of a soluticn can be measured, and the
equilibrium saturation concentration at the same temperature is known,

it is 3 simple calculation to determine the sgupersetursticrn of the

<
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solution. There are many ways of measuring supersaturation, but not
all of these are readily applicable to practical use.

Solution concentration may te determined directly by analysis,
or indirectly by measuring some property of the system that is a
sensitive function of concentration. The direct methods are either
gravimetric determination or chemical analysis of the solution. Prop-
erties frequently chosen for indirect methods include density, viscosity,
refractive irdex and electrical conductivity. As discussed by Mullin
(38), these properties can often be measured with high precision,
especially if the measurement is made under carefully controlled
conditions in the laboratory. However, for the operation of a contin-
uous crystallizer the demand is usually for an in situ method, prefer-
ably one capable of continuous operation. Under these coniditions
problems may arise from the temperature dependence of the property
being measured. In general, density and refractive index are the
least temperature-sensitive properties.

Refractive index

Critical angle refractometry is based on the physical fact that
light travels at different speeds in different mediums. Refractive
index is defined as the ratic of the velocity of light in a sample medium
to the velocity in a reference medium. The most commor reference medium
is air. Gibb (23) gives the following relationship for the refractive
index of a transparent isotropic medium:

K, = sin ia/sin r, (37)

wvhere i, and T, &Te the angles of incidence and refractiozn, respectively.
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Both angles are measured from a plane normal to the surface of the medium

in question.
No 1
T Rey
V

Figure 3. Angles of Incidence and Refraction

Although K, is a relative measurement (based on the reference
medium) it is the value most often found in the literature. In genersl,
the refractive index of a substance decreases with increasing temper-
ature and vith increasing wave length of the illuminating ray. Unless
otherwise stated, stavdard temperature is assumed to be 20°C and the
standard wave length 539 mp (sodium D line). Because refractive index
is a function of temperature, it is important to control this variable.

The variation of refractive index with temperature is very nearly lipear

over a limited range.

Use of refractive index in crystallization measurements

The first reported use of meesuring supersaturation of a solution

by measuring changes in refractive index eppears to be the studies by
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Miers (35) in 1904 and by Miers and Issac (36). In this study a
solution of sodium nitrate and water was cooled. Measurements of
refractive index changed linearly until the solution reached its satu-
ration temperature. At the saturation temperature the refractirve index
levelled off until a shower of nuclei appeared. Upon appearance of the
nuclei the refractive index began to decrease and continued to do so
until the system reached equilibrium. The change in refractive index
was proportional to the change in the solution concentration.

Since that time refractive index measurements have been used to
measure the superssturation at different points along the surface of a
growing crystal (11) and to measure concentration changes in a batch
system (39,41).

Jenkins (25) used a Zeiss dipping refractometer in his work. He
used the refractive irndex to follow concentration changes of a solution.
He noted that the method had distinct advantages over some other methods,
the main advantege being it is quite rapid. He observed that with his
method the process liberated heat, slightly increasing the temperature
of the solution as shown by thermometric measurements. This had two
effects; (1) slowing down crystallization by reducing the supersat-
uration, and (2) decreasing the refractive index of the solution, thus
aprarently increasing the rate of the process. These effects partially
neutralized each other but the second was greater, so the rate is
apperently increased in the earlier, and retarded in the later part
of the run. To obtain accurate determimations in very rapid zruns

corrections had to be made for this effect.
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Klekar (28) used a differentisl refractometer in his measurements
on & MSMPR crystallizer. The supersaturatioz was directly measured

from a continuous sampling of the contents of the crystallizer.
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TRRORETICAT, DEVELOPMENT
Objectives of Present Work

The objectives of the present work are twofold. The first is to
demonstrate that the measurement of refractive index is a feasible
in gitu method of cortinuously moritoring the supersaturation in a
MSMPR crystallizer. As was mentioned earlier the level of supersatu-
ration in a8 crystallizer represents the magnitude of the driving force
for the two mechanisms of crystallization, rucleation and growth. To
fully understand the kinetics of crystallization and the resultant
CSD a method of measuring the crystallizer supersaturation is needed.
From the work done in the past it appears that refractive index measure-
ment is a very promising method of indirectly monitoring the super-
saturation.

The second objective rests on the success of the first. For, if
the continuous measurement of supersaturation in a MSMFR crystallizer
is possible, then there is much additioral information about the
crystallizstion process which may be investigated. Kot the least cf
which is the kinetic relationships between the nucleation and growth
rate and the level of supersaturation. If the supersaturation can be
measured directly this provides a chance to check out the power-law
relationships for growth and nucleation. If the power-law relations
are correct, then temperature effects can also be studied. The csomplete

kinetic relations as functions of both supersaturation and texperature

would then be obtainable.
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Supersaturation Relationships

The functional relationships given earlier are:

BC = Klsm (22)
for nucleation and,

G = K" (22)
for growth. If a MSMPR crystallizer is operated at the same conditions
except for varying residence times (which will change the supersaturation
level), then log-log plots of nucleation rate versus supersaturation
and growth rate versus supersaturation can be made. If these plots are

Egusticns 21 and 22 are verified. From the slopes the

f»na

P~
E

i
t+

parameters m and n may be calculated. The constants Kl and K2 may be
computed from the intercepts of the log-log plots.
As & further check a log-log plot of nucleation versus growth may
be prepared. If Eguation 27 is correct,
B0 = x6(®/2) = ket - (27)
then this plot should also be linear. Ard the slope and intercept may
be used to calculate i and Ky, respectively. Since i = m/n and

Ky = K/ (% 1(8/2) 1 ege values should check out with the earlier

calculated values.
If lipear log-log plots aren't obtained then relationships different

from the power-law functions of supersaturation would be needed to
describe the crystallization kinetics. Development of such relationships
should be greatly aided by having an actual measurement of the super-

saturation level.

If the measurexment of supersaturation in an operating crystellizer
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is possible then effects of other parameters of the crystallization
system may also be studied. By varying such parsmetlers as temperature,
stirring rate, and impurity levels it would be possible to see how this

affected the overall kinetics and the order of growth and nucleation

(m and B)

Effects of Temperature

To obtain the complete kinetic relationships for crystal growth
and nucleation it is advantageous to study the temperature effects. A
study of Equations 21 and 22 reveals that in each case there are three
parameters that may vary with temperature. They are: the rate coeffi-
cient, Kl or K_, the power parameter, m or n, and, indirectly, the
supersaturation, s. Supersaturation is not directly temperature-
dependent, but may be supported at different levels for different
temperatures due to the combined kinetics of growth and nucleation at
the temperaturee involved. Analogous to the kinetic relatioms for
chemical reactions, it would not be expected that the power values, m
and n, would change with the temperature of growth or nucleation. This
leaves only the rate coefficients, K for nucleation and K, for growth,

1
as temperature dependent parameters in the power-law functions.

As noted by Genck (21}, both of these coefficients might reasonably
be expected to follow an Arrhernius-type temperature dependency. Assuning
this type of dependency the foliowing equations are applicable:

K) = k; exp(-Eg/RT) (38)
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K, =k, exp(-EG/RT) (39)
where kl and ke are frequency factors; and EN and EG are activatior
energies for nucleation and growth, respectively. Tke activation
energies may be calculated by operating the crystallizer at different
temperature levels., A different Ki and Ké value can be calculated for
each temperature using the methods described above. Then semi-log
plots of Ki and K, versus 1/T can be made. If Arrhenius-type dependency
is indeed followed the semi-log plots will yield straight lines. The
slopes of such plots can then be used to calculate the values BN and EG.
While the intercepts yield values for kl and ka. Complete kinetic
relationships for nucleation and growth will then be avsilable:

B°/M) =k, exp(-E /RT) &" (k0)
and

G I kp exp(-Ey/RT) 8" (41)
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EXPERIMENTAL
Equipment

A simplified flow diagram of the equipment used is shcwn in
Figure 4. The equipment can be divided into five primary subsystems:
(1) the crystallizer, (2) the feed supply system, (3} +the with-
drawal system, (4) the coolant system, and (5) the sampling and
instrumentation equipment.

Crystallizer

The crystallizer used in the present work was g mixed-suspension
mixed-product-removal cooling crystallizer. It was a plexiglass
cylindrical vessel equipped with three baffles snd a propelier type
agitator. The overall volume of the vessel was approximately 1% liters,
however the active volume used was 10 liters. A partial draft tube
was achieved by the helical stainless steel cooling coil which was
immersed in the crystallizer. The agitator which was vertically mounted
in the center of the vessel was powered by a Model V-7 Lightrir Mixer.
The direction of flow was down the center and up the ocutside annular
space between the cooling coil and vessel wall. The agitator speed was
ad justable to provide good mixing of the mother liquor and crystal
suspension.

Previous studies (4,18) have shown that it is important to ineure
isokinetic withdrawal in a MSMPR crystallizer. Therefore the product
withdravel tube was placed parallel to the circulation flow and the

withdrawal was made in the direction of flow.
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A sketch of the crystallizer is shown in Figure 5.

Feed supply system

The fe<2 solution was prepared and stored in a 55 gallon stainless
steel drum. The outside of the tank was insulated. An electrical
immersion type tank heater was used {0 heat the solution. The heater
was thermostat controlled to mzintain the desired temperature in the
feed tank throughout the experimental runs. The feed solutlion was
mixed by a three-bladed impeller powered by a 3/4 horsepower Lightnin
mixing motor.,

The feed solution was pumped to the crystallizer by an Eastern
1/15 horsepower centrifugal pump that was controlled by a Variac variable
powerstat. Also included in the feed line were & rotameter to monitor
the flow rate, a8 needle valve for flow control, and a 0.35 micron Pall
Disposable Filter Assembly. The feed inlet to the crystallizer was
from above with discharge into the center of the vessel.

A heat exchanger was also incorporated into the feed line to
help maintain temperature control. The thermostat control on the
immersion heater in the feed drum produced some fluctuations in the
temperature of the feed solution. A small glass heat exchanger was
used to decrease the amplitude of these fluctuations and therefore
maintain better temperature control in the crystallizer. The feed
soilution was fed through a single spiral tube. Water from a constant

temperature bath was passed through the shell side of the heat exchanger.
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Withdrawal system
The average outflow from the crystallizer was too small to withdraw

continuously without size classification. Therefore intermittent
product withdrawal was used so that high withdrawal velocities could

be achieved., To accomplish the intermittent withdrawal, a Sargent
Laboratory Relay was used in conjunction with an adjustable time delsy
unit. A copper electrode was used to sense the ligquid level. The probe
was set at the maximum desired liquid level for the vessel. When the
1iguid level reached the height of the probe it would complete & circuit
and activate the relay-time delay system. This system would then start
the withdrawal pump which ran for a preset length of time until the
time delay shut off. Withdrawal times of 2, 10, or 15 seconds could

be used., The withdrawal pump was a Jabsco self-priming, centrifugal
pump. The slurry withdrawal tubing between the crystallizer and the
pump was 3/8 inch i.d. stainless steel. This tubing was wrapped with
an electricalheat tape to provide some initial heating of the slurry
before it was returned to the feed tank.

Coolant system

The coolant used was a mixture of water and ethylene glycol. The
mixture was stored in another insulated 55 galion stainiess steel drum.
The coolant supply was kept at a constant temperature by a Blue M
Refrigeration Unit which bhad & maximum capacity of 350 watts. The
coolant was pumped through the stiainless steel coil in the crystallizer
by an Eastern 1/15 horsepower ceatrifugal pump. The coolant flow rate

was controlled by a Variac connected to the pump.
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Sampling and instrumentation

The differential refractometer used in the experimentes was a
Waters Associates Model R-40&. The unit has two cells, ome for the
reference mseterial and one for the sample. The refractometer measures
the deflection of a light beam resulting from the difference in refrac-
tive indices between the sample and the reference liquid. The instrument
is capable of measuring changes of 1 x 10~7 RI units. The output
signal from the refractometer is in millivolts. Witk the use of cali-
bration curves the output may be converted to refractive index units,
or in the case of the present work to concentration units. The output
was recorded by usirg a Beckman Instruments Offmer Type strip chart
recorder. To insure thermal accuracy of the refractometer a Haske ¥J
circulating water bath was used to keep the temperature of the refrac-
tometer constant.

The sample withdrawal port was in the side of the crystallizer as
shown in Figure 5. The opening was covered with a fine mesh screen
with an aperture of 75 microns to prevent crystals from leaving the
vessel. Smell 1/8 inch plastic tubing was used for the flow to the
refractometer. A Masterflex variable speed drive pump with solid state
controller unit was used in the sampling line between the crystallizer
and the refractometer to provide a constant flow rate. Masterflex pump
head number 7014 with a range of 7.5 to 150 ml/min was used.

To provide a reference solution a "saturator" was installed inside
the crystallizer. This was a Pyrex tube 1 and i/8 inch in diameter and

7 inches long. The bottom of the tube was sealed using a Millipore
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Swvirnex-25 filter unit with a 1/10 inch outlet. Plastic tubing was
connected to the outlet to allow liquid withdrawal. The filter unit
contained 25 mm filter paper with a maximum opening of 0.85 micron.
The top of the "saturator" cylinder was left open but mounting was such
that the top was above the liquid level in the crystallizer.

The "saturator" was filled approximately half full with KN03 crys-
tals and then filled with distilled water. The arrangement provided a
supply of saturated KNO3 solution at the same tempersture as the
crystallizer and thus represented a reference for supersaturation
measurements. Withdrawal from the "saturator” to the reference cell
was periodic and was accomplished using a second Masterflex pump. If
the 1iquid in the "saturator" became depleted during an experimental
run it could be momentarily lowered below the liquid level of the
crystallizer and refilled with the crystal slurry. The bed of undis-
solved KNO_, crystals was more than ample to ensure a saturated solution

3
at all times during the run,

For those experimental runs where the crystallizer temperature
was greater than the room temperature an electrical heating tape was

used on 8ll saxpling lines to prevent in-line crystallization and flow

blockage.

Calibration of Refractometer

Before the refractometer can be used in the experiments it must be
calibrated. The refractometer measures the difference between the

refractive indices of a sample solution and a reference solution.
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Calibration allows the refractive index difference to be coaverted to
a concentration difference, a value of supersaturation.

Solutions of known concentration were prepared by addirg known
weights of KNO3 to known weights of water. Each of these kpown solutions
was then used in the reference cell of the refractometer to produce
a calibratior curve. BEach reference solution was handled in the same
manner and each resulted in & calibration curve., Successive knowa weights
of water were added to each reference solution. After each water additia
a small amount was placed in the sample side of the refractometer and
& reading made. At all steps of the procedure the solution concen-
tration was calculated by gravimetric methods. The results were plotted
as calibration curves. The slopes of the calibration curves were calcu-
lated to give the change in refractive index per change in concentration,
AR.I./AConc. This therefore gives the relationship between refrac-
tometer reading and supersaturation. A total of eight different cali-
bration curves were obtained, each with a8 different reference concentra-
tion. The curves all had linear slopes for a small change in concen-
tration, and the curves were all nearly parallel. The calibration curves
are shown in Figure 6. The resulting slopes are given in Table 1.

Averaging the values given in Table 1 yields a calibration value of

-175 uRi/mssu.



Figure 6. Refractive index calibration curves for KNO3
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Table 1. Slopes of the refractometer calibration curves

Run pumber Slope, nRI/mesu®
ke =177
5S¢ -203
éc -162
Te -180
8e -210
S¢ 143
10c -169
1llc -15%

3R] = 10.6 refractive index units

mssu = millisupersaturation unit or 1073 grams KN03/gram H,0.

Procedure

Feed preparation

In preparing the feed solution rcagent grade potassium nitrate
vas used. Feed of the desired concentration was prepared by dissolving
the required weight of salt in distilled water. For each series of
experimental runs the feed concentiration was selected to be that of a
saturated solution at a temperature one to two degrees centigrade above
the crystallizer temperature being used. During the crystallizer opera-
tion the feed solution was maintained at a temperature at least three
degrees above the saturation temperature to ensure that all crystals
were dissolved.

At tke beginning of each temperature series approximately 25 to
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35 gallons of feed solution was prepared. This amount of solution was
sufficient to keep the heating coil submerged and to redissolve the
crystals that were recycled in the product slurry. The feed concen-
tration was checked by hydrometer and/or gravimetric methods at the
beginning of each experimental run. Periodically over a series of rurs
emall additions of make-up water were required to replace water lost
from the feed tank by evaporation. In all cases it was attempted to

keep the feed concentration approximately the same for a series of rums.

Coolant system

Refrigeration was provided by a Blue M portable cooling unit
equipped with a 1/3 h.p. motor and having & maximum capacity of 350
watts. The coil of the cooling unit was placed in 8 mixture of ethylezne
glycol and water (approximately 25 gallons). The refrigerstion unit
was turned on prior to the beginning of a run so that the coolant solu-
tion could be cooled to a temperature 10°C below the operating level of
the crystallizer. The time required for this initial cooling down
depended upon the coolant temperature desired and varied from a couple
of hours to overnight.

During an experimental run the coclant was circulated through the
stainless steel coil inside the crystallizer and returned to the storage
drum by means of a centrifugal pump connected to a Variac powerstat.
Steady state temperature in the crystallizer was maintained by varying
the coolant flow with changes in the powerstat setting. At the beginning
of a run the temperature of the coolant mixture would rise until steady

state operation was achieved. {t steady state there was usually orly e
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one or two degree centigrade temperature difference between the coolant
and the crystallizer.

Due to the limited heat removal capacity of the Blue M unit the
coolant sometimes continued to rise in temperature at short residence
times. It was then necessary to increase the flow rate of the coolant
by adjustment of the powerstat. This procedure changed the amount of
coolant available to carry away heat and was continued throughout the
run as needed. In these runs it was necessary to start with a lower
initial temperature of coolant.

Operation of crystallization system

The feed solution was stirred and heated to the required temperature. '
The cooclant mixture was cooled to the desired temperature. The feed
flow and coolant flow were started at the same time. The feed flow rate
was asdjusted to give the proper flow rate. The feed solution was pumped
from the drum througkt a finel filter, & control valve, a rotameter, and
into the crystallizer. When the crystallizer was filled the vessel
stirrer was started and adjusted to a speed of 2000 RPM. Also the opera-
tion of the level controlier and the product removal pump was initiated.
The coolant flow rate was adjusted to bring the crystallizer to the
desired temperature level. During the run adjustments were made in the
feed and coolant fliow rates to maintain a constant residence time and
crystallizer temperature.

The crystallizer was operated for 8 minimum of eight residence times
to achieve steady state. Then supersaturation measurements were started.

The supersaturation data was collected for two to six residence times.
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Sampling of the crystal suspemsion was then initiated. Two samples
of the crystal suspension were obtained approximately one half bour
apart.

After all of the data for a run had been collected the feed and
coolant pumps were shut off, the crystallizer was emptied, and then
filled with distilled water.

Sampling and filtration of crystals

A graduated vacuum flask was employed to withdraw samples of the
crystal suspension from the operating ¢ryctsilizer. This method resuited
in quick removal of the sample which prevented size classification and
led to oommdziconsy in the method of semnling, The size of the samples
varied depending upon the suspension density but were generally in the
range of 400 to 800 milliliters in size. Samples withdrawn from various
locations in the crystallizer for the same run revealed similar size
distributions. This offers supporting evidence for the assumption of
perfect mixing in the operating crystallizer.

After obtaining the sample it was important that the motker liquor
be filtered off as quickly as possible to prevent new crystallization or
the dissolving of existing crystals. Therefore the samples were immedi-
ately filtered by suction after being withdrawn from the crystallizer.
Either Whatman No. 5 or Whatman Fo. 41 filter paper was used in a 9 cm.
Coors filter. After being filtered the crystals were washed at least
three times with mother liquor and once with a final wash of acetone.

Suction was continued until the crystals were dry enough for easy removal.
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a day before being sized. When the crystals were dry their total weight
was recorded for use in calculating the suspension density.

The crystals were separated and sized using a set of 3-inch, U. S.
Standard eieves. Initial agitation was provided by a Ro-Tap testing
sieve shaker. Each sample was shaken for an hour. It was found that
better separation occurred when additional shaking was provided by
hand. Sieves of the following mesh and aperture sizes were used (the
apertures expressed in millimeters are in parentheses): 16(1.19),
18(1.00), 20(0.8%1), 25(0.710), 30(0.600), 35(0.500), 40(0.420), 45
(0.355), 50(0.300), 60(0.250), 70(0.212), 80(0.180), 100(0.150), 120
(0.125), 140(0.106), 170(0.090), 200(0.075), and the pan. The crystals
wvere then removed from each screen and placed on weighing papers. The
weight of each size fraction was then found using & Mettler Balance.
From the various weights the population density could be calculated.

SBupersaturation measurement

While the crystallizer was coming to steady state the refractometer
was turned on to warm up and the constant temperature bath war brought
up to the desired temperature. Also the saturator was filled with
solution from the crystallizer. Before collecting data the recorder
was turned on and the refractometer was zeroed using distilled water in
both cells. When the crystallizer had reached steady state the sampling
pumpa for both the saturator and the mother liquor were started. The
recorder was started and supersaturation readings were taken for a
minimum of two residence times, Flow from the crystallizer wss cortinu-

ous during the data collection. Flocw from the saturator was intermiti
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.however. Initially the reference side of the refractometer was
flushed and filled using solution from the saturetor. Then this flow
was shut off with the reference cell of the refractometer then containing
stagnant liquid. If apd when the temperature in the crystallizer
changed by more than 0.1°C the saturator pump wag again sterted and
the reference cell filled with new solution from the saturator. If
the saturator was emptied during a run then it was refilled from the
top with crystallizer soiution. As solution was passed through the
saturator the crystal bed grew. Therefore after a few runs it was
necessary to clean excess crystals out of the saturator.
Supersaturation deta was collected for at least two residence
times during each run. At the end of the run all lines, the refrac-

tometer, and the pumps were flushed with distilled water.



52

RESULTS
Treatment of Data

As was mentioned earlier a sieve analysis was used to obtain the
weight fractions for the various size ranges. To obtain population
densities this weight distribution had to be converted to number of
particles. The procedure used to find the population densities was
as follows:

a) The arithmetic average diameter, f, of each fraction was deter-
mined., This is just the arithmetic average of the wmperture for the
sieve the fraction was collected on and the aperture of the sieve-
directly sbove in the nest.

b) The weight of each fraction was converted to number of crystals
by dividing by the cube of the average diemeter, 3 » the volumetric
shape factor, K, and the density of the solid crystals. The volumetric
shape factor relates the particle volume to the size cubed. For this
analysis a shape factor of 1.0 was assumed for potassium nitrate. (See
Appendix A.)

c) The number of crystals in the size fraction was then divided
by AL to obtain the population density, n. AL represents the width of
the fraction and it is obtained by taking the difference in aperture
diameter between successive sieves.

d) The population density of crystals was then put on a basis of

100 ml. by multiplying by the ratio of 100ml. volume to the suspension

sampie volume, V,.
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The above calculations can be combined into one equation which

gives the population density as a function of the weight fraction

obtained:

_ W 100 )
n = (ijAL)( VS / (2‘2)
See Appendix B for the breakdown of the different size fractions.

The readings from the differential refrectometer were in milli-
volts. However once the refractometer had been calibrated it was
a simple multiplication to change the millivolt readings to concen-
tration differences and thus supersaturation. It must be emphssized
here that the calibration as well a2s all data collection had to be
done at a' specific constant temperature. This is the reason for the
Baake constant temperature bath. The water flow from this bath was
circulated through the refractometer unit at all times to maintain a
constant temperature. This constant temperature was 35°C which was
selected 80 as to be well above the crystallizer temperature for all
runs.

As was mentioned earlier the supersaturation reading was recorded
over a period of two to six residence times. During this recording time,
wvhich was all at steady state operation of the crystallizer, there were
fluctuations in the supersaturation reading. These fluctuations were
due to slight variations in flows and the normal cycling which occurs
with an operating system, Refractive index and also supersaturation are
extremely temperature sensitive. The operating crystallizer did go

through thermal cycling. In all cases this cycling was held to * 0.5°C.
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However this thermal cycling was responsible for much of the fluctuations
in supersaturation. In most cases the fluctuations in supersaturation
wvere on the order of ¥ 20%, however in a few rums the fluctuations became
as great as T 50%. Because of these fluctuations a time-averaged value
of supersaturation was obtained for each run during steady state opera-
tion. It is the time-averaged values which were used for plotting and
further kinetic analysis.

The physical arrangement of equipment used in the measurement
of supersaturation resulted in a slight variance in the supersaturation
reading which could be accounted for. This was because of the screen
over the sample port. As was mentioned earlier the sample port was
covered with a fine screen with 75 um apertures. The purpose of the
screen was to filter out the crystals from the suspension and have only
mother liguor for supersaturation measurement. However, since the screen
had an aperture of 75 pm, crystals smaller than this size could pass
on through with the mother liguor. Since the refractometer was always
operated at a temperature well above that of the crystallizer these
crystals would be redissolved in the refractometer and thus increase
the mother liquor concentration. A correction can be made for this
increase in concentration by using the population density piot. By
integrating under the curve from size zero to size 75 um the total mass
of crystals going through the screen cax be calculated. It is then &
simple calculation to find the increase in concentration of the mother
liquor due to redissolving. This calculation was performed and it was

found that the concentrstion change represented an adjustment in super-
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saturation amounting to only 1-2% of the measured value for almost
all cases, There were one or two cases where this correction was as
high as 5% for a maximum.

The sampling screen and the sampling technique employed also
offered a potential problem in the supersaturation measurement which
could not be corrected for. This problem concerned the build-up of
a crystal €ilm or thin cake on the surface of the screen. If such a
cake were to form on the screen then mother liquor being drawn through
the screen could have some of its supersaturation relieved by growth
of the crystals in the film. This would result in too low of & concen-
tration of the mother liquor and therefore too small of & supersaturation
measurement. In testing earlier designs for sampling this problem had
arisen. However, with the design presently being used, no such problem
was experienced. The screen was placed flush with the wall and the
flow in the crystallizer tended to wash the screen surface clean. Only
a small film was ever observed ard it did not appear to affect the super-
saturation readings. There was no visible drop off of supersaturation
as sampling time was increased.

There were times when the suspension density was so high that the
screen became plugged with enough crystals to stop the sampling flow.

In these cases the line was back flushed with small amounts of distilled
water or air in a hypodermic needle. This usually worked to clean the
screen and allow the continued mescurement of supersaturation after the

system had recovered and returned to steady state.
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Determination of Growth and Rucleation Rates

It was shown earlier that Equation 20 is the fundemental relation-
ship giving the number distribution of the crystal product obtained
from a continuous MSMPR crystallizer operating at steady state.

n = n° exp(-L/GT) (20)
A plot of log n versus L gives a straight line with an intercept at
L = 0 of n° and 2 slope of -1/6 Y. This relationship therefore gives a
method of determining the growth and nucleation rates from the population
density data obtained for eact run. A semilog plot of populatior density
versus size was made for each set of data. An example of one such plot
is shown in Figure 7. An exponential least squares analysis was conm-
pleted for each plot. (See Appendix C.) This gave the best fit inter-
cept and slope for the data which were in turn used to calculate the
nucleatioz rate, B9, and the zrowtk rate, G, using Equaticn 20.

In each experimental run two samples were taken yielding two
populetion density plots. A least squares analysis was done for both
plots and the data set giving the best correlation of f£it was used to
calculate the growth and nucleation rates for that run.

Kucleation rate is a function of the suspension density in the
crystallizer. For KNO3 the relationship is a direct one with the suspen-
sion density, Mp, being to the first power (53,58):

B = £(Mp) (43)
In the experimental runs the suspension density varied from one run to

another. Therefore for the calculated nucleation rates to be comparable



Figure 7. Typicel plot of crystal size distribution for KNO3



POPULATION DENSITY, n, no/um=-100 ml

58

1000

100

10

0.1

SAMPLE |
SAMPLE I
14.1°C

19.1 min
0.88 g/100 ml

1.26 g/100 ml

4.89 um/min

4.89 um/min

940 #/100 ml-um
1400 #/100 ml-um
4500 #/min-100 ml
6850 #/min=-100ml

| I I IR SN R S B

S S
0 100 200 300

400 500 600 700 800 900 1000 1100
CRYSTAL DIAMETER, L, um




59

from run to run it was necessary to put them on & common basis. This
was done by using a suspension demsity basis of 1.0 g./100ml. To
achieve this all nucleation rates were divided by the suspension
density for that run.

The suspension density for a given crystallizer run was calculated
from the crystal suspensior samples obtained. The total weight of
crystals cbtained in each sample after filtration and drying was
divided by the total volume of sample taken from the crystallizer. If
the crystallizer is well mixed and the sampling procedure is valid
then this value of sample suspension density should be representative
of the suspension density present in the crystallizer. The extent to
which this is true may be questionable, however. Often the two suspen-
sion samples taken for any one given run resulted in different suspension
densities. Although in most cases the differences were not great.

The experimental results for all of the rums are tabulated in

Appendix D.

Growth and Rucleation Kinetics

Supersaturation dependency

The growtk ard nucleation kinetics were studied as a function of
supersaturation. To do this the supersaturation level was varied by
varying the residence time. By holding all other parameters constant
and varying the residence time from run to run a change in supersatu-
ration level with corresponding change in growth and nucleation rates

was achieved. This experimental procadure was foilowed ai four different
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temperature levels from 10°%¢ to 2S°C.
As was mentioned earlier past work has indicated that power-law

empirical models provide the best relationships between growth and
nucleation rate and supersaturation. The approach used then was to see
if the data did indeed fit a power-law relationship; and, if it did, to
find the best empirical relationship. To test the power-law relation-
ships a graphical procedure was used. Growth rate versus supersatu-
ration was plotted on log-log peper to see 1if a straight line resulted
as is indicated by the relation given in Equation 22 where

G = Késn (22)
In all of the cases the resulting £it of the data showed that growth
rate is approximstely a linear function of supersaturation, that is
t-om the slope n is found to be epproximately 1.0. Therefore the
growth rate versus supersaturation data was plotted on linear paper
and the resulting figures are 8-11. Although there is a great deal of
scatter in the data, a linear relationship seems to best describe the
rit.

It should be noticed here that some of the curves do not pass
through the origin if extrapolated. That is, the grcwth rate becomes
zero at a positive value of supersaturation. fhere are perhaps two
explanations which might explain this., The first possibility is that
the dats cover only & linear portion of a higher order curve. The range
of supersaturation measured is relatively smali. Ko values were obtained
below 0.0035 g. KNO3/g. Eéo 2t any of the temperatures. Therefore

exirapolation below this range with a linear curve may not give the
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correct relationship which would be found at the lower values of
supersaturation. The smell range of supersaturation observed in

these experiments may represent linear portions of a higher order

curve. A higher order relationship may be needed to describe the entire
range of supersaturation.

The second possibility is that there may be & minimum driving
force (level of supersaturation) required to produce a net growth rate.
It is difficult to visualize any physical model of growth which would
explain this type of relationship. It would seem that any super-
saturation should result in some finite growth rate. Therefore the
first explanation would appear to be the correct one.

Jones and Mullin (26) observed s similar relationship in .their
work with potassium sulphate. They found there was a positive value of
supersaturation even when the overall linear growih rate was zero.
Mullin (38) points out that this is the relationship one would expect
if the Burton-Cabrera-Frank growth equation is used. This equation
approximates to a growth rate proportioral {to the supersaturation
squared at low values of supersaturation. But at high supersaturations
the equation reduces to a linear relatiomship between growth rate and
supersaturation. This points out a very important limitation of both
growth and nucleation relationships found in the present work. That
is they are only good for the range of parameters that were studied.
They should not be extrapolated beyond that range.

Power-law relationships were also expected for the nucleation versus

supersaturation data. As with the growth rate a graphicsl approach vas
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employed to test for the validity of Equation 34.

BO = Ki xi?. g” (3%)
Log-log plots of nucleation rate (corrected for suspension density)
versus superseturation were made for each of the temperature levels
studied. These plots are shown in Figures 12-15. The data has a great
deal of scatter but the figures also show the best least squares fit
of the data points. The slopes are quite steep resulting in a rather
large value for the power exponent m.

In looking at the nucleation rate date another form of the power-
law relationship was suggested. It was felt that the supersaturation
value should possibly be corrected by & value s'. This s* would
represent a minimum value of supersaturation required in the crystalli-
zation system to produce any net nucleation rate. If s” was subtracted
from the measured value to give a quantity (s-8*), then the power-law
model would take on the form:

B = K, M) (s-8%) (k)
Since both growth rate and nucleation rate are dependent upon the same
level of supersaturation the proper velue of s¥* might be suggested by
the positive intercept in the corresponding growth rate curve. Figures
16-18 give the corresponding plots to fit this new relationship given in
Equation 44 for all temperatures except 25°C. (The datas at 25°C vas
found to give a better fit using Bquation 3%.) From these plots it is
found that a power of m = 1.7 best Zits the data for all the temper-
atures studied.

In developing the power-law expressions it was showz thet 23 e
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check & log-log plot of nucleation rate versus growth rate could be
prepared. This plot should also be linear and fit the relationship:

B9 = Ky M) G (36)
To perform this check the plot of B (corrected for suspension density)
versus G was made for each of the temperatures studied. The plots are
shown in Figures 19-22. The slopes yleld a value for i of 1.7. This
supports the idea that +the nucleation relationship should be of the
form:

BC = K;'L H,‘; (s-8™)2 (bis)
As was shown earlier the growth rate is an epproximately linear function
of supersaturation. It was also shown during the section on model
develomment that i = (m/n). We have seen that n is approximately equal
to 1.0 and that 1 is approximately equal to 1.7, so therefore m should
be equal to 1.7 as was found in using the relatiorship of Equation &4k,

It should also be noted that the data shows much less scatter than
the plots involving supersaturation. Since this type of plot does not
involve data from the supersaturation measurement this indicates the
scatter in earlier plots can be attributed to errors in measurement of
the supersaturation. This is 8s might be expected since the super-
saturation value is very small and quite sensitive to small changes in
temperature, pressure, impurities, etc.
A summary of the experimental parameters for the power-law relation-

ships 1s given in Table 2.
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19

Summary of experimental power-law relationships

Growth rate as function of supersaturation

10°C:
1k0c:

20°c:

———

25°c:

G = 7008-0.167
730s-1.68
10658-3.86

G

G

G - 6008-0.028

Nucleation rate as function of supersaturation

10°cC:

BO/My = 1.71x109(s)2- 48

BO/My, - 8.52x107(s-o.0015)1'79
ST 1.33x1012(5)35°
BO/M - 2.87x10" (s-0.002)1* T°
B°/My, = 1.07x10%1 (837
B°/N, = 6.09x107 (5-0.0036)1*59

B°/MT - h.35x106(s)l'58

Fucleation rate as function of growth rate

BO/Mp = 453G 12
B%/u - 35961 T4
BO/HT z 1ksc;‘76
B/My, = 2hogt+*3




Temperature dependency

The temperature dependency of the growth and nucleation kinetics
was also investigated in this work. A series of experimental runs
was carried out at four different temperature levels: 10°%¢ 5 14° 5
20°c, and 25°C.

It was pointed out in the section on theoretical development that
one would expect only the rate coefficients Ki and K, to be temperature
dependent parameters in the power-law functions. It was further noted
that these coefficients might reasonably be expected to follow an
Arrhenius-type temperature dependency. To check this type of dependency
semilog plots of Ki and K, versus 1/T were made and are shown in Figures

2
23 and 24k. Straight lines were evidenced which supports an Arrhenius-

type dependency.

The relationships describing the dependency are therefore of the

form:

K
K

The calculated value of the slopes can then be used to estimate the

k, exp(-Eg/RT) (38)

k, exp(-EG/RT) (39)

activation energies, Eg and EG’ required for nucleation and growth
respectively. The frequency constants kl and k2 may be calculated from
the intercepts. This information was then combined with the earlier
obtained information on supersaturation dependency to give the complete
kinetic relationships for growth and nucleation rates. These relation-

ships are given in Table 3.



Figure 23. Tempersture dependency of proportionality comstant for
nucleation rate
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Figure 24. Temperature dependency of proportionality comstant for
growth rate
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Table 3. Complete kinetic relationships

Activation emergy for growth = 7.3x103 cal/ guole
ky = 2.86x10°
G = 2.86x10% exp(-7.3x203/&T) (8)*°

L

Activetion energy for pucleation = -2.54x10° cal/gmole

k; = 1.8x107%2
3%/M, = 1.8x10712 exp(2.54x10%/RT) (s-8%)1+7

The activation energy for growth is positive and suggests the same
form as that fcund in most chemical reaction kinetics. This says that
vhén ﬁae is an increase of temperature the growth rate increases also.
However the activation energy for nucleation is a negative value.
Although this is not the normal occurrence there are a few chemical
reactions which exhibit negative values also. What this means qualita-
tively is that as the tempersture increases the nucleation rate of
crystallization decreases. This inverse relationship of nucleation rate
versus temperature for KNO3 was also observed by Genck (21).

The temperature dependency of the growth rate may also be investi-
gated by observing the growth rate change for a given residence time
when the temperature increases. By using residence time in place of

supersaturation as a constant parameter the measurement errors are limited.
It is seen from Table 4 that for a constant residence time the growth rate
increases as the temperature increases. It may also be seen that as

residence time increases the growth rate decreases. Both of these

obeervations are as would be expected.
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Growth rate as a function of temperature and residence time

Table 4.

25°

20°¢

Growth rates, pn/min,

140c

10°¢

Residence time, min.

6.93

~
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\O bt~
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15 to 20
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T IN\INIn

- O
n\ O\

i LA
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3.81
.21
k.25
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Noe<eH
NSt
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Discussion of Inverse Kucleation Rate with Temperature

One of the more interesting cbservetions of the present work is
that for a given supersaturation the nucleation rate is inversely
related to temperature. That is at a comstant level of supersaturation
if the temperature level is increased the nucleation rate is decreased.
This is just the opposite of what would normally be fouund with Arrhenius-
type kinetics. EFowever it is not the first time such a relation has
been observed. Kern and Abegg (27) reported such a change with a
proprietary substance and Genck (21) previously observed this with
KNO3. In both of these earlier cases supersaturation was not measured,
however. Genck (21) therefore suggested that the decrease in nucleation
rate with increasing temperature is the result of a decrease in the
supersaturation level supported. With the measurement of supersaturation
in the presemt work this does not sppear to be the cmuse,

To explain this phenomenon one xmust postuiate some ideas about
the mechanisma that might be occurring at the crystal surface. Surface
diffusion and overall activation energy could both play a major role
in causing the observed relationship. In either case one must svart by
looking at the surface characteristics of a growing crystal. 1In all
likelihood the idea put forth by Powers (&7) is correct. Ee presumed
that the surface of the crystal is covered by a fluidized layer. This
layer is made up of molecules of solute loosely bond to the growing
crystal fece.

For growth to occur the molecules are drawn from this fluidized

layer to be anchored in true lattice bondings om the growing layer fronis.
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This involves surface diffusion of the molecular aggregates. If,

ae would be expected, the surface diffusion rate increases with
temperature; ther the incorporation of the molecules into the lattice
would occur more quickly. This means there would be fewer molecules
available in the fluidized layer and it would not be as extensive as
it wvas at lower temperatures.

Powers (47) also proposed that secondary aucleation is very depend-
ert upon the fluidized leyer. Ee postulated that secondery nucleation
occurs when fluid shear arnd collisions cause some of the fluidized
leyer to be dravn off to form new nuclei, If at a higher temperature
the increased surface diffusion depletes the fluidized layer faster
than it is regenerated by fresh soclute from the solution then there
would be less secondary nucleation. This could therefore explain
the decrease in nucleation rate as temperature is increased.

Powers (47), Melia and Moffitt (34), and Sung, Estrin, and
Youngguist (56) all point out that many times secondary nucleation is
associated with dendritic-type growths appearing on the surface cf the
parent crystal. The shearing action of the fluid and collisions withiz
the system tear off the dendrites to form new nuclei. It is worthwhile
to think about how increased surface diffusion, resulting from increszsed
temperature, might influence the growth of dendrites. If dendritic
grovth is an important part of secondary nucleation, ther the fewer
the number of dendrites the lower the nucleation rate.

In a study of ice crystals N. H. Fletcher (19) points out that

surface &iffusion provides & stabilizing mechanism by tending to destroy
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any perturbations on the growth surface. He states that the effect
of surface diffusion is very considerable and has a large influence on
the growth morphology. Van Hook (61) discusses a correlation between
d, the diameter of the crystal, and Xy, the thickness of the crystal-
medium interface. 1If xt<< d, polyhedrsa forms prevail, but if X >> 4,
then dendrites appear. So we can see that if surface diffusion is
increased due to increased temperatures it is likely that dendritic
growth apd nucleation rate will be decreased.

The second major influence of the temperature on the observed
nucleation rate may come from the overall activation energy considera-
tions. Decreased nucleation rates with increasing temperature have
been observed in melts. If the crystal surface is indeed covered with
a fluidized layer of solute as Powers (47) suggests, then the nucleation
behavior might be considered to be much the same as nucleation from
a melt. Some insight might then be gained by looking at the mechaniem
which causes inverse nucleation rate in melts. |

By following the development of Mullin (38), it can be shown how
the abnormal nucleation characteristic observed in melts occurs. First
the nucleation rate is expressed in the form of the Arrhenius reaction
velocity equation commonly used for the rate of a thermally activated
process:

B 2 A, exp(-AG/k,T) (45)
vhere A, equé.la a constant, AG equals the over-all excess f{ree energy,
Ko equals the Boltzmann constant, and T is the temperature.

The Gibbs-Thomson reletiorship mey be written as
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29V
™ (46)
where v 18 the moleculer volume and S = c/cg. This then gives
_ - 2% . kT 1n(s)
AGV - T - v (‘h’”

Using Equation 4 it can be shown that

16 Ve (48)
AGopgt = 3(k,T ln(S))“2

and from Equation 45

o - _16 g 3ve
A m[&% 73 (in (s))zj (9)

This equation indicates that three main variasbles govern the rate of
nucleation: temperature, T; supersaturation, S; and interfacial
tension, V.

Tamman (57) observed that in dealing with melts the rate of
nucleation usually increases exXpomentially as supersaturation increases.
But as higher levels of supersaturation are reached the mucleation rate
reaches a maximum and subsequently decreases. Tamman suggested that
this behavior was caused by the sharp increase in viscosity with super-
cooling which restricted molecular movement and inhibited the formation
of ordered crystal structures. Turnmbull and Fisher (60) quantified

this observed behavior with a modified form of Equation 49:

, -1676ave AG'j

o - " P
B eh e | 38 (na(s)® BT

(50)

which includes & "viscosity" term. When AG', the activation energy
for molecular motion across tne embryo-matrix interface, is exception-

elly large {2z iz the case of highly viscous liguids and giasses) tae
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other exponential term is small because under these conditions s is
generally large. A G' then becomes the dominant factor in the rate
equation and a decrease in nucleation rate is predicted.

Previously reported experimentai observations of this reversal
of the nucleation rate have been confined to melts, but it should also
te expected in highly viscous solutions. Mullin and Leci (40) also
observed such 8 behavior in aqueous solutions of citric acid.

Since the eppareat reversal of nucleation rate was observed in
the present study using KN03, it might be concluded that the activation
energy,AG; of this system must be quite large. This would result in
the second exponential term of Equation 50 being dominant., In the
temperature range studied the "viscosity" term would then have the

controlling influence over the observed nucleation rate.
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CCORCIUCSIORS

1. The date from the experiments show & large amount of scatter
in the supersaturation measurement. There are three facts which must
be kept in mind. The first is that the magnitude of the values being
measured is quite small. The second is that the crystallizer was
operating continuocusly and some variation in time is expected. Thirdly,
the tempersture range for the experiments was small. Considering the
nature of the experiments it is znot oo surprising that the supersatura-
tion measurement is a difficult one. The experiments were designed
to study both mechanisms of nucleation and crystal growth simultaneously.

A lipear function describes the relationship between growth rate
and supersaturation as well as anmy other power-law function. However
the growth relationships found in the work are only good for the range
of values studied and should not be extrapolated. Tke functional
relationships observed clearly should not be expected to exist over the
entire range of supersaturation. Instead it would appear that the linear
relationship represents only a small portion of & higher order curve.

2. The growth rate constant increases as the temperature incresases.
There is a positive activation energy associated with growth rate. This
was shown somewhat inconclusively when observing the growth rate as
a function of supefsaturation. But the observation was supported when
growth rate is viewed as a function of teumperature and residence time.

3. Under the experimental conditions of this work, the best power-
o

law relationship for nucleaticz is one of the form: B = £( s-e*)m.
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Using this relationship the data suggests a value of approximately
1.7 for m.

L., The nucleation rate decreases as the temperature increases
at a constant value of supersaturation. This means that with an
Arrhenius-type of temperature dependercy the nucleation rate has &
negative value for an activation energy. This is an inverse effect
from that which normally would be expected. Mullin (38) points out
however that the size of the critical nucleus is dependent on temper-
ature. The size of a8 critical nucleus increases with temperature
incresses. At a higher temperature a higher free energy of formation
is required to obtain a critical nucleus capable of further growth.
This has some effect on how the nucleation rate changes with changes
in temperature. This analysis would apply only for homogeneous
nucleation, however. In the MSMPR crystallizer used in this work
secondary nucleation was the main source of nuclei. As the temperature
is increased the surface activity is increased resulting in a more
ordered surface. Consequently fewer nuclei are produced during crystal
contacts.

S. A linpear relation betweern nucleation rate and suspension density,
B® = f(MTl'o), seems to be supported by this work.

6. There is a very good correlation of the nucleation versus
growth rate data. Rucleation rate is approximately a 1.7 power function
of the growth rate.

T. The population density data obtained from the sieve amalysis

is very good and supports the view that KNO3 shows size independent
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growth.

8. The cuantitative results of the supersaturation measurement
obtained in this work were not good. However the refractometer still
appears to be a valuable tool for qualitative analysis. It responds

very rapidly to changes in supersaturation and therefore offers a good

way of monitoring steady state operation.
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RECOMMENDATIONRS

1. The measurement of supersaturation was not too successful
in these experiments because of the scatter in the data. However
further investigation could still be useful. One such study would be
to investigate other systems which show a higher level of supersaturatiozn.
This could be with an organic system such as sucrose.

2. In attempting to determine why there was so.much scatter in the
present studies the saturator design and method of obtaining a saturated
reference solution became prime suspects. Therefore further work
might entail finding a better way of producing a saturated reference.
This could involve either a new saturator design or some completely
different approach. In the present saturator design saturation is
approached from a supersaturated solution. A better design idea might
be to approach saturation from an undersaturated solution.

3. Ore of the more important results found in the present work
was the inverse relationship of nucleation rate with temperature. That
is ICN03 appears to exhibit a decrease in nucleation rate as temperature
is increased. Further studies should be done at different temperature
levels to investigate this phenomena.

k., The range of supersaturations obtained in the present work was
fairly limited. By ucing different operating conditions or a different
crystallization system this range of supersaturation could possibly be
expanded.

5. The refractometer seemed to responi quickly to upsets or chsanges
.3 cimdme Ll

iz the corystallizer system. Scze thought should be given o using the
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refractive index measurement ¢ mcnitor dymamic coanges in & crystal-
lizer system. This could either be in & continuous system or it
could be applied to time studies in a batch crystallizer.

6. If a staged crystallizer system were being used the differential
refractometer might offer an excellent method of checking relative

concentration differences between vessels within the system.
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ROMENCIATURE

a proportionality constant
proportionality constant
A surface area of crystal

proportionality constant
proportionality constant

b exponential power for size-dependent growth relationships

Bo nucleation rate

c solute concentration in supersaturated solution

¥ equilibrium saturation concentrapion

c N solute concentration in the solution at the crystal-solution
interface

Cg saturation concentration of solute

d egquivalent diameter of crystal

D diffusion coefficient of solute
activation energy for growth

E activation emergy for nucleation
G growth rate of crystals

Gy growth rate of crystals of size Ll
growth rate of crystals of size 1.2
AG over-all excess free energy

AG activation energy for moleculer motion across the embryo-matrix
interface

AGcrit over-all excess free energy of a particle with radius T

AG_ surface excess free energy

AG, volume excess free energy
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ZSGV free energy change per unit volume

i

i
a

AL

m/n, nucleation rate power dependency on growth rate

angle of incidence

induction periocd, time interval between mixing two reacting
solutions and the appearance of the crystals

nucleation order related to MT

Boltzmann constant

fregquency factor for nucleation rate
frequercy factor for growth rate
constant

coefficient of mass transfer by diffuvsion
over-all crystal growth coefficient
coefficient of mase traasfer

proportionality constant for nucleaticn rate as fuznction of
growth rate

proportionality constant for nucleation rate temperature effects
as function of growth rate

rate constant for the surface reaction
volumetric shape factor

proportionality constant for nucleation rate as function of
supersaturation

proportionality constant for nucleation rate temperature effects
as function of supersaturation

proportionality comstant for growth rate as function of supersat-
uration

crystal size, equivalent diameter
arithmetic average crystal diameter

width of size fraction, L2-Ll
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mass of solids deposited
(as exponent) nucleation rate power deperndency on supersaturation
suspension density

population density of crystal suspension

(as exponent) growth rate power dependency on supersaturation
pepuletior density of zero-gize particles or nuclei

average population density in the range Ll to L2 in the feed
population demsity of crystals of size Ij

population density of crystals of size L2

number of crystals

number of crystals at zero size

refractive index of transparent isotropic medium

number of molecules needed to form a critical nucleus

order of over-all crystal growth process

volumetric flow rate out

volumetric flow rate in

particle radius

angle of refraction

critical radius

gas constant

c-cs, supersaturation

constant value of supersaturation used for correction of power-
law expressions

time
increment of time

temperature
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molecular volume

volume of crystallizer

volume of a single crystal

volume of sample

weight of crystals

thickness of crystal-medium interface
film thickness or length of diffusion path
density of crystals

Vv/Q, residence time

surface energy
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APPENDIX A.
VOLUMETRIC SEAPE FACTOR

A precise calculation of the volume of a2 solid body of regular
geometric shape can only be made when its length, breadth, and thickness
are known. For the crystals grown in & coantinuous crystallizer these
three dimensions can never be precisely measured., For calculation
purposes the equivalent diameter of the particle is used. In a
sieving analysis the second largest dimension of the particle is the
equivalent diameter used (38).

For a single particle, the volume can then be defined as a function
of this equivalent diameter.

Ve = K43 (51)
In this equation Vc is the volume, @ is the equivalent diameter, and
K, is the volumetric shape factor. It can be seen that K,- varies
depending upon the shape of the crystals. For spherical (diameter = d)
and cubical {length of side = d) particles, K, is equal to vr/6 ard 1,
respectively. In general the shape factor can be adequately determined
from a screen analysis of several samples of the crystalline form.

Previous investigators (21,53) have found a volumetric shape factor
of 1.0 for potassium nitrate. Therefore in this =2n2lysis = velue of

1.0 was used for Kv'



KNO_ IN SCREEN ARALYSIS
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APPENRDIX B.

K, = 1.0 (See Appendix A)

fceai g./cmd = 2.1].::10"123./111:13 (Reference 38)

CAICULATION OF NUMBER OF CRYSTALS FROM WEIGHT OF

(52)

B KeISA L,g.-micron

Sieve # I,microns AL,microns
18 1095 190 '0.5264
20 921 159 0.2621
25 776 131 0.1292
30 655 110 0.0652
35 550 100 0.0351
Lo 460 80 0.016k
45 388 65 8.011x107
50 328 55 4.095x10
60 275 50 2.194x1073
70 219 38 8.422x10 ™"
80 196 32 5.08hx10'h
100 165 30 2.84kx10™"
120 138 25 1.386x10"
1%0 116 19 6.258x10™°
170 98 16 3.177x10"°
200 83 15 1.810x10°
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APPENDIX C,

EXPONENTIAL LEAST SQUARES ANALYSIS

The various plots of population density versus crystal diameter
show the expectcd scatter of experimentsl data. Theory has shown that
the semi-log plots should be linear. And indeed in this work &ll such
plots were found to yield straight lines. The important parameters to
be obtained from the plots were the slope and intercept. To obtain
the best values for these two parameters a least-squares program was
run on a Hewlett Packard 9100 Calculator.

The program computes the least squares fit and correlation coeffi-
cient of n pairs of data points for an exponential function of the
form:

y = ae™ (53)
Tae equation is lipearized into

lny = 1n a + bx (sk)
cr

Y= A+ bx (55)

Using a linear regression method,

. nJxY - $x3Y (56)
b= n¥x“ - (Ex)2

gz ZY-Db2x (57)
n
azeh (58)

The correlation coefficient is given by (Note: Y; O0; i = 1,%**,n)

o nZxy - 2x3Y (59)
TT (2 - (5x)2) @I - (£1)3))0-5
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APPENDIX D.

RESULTS OF EXPERIMENTAL RUNS

Notes for the Apperdix:

Run 3~ Large variance in supersaturation reading for unknown
reasons,

Run 8- Bad population density, bad sample.

Run 14- Too large of sampie taken for sieving, giviag bad population
density plots.

Run 23- Large variation in supersaturation recorded.

Run 27- Variation in feed solution.

Run 30- Bad temperature control on the run, probably not st
steady state.

Run 34- Build-ur of cake on sampling screen, had to back flush
sample lines several times.

Runs 37-39- Sampling screen loose.

Runs 46-47- Feed concentration changing.

Run 53- Large variation in feed flow raﬁe, probably not at steady
state.

Run 54- Plugging of sample lines, first attempt at running above
room temperature.

Run 72- Too large & suspension density, suspect feed concentration
changing. Also amount of feed solution getting very low, may be getting
feedback of product stream crystals.

Run Ti- Steady state not achieved.
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1 2
Run, %, _8 Mp,  Growth, B%, B,  Temp.,

. .KNO . am \/ - \/ no. (°c)
@) (G5 (k) (B ettt

73 25.0 0.0047 0.51 3.20 3280 6400 10.1

T4 20.5 0.0035 0.67 k.15 3260 4900 10.1

.00ks5 0.63 2.68 1240 1970 10.0

o

75 33.8
76 23.4 0.0055 0.65 3.8k 2500 3850 10.0
77 18.0 0.0067 1.47 L.42 11,200 7600 9.8
78 19.0 0.0051 0.97 4.68 4700 4850 10.1
79 43.3 0.0050 1.21 2.19 1740 1450 10.1
80 30.5 0.0057 1.18 2.85 3660 3100 10.2
81 38.0 0.0048 0.80 2.%0 1580 1975 10.2
82 21.2 0.0052 1.11 4,06 5400 L850 10.0

83 18.1 0.0052 0.71 | 4.67 4200 5900 10.0

L 33.0 0.0071 0.72 2.34 2430 3370 144

5 25.0 0.0077 1.45 3.69 k170 3640 14.3

6 17.5 0.0090 0.77 4,76 5800 7500 14.2

7 18.0 0.0078 1.26 4.61 T400 59oo~ 4.1

8 44,0 0.0082 0.95 2.40 1385 1460 14.2

9 9.0 0.0054 1.15 3.29 3300 2870 1%.2
10 24.0 0.0063 .02 3.81 L1550 4450 13.9
:Bo Z nucleation rate actually found from the data.

BO - BO/HT, nucleation rate corrected for the suspension density present
during the run.
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a

b
O
B,

Run, %, 8, Mn,  Growth, B9 Temp.,
B (18 (k) ()Rt ™
3 21.0 0.0051 1.30 §.60 k9Lo 3800 14.2
36 31.4 0.0063 0.7h 3.02 1780 2400 13.8
37 20.4 0.0053 1.17 .21 5760 4920 14,1
38 17.9 0.0052 0.9% 5.05 4700 5000 1k.h
39 22.6 0.0058 1.61 4.31 4950 3080 13.9
40 26.3 0.0051 1.11 3.35 3775 3%00 14.2
Lz 36.€ 0.0050 1.14 2.66 2050 1800 14.2
43 41.0 0.0078 1.12 2.5% 1570 1400 14,2
4y 26.2 0.0062 1.19 3.50 3650 3070 1.2
ks 21.0 0.0060 0.78 k.25 3570 4580 14.2
46 16.6 0.0051 0.82 5.51 k620 5700 14.2
47 17.9 0.0061 2.09 5.13 10,500 5030 13.8
ko 36.5 0.0070 0.71 2.85 1100 1550 4.2
50 27.0 0.0086 0.62 3.56 1615 2650 4.2
51 20.7 0.0092 0.43 k.%o 2160 5000 14.6
52 17.9 0.0104 0.61 5.32 2590 4250 k.1
53 50.5 0.0C80 0.68 2.28 650 950 14,2
13 29.0 0.0075 3.24 4.15 3820 1180 20.
iy 21.0 0.0058 2.12 5.27 4560 2150 20.
16 k5.0 0.0075 3.89 2.79 2340 600 20.
17 21.0 0.0087 4,15 4,90 11,900 2870 20.
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R, T, s ey orowtn, 3% % Tem.,
® =) (62 i) (it
18 35.0 0.0077 3.83 3.56 3300 860 20.
19 15.0 0.0091 0.52 6.91 2550 4900 20.
20 25.6 0.0073 2.60 4.61 4400 1700 20,
21 18.0 0.0085 1.96 5.99 6045 3080 20.
22 17.0 0.0092 1.30 5.52 6540 5020 20.
23 13.0 0.0068 2.68 7.60 16,860 4050 20.
24 30.0 0.0075 2.61 3.80 %030 1550 20
25 38.5 0.0071 2.24 3.02 2460 1100 20.
26 32.7 0.0067 1.53 3.38 2140 1400 20.
27 15.8 0.0058 1.29 5.94 6230 830 20.
28 26.2 0.0068 1.35 4,13 2520 1870 20.
29 k1.7 0.0064 1.73 2.48 3480 1160 20.
30 17.2 0.0061 2.26 6.40 6610 2920 20.
31 30.0 0.0065 1.30 k.21 1370 1050 20.
32 45.3 0.0070 2.19 2.52 1735 790 20.
33 25.6 0.0073 3.06 k.17 6520 2140 20.
34 17.0 0.0059 2.02 5.68 8180 5060 20.
35 21.6 0.0070 2.21 .51 6990 3160 20.
sk 19.8 0.0105 2.64 4,82 12,000 4550 26.0
55 15.1 0.0069 2.55 5.41 8000 3140 25.0
32.1 0.0070 2.68 3.49 kooc 1k90 25.0

56
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& b
Run, %, 8, M, Growth, B°, B°,  Temp.,

(#) (min.) (g.KNO . ) Y . (°c)
. g.H203) (105:111) (mi};m / 1n-?.80m]}(min-§°00ml

57 26.8 0.0c66 3.13 h.o7 5600 1790 25.0
58 23.% 0.0083 2.61 b, 71 6180 2370 25.0
60 29.0 0.0076 1.kk 3.27 3600 1%00 25.0
61 19.6 0.0081 2.60 6.44 5975 2300 2%.9
62 51.6 0.0072 2.69 2.77 3400 1260 5.2
63 2.6 0.0067 2.53 5.35 6570 2600 25.1
64 35.0 0.0072 2.24 3.23 3100 2380 es5.2
85 22.0 0.0074% 2.61 5.09 5850 2240 25.0
66 18.% 0.0090 2.5%0 5.76 7700 3200 4.9
67 19.8 0.0098 3.39 5.49 9ks0 2800 24.8
68 13.8 0.0087 3.3k 6.93 18,470 5500 24.8
69 21.0 0.0082 3.66 5.38 TT70 2120 2%.8
70 27.4 0.0073 1.65 4,17 3000 1820 25.1
71 26.8 0.0076 3.46 3.k2 3100 900 25.1
72 49.0 0.0080 4,09 2.40 3360 820 25.2



