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ABSTRACT

The engineering design process consists of magyest In the conceptual phase,
potential designs are generated and evaluated wtitibonsidering specifics. Winning
concepts then advance to the detail design andftiglity simulation stages. At this point in
the process, very accurate representations are foadach design and are then subjected to
rigorous analysis. With the advancement of compigteinnology, these last two phases have
been very well served by the software communitygii®ering software such as computer-
aided design (CAD), finite element analysis (FE&)d computational fluid dynamics (CFD)
have become an inseparable part of the design ggdoe many engineered products and
processes. Conceptual design tools, on the othed, Hzave not undergone this type of
advancement, where much of the work is still dorté \ittle to no digital technology. Detail
oriented tools require a significant amount of tigyed training to use effectively. This
investment is considered worthwhile when high figleimodels are needed. However,
conceptual design has no need for this level ddiddhstead, rapid concept generation and
evaluation are the primary goals. Considering #uok lof adequate tools to suit these needs,
new software was created. This thesis discussedawelopment of that conceptual design
application.

Traditional design tools rely on a two dimensiomabuse to perform three
dimensional actions. While many designers havemedamiliar with this approach, it is not
intuitive to an inexperienced user. In order to ame the usability of the developed
application, a new interaction method was applAgymented reality (AR) is a developing

research area that combines virtual elements Wwehré¢al world. This capability was used to



create a three dimensional interface for the emging design application. Using specially
tracked interface objects, the user’'s hands be¢bmerimary method of interaction. Within
this AR environment, users are able perform manyhefbasic actions available within a
CAD system such as object manipulation, editingd assembly. The same design
environment also provides real time assessment Qatlaulations for center of gravity and
wheel loading can be done with the click of a faviténs. Results are displayed to the user
in the AR scene.

In order to support the quantitative analysis sooécessary for conceptual design,
additional research was done in the area of metahmgd Metamodels are capable of
providing approximations for more complex analysks.the case of the wheel loading
calculation, the approximation takes the place ofvee consuming FEA simulation. Two
different metamodeling techniques were studiechia thesis: polynomial response surface
(PRS) and polynomial chaos expansion (PCE). Whilg the wheel loading case study was
included in the developed application, an additiaesign problem was analyzed to assess
the capabilities of both methods for conceptuaigesin the second study, the maximum
stresses and displacements within the support frainge bucket truck were modeled. The
source data for building the approximations wasegated via an FEA simulation of digital
mockups, since no legacy data was available. Wik information, experimental models
were constructed by varying several factors, inclgdthe distribution of source and test
data, the number of input trials, the inclusionngéraction effects, and the addition of third

order terms. Comparisons were also drawn betweetwihh metamodeling techniques.



For the wheel loading models, third order modeith wteraction effects provided a
good fit of the data (root mean square error of tean 10%) with as few as thirty input data
points. With minimal source data, however, secomdeio models and those without
interaction effects outperformed third order couypmaets. The PRS and PCE methods
performed almost equivalently with sufficient sceidata. Difference began to appear at the
twenty trial case. PRS was more suited to widetridigions of data. The PCE technique
better handled smaller distributions and extrapmato larger test data. The support frame
problem represented a more difficult analysis witin-linear responses. While initial third
order results from the PCE models were better thase for PRS, both had significantly
higher error than in the previous case study. H@newith simpler second order models and
sufficient input data (more than thirty trials) gdate approximation results were achieved.
The less complex responses had error around 108th@nmodel predictions for the non-
linear response were reduced to around 20%. Theselts demonstrate that useful
approximations can be constructed from minimal .d&tach models, despite the uncertainty
involved, will be able to provide designers withHgfel information at the conceptual stage

of a design process.



1 INTRODUCTION

1.1 The Engineering Design Process

Engineering design is a decision methodology far ¢reation of a new or refined
product or process. Many different theories apptyerspecific definitions to this very broad
topic: concurrent engineering; knowledge basednerging; decision based design; design
by shopping™®. For the purposes of this thesis, a specific thé®mnot necessary, but rather
an overall conceptual understanding of the germmaliactivities that occur within most
design processes. Figure 1 presents a flowchatthilgemks down a generic engineering

design process into sequential steps.
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Figure 1: A diagram illustrating a generalized verson of the engineering design
process. New products must advance through theseages before being realized.

The first two steps require a designer to sped¢ig/ieed(s) that will be satisfied by
the final product or process and what technicallystrbe done to get there. He or she must
research the problem to gather relevant informafidre next step is the conceptual design
phase. Many potential solutions are created irhad & time as possible. At this point, little

thought is given to specific technical details. Tasge number of concepts must then be



narrowed down to a select few. In fourth stagehefgrocess, detail design, selected concepts
are made more concrete. Precise drawings are dreadtte careful attention paid to factors
such as exact dimensions, tolerances, and matefiaés next step is where the proposed
design(s) are subjected various methods of evaluafihis often involves computational
tools such as finite element analysis (FEA) or cotaponal fluid dynamics (CFD).
Following successful evaluations, prototypes amstrocted and physical performance tests
can be performed to validate previous computerdasalyses. The final step results in the
finished product or process. It is well establishidt design of any kind is an iterative
procesd If at any point in the process the design fadsnteet set criteria, it may be
necessary to move back one or more steps. Thuggitgi a product all the way through
manufacturing is often the result of numerous rigghssand subsequent testing. In a world
where the number one goal is “better, faster, obgaptreamlining the design process is of
great interest to everyone involved.

There are certain obvious considerations for mdestgns, such as cost, time, quality,
and performance. As a product or process movesighreach of the steps, it becomes more
costly and time consuming to make changes and rdiffieult to increase quality and
improve performance. As previously mentioned, thesgges are often repeated. For
example, a designer may go through several iterataf prototypes before moving on to
production. Each new prototype requires the desinmake changes to the detailed design,
which may in turn require new simulation and tegts well. These changes, and subsequent
repetitions of phases, can greatly increase thieoddke design process. The incurred cost of

a design also increases greatly as it advanceaghrthe development cyéleEarly in the



design process, a particular change might costtlomésand dollars, for instance. The same
change may cost as much as ten thousand dolléatemphases; once production has begun,
such a change has the potential to cost one miladfars or moré Thus, there exists a great
motivation to perform changes as early in the pge@s possible.

For several decades, digital technology has beswexing this need by providing
tools to find problems and make changes on the otenprather than the shop floor.
Examples of this are computer-aided design (CABRRJFand CFD. CAD software packages
replaced pencil and paper drafting, where a simtflsign change often necessitated an
entirely new drawing. Drawings done in a digitainiat are much more flexible. In addition,
CAD designs can be viewed and assembled in thmaerdiions while a two dimensional
blueprint cannot. For design analysis, the numescédution methods of FEA and CFD
provide the means to analyze these CAD models, lwlvould have otherwise been
impossible. Simple models can be solved using dldeem analytic equations, but as the
complexity of the model increases, such equatioesoime unmanageable. There is no
refuting that CAD and FEA have revolutionized diet@idesign. However, if significant
changes to a design must occur during or afterlddtdesign, finalizing the alterations can
still be quite costly. For example, CAD models é&ven a medium sized project can easily
contain hundreds to thousands of parts. These bese carefully assembled with specific
dimensioning and mating relationships. If a chaisgeequired in any of these parts, then a
domino effect can occur requiring hours to weeksntmths of time to re-create the CAD
models to account for the proposed changes. Thisum, requires new FEA and CFD

models to be created and analyzed adding additionaland cost.



If more design changes could be tested and acabdoten the conceptual design
stage, then significant cost and time could be reddrom a design process. The paradox is
that a great deal of conceptual design is stilhpedone without technological assistance.
Ideas are communicated, sometimes poorly, via gntpb-dimensional drawings (e.g.,
“back of the envelope” drawings). Evaluating a aptcis often more of an instinctual
judgment than an objective analysis. Various denisiystems exist to better guide designers
toward optimal concepts. Pugh concept selectiomtshastimating technical difficulty, and
numerical scoring are three examples of these idecisiethod® However, subjective
opinion is still the foundation for these decisipnst objective analysis. While there is no
substitute for experience and collaboration, desgrcould certainly benefit from more
advanced tools targeted toward this phase of tsguigrocess. Considering the economic
advantage of early design changes discussed alsowmdy tools have the potential to

dramatically impact the design process.

1.2 Traditional Engineering Software and ConceptuaDesign

In an effort to provide conceptual designers with advantages of computer based
tools, modern design applications have sometimesn bepurposed for use in concept
generation and evaluation. Unfortunately, the taaisnded for detailed design are ill-suited
to the task of conceptual design. A sample scréert Bom a common analysis suite,
FLUENT for CATIA?®, is provided in Figure 2. It can be seen fromithage that these types
of programs are quite complex. These modern paskage extremely feature-rich which is

beneficial, often crucial, for detail design. Urttarately, the interface required to handle all



these features is overwhelming to anyone but arréxyser. Each application can contain
hundreds or even thousands of commands and optiar@ious toolbars and intricate menu
systems. The psychological sciences have coinetethe“cognitive load™, which is often

used when considering interface design. A userl#yato learn and navigate an interface is
affected by the amount of information he or sheriesented. This concept is related to
human limitations on short-term or working memohycasual user would be overwhelmed

by the interface in Figure 2.
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Figure 2: Sample screen shot from a FLUENT analysim CATIA. Traditional CAD
and FEA/CFD software interfaces involve a large nurer of tools and are far too
complex for conceptual design.

Another common term encountered when discussingahecomputer interaction is

“usability”, which is synonymous with “ease of us€AD software can be considered to



have a high cognitive load which in turn resultdaw usability for the average person. To
address this complexity, most companies employialhetrained computer drafters to take
input from design engineers and create the moddigs, the individuals with the design
concepts are removed from creating the digitalasgmtation. This extra step of translation
between the engineer and the drafter is a hindraeqeiring the time of two people not just
one. Data is often lost in communication, as wkll.the context of detail design, these
drawbacks are more acceptable. There is a signifiadvantage to having high fidelity
models and simulations, so the extra time and pesare deemed worthwhile. Conceptual
design, however, deals with much lower levels dgailleThough modern software is capable
of simpler modeling, users must still navigate aterface meant for someone who has
undergone training. Thus, traditional CAD and FEAckages have the same usability
problems whether being used for high or low figetdsks. With these problems in mind,
several engineering software companies have reledgpped down versions of their design
packages intended for use at the conceptual sRrigéCONCEPT and CATIA Imagine &
Shapé? are examples of this. Unfortunately, these appitioa are still quite complex and
require substantial time to learn and use effelgtive

Even for skilled users, making changes to a detalksign can be time consuming.
For all the improvements CAD offers over paper dngs, altering a single dimension can
have unintended effects. Thus, experience withstifevare and a careful eye are needed.
Analysis runs can take minutes or hours to comphti#pending on complexity. The design
of any product is a group effort, but entire destgams do not assemble to watch the

modeling of every single component. By the timeiglesoftware is being used, the team has



already developed its ideas. These decisions cawgob@nunicated to software experts
without the presence of everyone involved in theigie High fidelity design operates over a
much longer time frame, and workflows have adaptethis downtime. Most of the actual

engineering software-related work takes place betwaeetings, which are scheduled for
planning, coordination, or studying results.

The nature of conceptual design can be very differmstead of a design creation
and evaluation timeline that extends for weeksw@anemonths, a great deal of conceptual
design can be done within a matter of hours. Ia #ituation, a design application would be
used in a large group setting. Few have the patie¢acsit and wait for an object to be
modeled or for analysis results that take too lanige calculated.

The physical method by which a user directs actiothe software environment is
also part of the interface. Without a doubt, theuseand keyboard is the most common
interaction scheme around which most software fiadtess are built. It has been adapted for
use in every kind of application, from busineswitdeo games. The mouse originated when
the Graphical User Interface (GUI) was first createstead of relying upon command line
arguments, a user could navigate a computer visuHile mouse pointer on the screen was
controlled by moving the physical mouse on a flaface. Then, and even today still, some
individuals have difficulty learning this. While ifty straightforward, the control of the
mouse pointer is not direct, as it is on a toudateest or a tablet. The user is required to
understand how moving the physical mouse relatésegmbserved movement of the mouse
pointer. This concept is known as ‘mappitigMost people are able to very quickly learn to

a use a mouse since the mapping is very simpleindgdthe mouse forward, backward, left,



and right on the table results in up, down, lefil aight on the screen. Both the pointer and
the mouse work in two dimensional systems. In mecent years, computers became able to
handle real time interaction for three dimensiog@vironments. Since the mouse had been
the standard, its use was extended into this navemsion. Another way to describe motion
is in terms of degrees of freedom. Traditionally; bbject motion, there are a total of six
degrees of freedom. Three of those represent poaltimovement in the x, y, and z axes.
The remaining three represent rotational motionualeach of those axes. Since the mouse
only moves on a flat plane and does not capturerataion, it is only capable of motion
with two degrees of freedom. Thus, a 2D device oaperform all the actions possible in a
3D world. Because of this shortcoming, varying nethhave been employed in software to
convert mouse input into 3D actions. The end resiuthis is a more complicated mapping
for the user to learn. The diagram in Figure 3siilates this discussion on the subject of
mapping. Black arrows indicate the directions inickhmotion is possible while the red
arrow represents an example motion made by a U$er.top half of the figure depicts
common mouse usage as found in almost every 2fangewhere cursor movement directly
mimics the physical mouse’s motion. In a 3D enunant, the situation is very different. An
identical movement of the physical mouse providesobvious direction for the cursor.
Product design is an inherently three dimensioask,tbut most interfaces are still using a
two dimensional paradigm. While many people havebee adept at using the mouse in this

way, the fact remains that using a 2D device tockvioa 3D environment is not intuitive.
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Mouse cursor on 2D
computer screen

2D mouse movement

Mouse cursor in 3D
environment

2D mouse movement

Figure 3: Diagram illustrating the concept of mappng as it pertains to the common

mouse interface. When working in a 2D environmentnouse movements correlates

very directly to cursor movement. However, in a 3Benvironment there is no obvious
cursor direction.

For the reasons listed above, traditional engingeadtetail design software is
considered to be inadequate for working with cotseephe tasks of high fidelity model
creation and evaluation have very different requeets and desired outcomes than those of
the conceptual design phase. The ability to impmeeluct quality and reduce costs by
leveraging the power of early design changes idamtg used to its full potential. Rather

than attempt to rework existing detail orientedwafe packages to this new domain, the

focus should be to create applications with theidigegoals of conceptual design in mind.



10

1.3 Motivation

Thus far, this discussion has dealt with the lackuitable software packages to assist
at conceptual phase and the need for the develdpshench a tool. At this point, the focus
must turn toward the fundamental aspects that seitve as a guide for the creation of a
conceptual design application. Perhaps the mosobitapt point to keep in mind is this:
conceptual design is about quickly creating aneésseg concepts. There are several reasons
for this. First, there is never any avoiding thet fénat time is money. Steep learning curves,
difficult to use interfaces, and downtime spenttingifor results to finish calculating all add
cost to a design as well as increase time to mafket uncertain nature of conceptual design
does not warrant this kind of investment. Secohdomcepts take too much time to generate,
then fewer will be created, shrinking the pool ofgntial designs. This may result in optimal
design configurations being overlooked, thus affecproduct quality. Finally, conceptual
design is often a group task. With a standard deskbmputer interface, an application can
only be operated by one person at a time. Theofdsie group is likely to become impatient
if their proposed ideas take a considerable amotititme to implement on the computer.
Also, time consuming analysis may cause a meetingetbroken up and rescheduled for a
later time, disrupting workflow. In order to avdidese issues, the rapid nature of conceptual
design must be considered if an application isetguccessful.

Another crucial aspect in software design of amdks to know who the user is. The
obvious answer in this case is that designershar@rimary users. In most industrial settings,
designers are engineers of some variety. Since raagineers have experience with CAD

software, one might be led to rely upon that dell as a prerequisite for a conceptual design
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application. However, such an assumption would t@Enpature. Recall that it is common

practice for a company to employ CAD professionilengineers are generally not involved
in this part of the design process, it is reasamdbl surmise that their aptitude with the
requisite software is inadequate or non-existeuidiionally, the users may not always be
engineers. A design team can consist of membelsdiierse backgrounds (e.g. ergonomics,
marketing, or administration). The team may alseksaput from people involved in other

segments of the product’s life cycle. Customersnufecturing workers, and service

technicians all have different perspectives whiobld be of use to designers. It is unlikely
that such a wide range of potential users all hameequal level of experience with

engineering software; at best the lowest commotl skt is that of the basic desktop

computer interface. This must be taken into comattten when building a conceptual design
application.

Serving these requirements while still providingfus$ design tools becomes the key
issue in creating a new conceptual design appbicaiihere are many different approaches to
take in order to satisfy this need. Dramatic imgroents in usability can be obtained by
presenting the user with a simple interface. Tras ©e accomplished by reducing the
number of options presented to the user and tha®ase the cognitive load. A small set of
well designed features can be both powerful ang ¢ashavigate. Therefore, it may be
helpful to begin with the most basic functions; mmean be added as needed, provided they
do not complicate the interface. Following this eggeh, inspiration can be derived from one
of the simplest design tools, the sketch. A sketdjuick, easy, and relatively without limits.

The one restriction is drawing ability; not evergors an artist. The downsides are that
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sketching is two dimensional and non-interactivemstimes making it difficult to
communicate a concept. These drawbacks can bevedsiol a digital application. In a sense,
CAD software accomplishes this. Object creation andnipulation are fundamentals
components of any design software. The creatidargkr, more complex objects is enabled
through the use of assemblies. These operationddshe the basis of a conceptual design
tool, though in a more free form manner than whaste in detail oriented software. In
addition to concept generation features, methodsagsessment must be included. Any
evaluative tools need to be on the same level ofptexity as the concept models. Also,
because the focus is on conceptual design, a catégree of accuracy can be sacrificed for
speed. With sufficiently fast evaluation methods aaplication could be built that combines
concept generation with real time assessment isdhee design environment.

Additional improvements could be realized by nogenrelying upon the standard
2D, mouse based interface. It is fair to assume ttiea vast majority of users are familiar
with working in a six degree of freedom environmdgvtery day, real world tasks can be
described in this system. Implementing a six degfdeeedom interface would provide users
with as direct an interaction as possible. Withautomplex, non-intuitive mapping to
understand, the target application would be simfleuse and more accessible to a wide
audience.

While not exactly a feature, there is another iteat should taken into account when
building a conceptual design application. Legactada a general term for any previously
generated, calculated, or collected data. In thatest of industrial product design, this

information most often takes the form of digital clets from earlier product lines or versions
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and the accompanying analysis results. Most predaret not designed entirely from scratch,
so designers often use this data as a starting. goimrent design software is not entirely ill-
suited for incorporating legacy data when working mew designs with only minimal
changes from previous products. However, as the phthe market continues to accelerate,
companies making small design alterations will fihdmselves falling behind. The ability to
investigate major product advancements while talkadgantage of the vast information
present in legacy data will allow a company to rentampetitive.

These last several paragraphs have described thetidn of the research being
presented. This thesis is focused on the creatiarconceptual design tool that facilitates the
rapid generation, evaluation, and improvement ohcepts taking into account the

uncertainty of early design possibilities.

1.4 Thesis Organization

The remainder of thesis is organized as followbagier 2 presents background
information on the origins of this project as wadl the primary research areas investigated
for creating the final application: 1) augmentedlitg and 2) metamodeling; Chapter 3
describes the creation a three dimensional, augrdertlity design environment; Chapter 4
details the procedure followed for building metamlsdo approximate two example design
situations; Chapter 5 presents the results of @xgatal trials as well as performance data of
the application; finally, Chapter 5 concludes therkvpresented with a discussion of the

research findings as well as the direction of feitork.
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2 BACKGROUND

2.1 Conceptual Design Applications

Improving the design process by leveraging adgm#ain the early stages and
developing computer applications for that purposerat novel concepts. In a paper titled
“Immersive Product Configurator for Conceptual @@sithe authors present a system called

the Advanced Systems Design Suite (ASBS)he abstract of this paper is included below:

Currently, new product concepts are evaluated baeldping detailed virtual part
and assembly models with traditional Computer Aideesign (CAD) tools followed by
appropriate analyses (e.g., finite element anglysisputational fluid dynamics, etc.). The
creation of these models and analyses are tremslydtime consuming. If a number of
different conceptual configurations have been deitezd, it may not be possible to model
and analyze each of them. Thus, promising conceyght be eliminated based solely on
insufficient time to assess them. In addition, ¥irtual models and analyses performed are
usually of much higher detail and accuracy thantudhaeeded for such early assessment. By
eliminating the time-consuming complexity of a CAE&nvironment and incorporating
qualitative assessment tools, engineers could sprmd time evaluating additional concepts,
which were previously abandoned due to time com&a In this paper, a software
framework, the Advanced Systems Design Suite (ASO8) creating and evaluating
conceptual design configurations in an immersiveusl reality environment is presented.
The ASDS allows design concepts to be quickly medielanalyzed, and visualized. It
incorporates a PC user interface with an immersivaial reality environment to ease the
creation and assessment of conceptual design ppetat The development of the modeling
and assessment tools are presented along witht @aes to demonstrate the usability and

effectiveness of the framework.
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Obviously, the motivations and goals of the ASDBS8jgut have a great deal of overlap with
those of this thesis. The research presentedwes@one as to complement the larger, more
developed ASDS framework.

Another noteworthy application is Google SketchUgsketchUp was intended to
bring 3D design to everyone. The interface was @sefully kept very simple. Figure 4
shows an example model designed with the Sketchyjpication. Despite only having
access to a small number of tools, users are abteente detailed models of objects and
structures. The single toolbar at the top of thet&8KJp screen provides a stark comparison
to the interface presented in Figure 4. Gogglersfi®mth a free and professional version of
the software. The free version has been downloagiedany users around the world, and the
software’s community page is full of testimonialsdacase studies where Sketchup was
successfully applied in a variety of disciplinassliding engineering. This is an excellent
example of how design tools created with a focusaanintuitive interface can have a
significant impact on the design process. By gyeatducing the entrance barrier to 3D

design, more people are able to create and comatentiysical concepts.
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T

Figure 4: This screen capture of Google SketchUp deonstrates the simplicity of the
interface. SketchUp uses only a handful of toolshts is very different than crowded
interface shown in Figure 2.

2.2 Augmented Reality

Augmented reality is a developing research ared #ms to “augment” human
senses with digital information while in real workehvironments. AR preserves the
perception of the real world while simultaneoustigimg computer generated enhancements.
Though similar is some respects, AR is distinctrfrthe more commonly known virtual
reality (VR), an environment which is entirely syatic. One way to conceptualize these
differences is to imagine a spectrum with one em&rébeing the real world and the other
being a pure virtual environment. Milgram and Krshidefine such a concept in the

virtuality continuunt’. An adaptation of this continuum is pictured imitie 5. The figure
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also introduces the term mixed reality. Though somes used interchangeably with AR,
mixed reality (MR) is a more general term definiagything between either of the two
extremes. Augmented reality is placed nearer toghkbword end of the spectrum due to the
fact that the user is primarily sensing the realleyowith less information coming from

digital sources.

Mixed Reality

A —
r N

Virtual
> ua

Reality «
Augmented

Figure 5: An adaptation of Milgram’s virtuality con tinuum. Augmented reality exists
between the two extremes: the real world and pureistual reality.

By definition, AR can encompass the augmentatioalldive senses. An increasing
number of projects are focused on augmenting hgarid touct'°. However, this research,
as well as the remainder of this paper, focuselBamm AR systems function for the sense of
sight. AR was first realized when Ivan Sutherlangbted the head mounted display (HMD);
this system is also often considered the first \igpldy as wefl’. Through the HMD, the
user was able to see a wireframe model of the raomvhich the system operated.
Augmented reality has advanced a great deal simme tFigure 6 shows an example of a
modern AR application. Technological progress héswad AR systems to take many

different forms for an even greater number of ajgions.
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Figure 6: Example image of AR application showing ivtual objects in the context of the
real world.
A survey by Azuma defines three requirements foraglern system to be considered

augmented realify:

* Real and virtual objects are combined in a realrenment.

» The system is interactive in real time.

* The system registers (aligns) real and virtual aisjavith one another.
The first definition is fairly obvious as it is thmost fundamental idea upon which
augmented reality is based. It is also concisatestent of AR’s placement on the virtuality
continuum in Figure 5. The next two statements glaother conditions on this primary
concept. By requiring real time interaction, it betes necessary that a user is able to affect
the augmentation without significant delay. Forrapée, adding digital elements to a pre-

recorded video would not be considered AR. Therkegtirement calls for the system to use



19

some manner of registration. In the context of aeigped reality, registration is how a system
is able to observe events in the real world andatethe digital scene accordingly. While
these requirements define the function of an AResysthere are no limits placed on how
these goals are accomplished. The various techicalog@pproaches used to create

augmented reality environments are explored irffahewing paragraphs.

221 Registration

Registration in augmented reality is achieved usingiriety of tracking or detection
technologies. As mentioned earlier, the first ARteyn was mechanically track8dUsing
an arrangement of linkages, The Sword of Damogistes was able to determine the user’'s
head position and orientation. With this informatithe computer updated the images shown
in the HMD to provide the correct perspective af thrtual scene. While this method is still
technically possible, the mechanical approach haenbabandoned in favor of less
cumbersome methods. The fundamental goal of ARstragion is to determine the position
and orientation of one or more real world objentselation to the view of the user.

Optical, or camera-based, systems are one clatsclhology used for the task of
registration. Cameras can be employed in manyrdifteconfigurations to observe a real
world scene. ARToolKit is a very common AR librarnywhich a camera detects fiducials,
specialized markers which must be known by theesysh advanc® As ARToolKit is a
major component of this work, a more detailed idtrction is presented in another section.
In general, optical systems can be much less ermetisan other options, ARToolKit being

the prime example of this. The only additional leaick required is a camera, which can be
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as simple as a basic webcam. Optical systems higwefigant disadvantages as well;
occlusion is the greatest of these. If the camer@w is obstructed in any way, the system
will only have limited information about the sceae no information at all. Both dim and
harsh lighting can also have an adverse effectesognition and tracking. Other optical
solutions make use of multiple cameras and theaieft (IR) spectrum. Systems such as
those offered by Advanced Real-time Tracking use@aenarkers (i.e. IR emitting) to obtain
very precise and robust trackiigOne downside to this approach is that the cammerast
remain in a fixed location, so the tracking is oaMailable within a limited range. Optical
systems also have the potential to perform mass-tracking. The Z-Cam by 3DV systems
offers this kind of capabiliy. This camera, and others like it, emit IR lightdaecord the
time it takes for the light to return to an IR sen3d/NVhat results is a depth field representing
the distance of any object in the camera sceneetaamera itself. Used in a multiple camera
setup, this methodology eliminates the need foriwgadditional tracking equipment.

A different approach to AR registration requiretaeting physical sensors to the
object being tracked. These sensors come in sevaaties, each using different technology
to obtain position and/or orientation informatidmertial sensors use accelerometers or
gyroscopes to determine relative motion and ratatb an object. If desired, the relative
motion can be integrated to obtain position. MaigAeased systems operate within an
electromagnetic field created by a base statiodivitlual sensors measure certain field
properties from which position and orientation dam calculated. Ultrasonic tracking is
similar to magnetic; however, the sensors meas@@toperties of sound waves instead. On

a larger, outdoor scale, registration has beeropegd using a data from a GPS defice
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The methods discussed here are only a brief inttomiu into a wide realm of possibilities.
Each individual approach has distinct advantagesveld as drawbacks. For example,
occlusion is not an issue for most of these teawuies, but magnetic/ultrasonic tracking is
only valid within a certain distance of a baseistatand is vulnerable to interference. To
address this, researchers have developed hybridhonetthat combine two or more
registration technologies, such as Intersense dracthat use both inertial and ultrasonic
sensor€. Though they add complexity, hybrid methods offez potential of very stable

tracking results.

2.2.2 Display Configurations

Creating the illusion of virtual objects existingthe real world is another aspect of
augmented reality. The display systems that acasmphis task can be divided into two
categories. The first is video see-through. A camekes in images of the real world and
displays them to the user after the scene has &egmented. An opaque display screen is
positioned between the user and the scene. Thasudbr's vision is at least partially
obstructed, and he or she must rely on the videseéothe real world. Video see-through is
primarily displayed using three configurations. Thet arrangement uses an HMD with an
attached camera (Figure 7). The user sees vidagoredy the camera in whatever direction
he or she looks. A second method attaches a camardisplay screen. This creates a sort of
lens though which a user can look, this methocery ¢ommon for mobile applications using
handheld devices (Figure 8a). The third methodtesea “reach in” style system. This

configuration uses a mirror attached to the back display device. The mirror is directed
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down toward the surface of a table. A camera captthis reflection, and the image is
displayed to the user. Figure 8b shows how thi® tgp system is built. The second AR
display category is optical see-through. In thgstesns, the goal is to preserve a direct view
of the real world and only draw the virtual objecystems such as these are often seen in
military applications as eyepiece and head up aysplideally, an optical system is preferred
over a video one. Since cameras and displays scremre resolution limits well below what
the human eye can see, forcing a user to view tidwhrough such devices can interfere
with natural vision. Optical see-through systemsiean a variety of configurations similar
to those found in video see-through systems: HMiasdheld “lenses”, large fixed display
screens (Figure 9). One drawback to most optiaatiseugh systems is that real world view
is dimmed since only a certain proportion of lightable to pass through semi-transparent

materials.
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(a) (b)

Figure 8: (a) A handheld video see-through devicéb) A video see-through desk
configuration that uses a mirror mounted on the bak of the display to augment a table
top scene.
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@ (b)

Figure 9: (a) A conceptualization of a large scaleptical see-through system. (b) One
example of an optical see-through head mounted diky?*".

2.2.3 Applications

Augmented reality has been applied in many varmgtiplines. As both an
interaction and visualization technology, it iswéexible. Many AR applications have been
created for use in the fields of entertainment eddcation. Museums, for example, can use
AR to enhance an exhibit or guided tSufThe MagicBook project takes the concept of a
pop-up storybook into the realm of ARThis first person shooter concept is also usetién
game ARQuak®. With applications like these, the sense is thatgame environment enters
the player’s world not vice versa as in traditiogaimes.

More serious applications for augmented realitgteas well. One of the most rapidly
developing fields is AR for use in medicine. SeV@mjects are focused on creating intra-
operative tools that enhance the surgeon’s view pétient. In a letter to the Journal of the

American Medical Association, Dr. Jacques Marescdagcribes the use of augmented
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reality to assist in a laparoscopic adrenalectdmipn this particular procedure, a digital
model of the patient was generated prior to thgesyrand manually registered with a live
video feed during the operation. It was found ttiee AR imaging was very helpful in
localizing the tumor, adjacent organs, vessels, espcially the main adrenal vein. While
the procedure used a manual registration, othearel is being done to allow automatic
registration of a patiefft>* The fundamental goal of this research area esgentially give
the surgeon live “x-ray vision” of a patient’s apiaty. Using previously obtained scan data,
computer generated medical models are alignedavgatient’s body. With semi-transparent
models and a video see-through display, an opegratingeon can see both the patient and his
or her internal structures simultaneously. It igpdwm that this kind of advanced, real-time
visualization will improve a surgeon’s performaracel reduce error rates.

Augmented reality has also been applied for uséndustry and research. One
project used AR to prototype a cockpit interf@cé&his example highlights many of the
benefits allowed by this technology. Since the weatld is preserved, it is not necessary to
create digital models for the entire cockpit. Teenis free to see these objects as he or she
would normally, adding a greater degree of fidelaythe experience. Merging the real and
virtual has other advantages as well. A user ceactly interact with the entire environment.
Reconfiguring the cockpit is a simple matter of immgvcertain markers. Evaluation is very
natural as well; a pilot would be able to sit doand know if a switch is out of reach or if a
particular gauge is too small to read. Augmentealitye can also be used to provide
assistance for real world, industrial tasks. Oneth&f earliest examples of this type of

application was begun by Boeing in the 1980k this project, the user is a manufacturing
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technician located on the work floor. When lookiaga particular work piece, relevant
information appears in heads-up display. Wiringgdans indicate the location of electrical
components, and instructions are given via textde recent project employed AR for the
task of furniture assembly. IAuthoring of a Mixed Reality Assembly Instructor fo
Hierarchical Structuresthe authors present an application which prombpeés user with
visual cues giving detailed assembly instructfnishe system will indicate the next step in
the procedure while highlighting the appropriatepas well as their final arrangement. The
effectiveness of AR’s capability for this mannerimdtruction was evaluated by Pathomaree
and Charoenseang in a paper tithesmented Reality for Skill Transfer in Assemblgi¥a

In this study, the task of interest was to completemall, wooden puzzle. Participants
completed both 2D and 3D puzzles with or without giRdance. For the cases where AR
was used, a video see-through display instructeduer on the next step via text while
visually highlighting the next piece and its cotrégcation. If the user places a piece
incorrectly, the system determines the error aridrims the user of a solution. A correct
placement will prompt the next step. Experimengaults from this study indicate that AR
has the potential to drastically reduce both themetion time and number of steps required
to reach the goal. Object manipulation and assemsbnother area in which AR has been
applied. Sidharta, Oliver, and Sannier publishegaper presenting an alternative to 2D
interfaces for design review called the Augmenteghdible Interface (AT®. In this
application, AR markers and voice command creathaads-on interface for product
assembly. All available objects can be exploredlhnyffling through a stack of cards. Any of

these objects can be transferred to a cube; alsides of this cube are tracked and show
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different orientations of an object. The objectenir any two cubes can then be joined
together at predetermined nodes. All of these dioms are controlled using a list of voice
commands issued through a microphone. The ATlgeeat example of how to leverage the
capability of AR technology for full 3D interaction

This brief survey has only scratched the surfddsoar and where augmented reality
has been applied. As previously mentioned, itvery versatile technology that is only now
seeing more mainstream attention. Though virtualitye is a generally more familiar
concept, AR may become better known and more wrdasipin the near future. The reason
being that the cost of an entry level AR systemiggificantly less than that of a VR setup.
Recently, a game was released for the Sony Playstatthat features AR technologihe
Eye of Judgmefftis a trading card game which uses a periphertdd:tie Eye, essentially a
webcam, to track events on the game board. Theoviggne and consumer electronics
industries can be an enormous driving force inatleancement of digital technology. On
such a scale, it has the effect of greatly redutigprice of equipment. These factors may
lead to a greater market for AR applications asl vesl better display and tracking

technology.

2.24 SoftwareLibraries

The Augmented Reality Toolkit (ARToolIKit) is oné the most common platforms
for creating AR applications. At the time of wriginthe project’'s SourceForge page had
nearly 140,000 downloalfs The ARToolKit library has also been the foundatfor several

other popular projects including ART#g ARToolKitPlus® Studierstube E% and
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OSGART"”. Hirokazu Kato and Mark Billinghurst were the énigl authors of the library,
first demonstrating it in 1998 Since then, the project has undergone numerous
improvements and had many contributors. ARToolKiaicamera based system that tracks
fiduciary markers in a real world scene. Each mai@nsists of a thick, black border
surrounding a unique image at the center. In ofoletracking to work, every marker must
first be trained into the system. Training a marisedone using a simple program that is
distributed with the library itself. A pattern filis generated for each marker that can be
accessed by the toolkit during runtime. Figure $8aws an example of an ARToolKit
marker. The process by which markers are trackddteled in the following paragraph.

The ARToolKit detection algorithm can be generalizeto several steps, each
applying a different computer vision principle. &g 10 summarizes the algorithm and
shows a sample image from each step. The firstistgmply the input, a single video frame.
Next, the image is thresholded. Thresholding ispfeeess of taking an image that is in color
or grayscale and converting it to pure black andtevhFollowing that, a connected
components routine determines how many separagetshgxist within the frame. Running a
contours method on the image displays the edgespfobjects in view. Provided that the
contours for each object found by the connectedpommants meet certain requirements, the
edges and corners of the perceived marker arecgatkaBefore the final step, fitting a virtual
object to the marker image, a great deal of addfiacalculations must be done. A full
explanation of this process is not warranted irs tintroduction. Billinghurst and Kato’s

publication more fittingly details this computatiofhe end result of the ARToolKit
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algorithm is the position and orientation, in themera’s coordinate system, of any

recognized marker.

|

a. Original image b. Thresholded image c. Connected components

d. Contours e. Extracted marker edges f. Fitted square
and corners

Figure 10: A step by step breakdown of the ARToolKitracking algorithm. (a) Video
frames are captured from a camera device. (b) Theriage is converted to a binary (i.e.
black and white) format. (c) A connected componerdlgorithm labels connected pixels.

(d) Edge detection is used to highlight the outeirles of the marker. (e) The marker

edges and corners are recognized. (f) Pose estinaattis used determine the marker’s

position and orientation.
The OpenSceneGraph (OSG) is an OpenGL-based sephemanagéf. It has been

used extensively in the creation of graphics apgibnis such as flight simulators, games,

virtual reality, and scientific visualization. Aigeral description of a scenegraph is that it is a



30

way to organize a 3D scene into a tree structunepl$ put, each of the objects being drawn
is represented as a node. Matrices are appliedntrat object position and orientation.
Various other object states like color and transpey can be controlled using the OSG
library. Parent/child relationships can be credietiveen objects. Thus, many nodes can be
easily grouped to function as a single entity. Wntentirely in C++, OSG creates an object
oriented framework on top of OpenGL. With this daipgy, developers are no longer
required to deal with low level graphics routinesstead, they are able to work at a higher
level, while most of the tedious code exists “behine scenes”. OSG also does a great deal
of optimization automatically. Another valuable tig® is OSG’s collection of 3D database
loaders. These plugins are able import from a wideety of model formats such as 3D
StudioMax (.3ds) or Alias Wavefront (.obj). The emdult of the advantages listed above is
that developers can create high quality graphipsicaiions in a much shorter time frame.
Until recently, ARToolKit and OSG were not availalds a single library though each
had functionality that was desirable for those ttgyeg AR applications. In late 2006,
ARToolworks released OSGART: ARToolKit for Open8e&raph. The OSGART library
makes use of all the tracking capability of ARToblKHowever, developers now have access
to all the features of OSG when developing appbost With this expanded capability, AR

applications can be created more easily with imgdounctionality.

2.3 Metamodeling

As mentioned in the introduction, high fidelityrsilation of digital models, FEA for

example, can be expensive in regard to both timé aomputational resources.
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Metamodeling offers a less burdensome alternativgith methods. In essence, a metamodel
provides a surrogate model to be used in placheobtiginal system. The term itself comes
from the fact that metamodels are often “modelsnobiels*®, meaning that the model is
often a further approximation of a more computatlfynexpensive numerical simulation.
However, metamodels can be developed using data &y system, regardless of whether
or not that system is itself a simulation. Modelitgghniques vary a great deal, but each
approach is based on having a finite set of knogsponses from the system of interest.
Global methods attempt to predict the entirety afesign space, or at least a significant
portion of it. Local methods are only valid in thiinity of a specific point or within a
certain confidence interval. Approximation methqasvide a best fit of the source data
according to some metric representing the modektsiacy. An interpolating method will fit
a solution through each known response, guaramjesiauracy at those points. These brief
descriptors provide some indication of a methodiscfion but are by no means an
exhaustive list of all possibilities. They are nigneresented to provide some familiarity with
the topic. A recent survey published by Simpsomlgtresents a thorough review on both
past and current metamodeling techniques whichagxplkhis research area in greater detail
49.

The following sections provide background inforioaton the specific modeling
approaches followed in this research. First, tiea af Design of Experiments (DOE) will be
introduced. Next, the two modeling methodologiel be presented: Polynomial Response

Surface (PRS) and Polynomial Chaos Expansion (P@®6jh of these methods are
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considered to be global approximation techniquesil&ities do exist between PRS and

PCE models, but the differences in their formulagiavill be explained.

2.3.1 Design of Experiments

Design of experiments (DOE) is a broadly definedmt that is used in many
disciplines. When used in the context of computgeements or simulations, it refers to the
data gathering method used to analyze an unknowceps. How a design space is sampled
can greatly impact the accuracy of the resultingdeho There are many different
experimental designs to choose from, such as faditofial, uniform, random, latin
hypercube, and orthogonal arrdysin random sampling, data points are generated by
randomly sampling each dimension according to @ifpé distribution. This strategy does
not guarantee that the design space is evenly Ity $ampled. However, there is no
restriction on the number of data points created.oAhogonal array is a matrix that can be
characterized by a few variables. The number okrowis the number of experiments to be
performed. The total number of columnskjsach representing a dependent variable of the
experimental system. Within each cell is a valuaet tindicates a level value for that
experiment and variable. An array Hdevels; these levels represent the discreet alua
particular variable. While these matrices can benegated according to desired
characteristics, they can also be chosen from large libraries refgenerated orthogonal
arrays found on the Internét Orthogonal arrays provide a more balanced sampiina
design space, but the number of experiments cammathanged without destroying that

balance.
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2.3.2 Polynomial Response Surface
Response surface methodology is widely used thmowg the engineering
community®. RS models are designed to approximate data ssitsy upolynomial

expressions. Response surface models take theofd&guation (1):
y(x)=f(x)+e (1)

wherey(x) is the unknown function of intere$€x) is a known polynomial function of, and

¢ Is random error. The random error is assumed todomally distributed about zero. The
known polynomial functionf(x), is generally a low-order polynomial. In order gatisfy
more non-linear behavior, higher order polynomaas be used but require large numbers of
sample points to satisfy the coefficients in thdypomial equation. In Equation (2) the
polynomial equation is linear. Equation (3) showseaond-order or quadratic expansion of

the polynomial equation.

9=ﬂo+Zﬁi>ﬁ (2)

j<i

9:ﬁ0+;ﬁm+;ﬁn>¢+22ﬁm 3)

i=1 j=1
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The coefficient parameters,, S, £, andg,, of the polynomials in Equations (2) and
(3) are determined through least-squares regresseast-squares regression first calculates
the partial derivatives of the coefficients thennmmizes the sum of the squares of the
residuals of predicted valuegx), from the actual valueg(x). The basic formulation for

least squares regression is shown in Equation (4):

Ig:[xx]‘lxy (4)

where X is the design matrix of sample data poirsjs its transpose, anglis a column

vector that contains the values of the responsactt sample point.

2.3.3 Polynomial Chaos Expansion

Originally presented by Wiener, polynomial chaogyansion is a method for
representing a stochastic process with orthogoramide polynomial®. The use of Hermite
polynomials assumes that the process is Gaussidhe Icontext of this paper, the term PCE
will refer to the original formulation of Wiener-lHmite chaos. The more generalized
Wiener-Askey scheme can be applied to handle nars€an distributior’S. Using a PCE

approach, the random proceg$) can be represented in the following form:

X(©)=aH, +ialH1(<ﬁl(®))+iiaﬂzH2(a (©).€.(0))
w iy = e (5)
2 lalings(fi (©)¢,(0).¢, @))+...

i7=11,=1is=
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where Hp(&i1,... &n) represents the Hermite-chaos of ordenin the standard Gaussian

.....

variables &, ., &n). Variablesa, aj,...,ap are deterministic constants, ldre the Hermite

.....

polynomials, developed using the general expressi@guation (6):

OF - OF e’ (6)

In the one dimensional case assuming a normallgisitvn, the first three Hermite

polynomials are found to be:
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¢ can be evaluated from the input variable, x, adicgrto the following equation.

In which py is the mean of the distribution ang is the standard deviation. Once the
polynomial expression is expanded, solving for ¢befficients is done using least-squares

regression, Equation (4).
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Research Issues

Based on the review of research in the fieldsugin@ented reality and metamodeling

as they apply to conceptual design, two reseastlesshave been identified:

1.

Investigate the use of augmented reality as an etfieve tool for the creation of
conceptual designs.

Engineering design software has relied upon thesm@as the standard interface. This
two dimensional device is not capable of performafighe actions possible within a
three dimensional design environment. The abilitsiymented reality to capture six
degree of freedom motion and display virtual elet®ewithin the user’'s own world
makes it an ideal choice for enhancing user intemacand creating conceptual

designs in a fast and intuitive manner.

Investigate the use of metamodels for creating acrate approximations to
provide real time assessment data of conceptual meid.

Generally, most metamodeling applications are fedusn replacing higher fidelity
analysis for very specific, well defined problenisarly design analysis is an issue
that has been relatively overlooked, mostly duethe uncertain nature of the
conceptual phase. With minimal data and generalmedels, valuable information

can be obtained at the crucial early phases idéisgn process.
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3 AUGMENTED REALITY INTERFACE ENVIRONMENT

Augmented reality provides the foundation for mostthe application. The user
interface and the majority of features are all sufga by an AR environment. Augmented
reality applications require a very different stgkinteraction than what is found in everyday
software. The standard concept of a graphical i¢erface has evolved with the Windows
Icon Menu Pointer (WIMP) model as its focus. InAfR application, the digital environment
coexists with the real one. An inelegant soluticould be to directly copy WIMP elements
into an augmented scene. However, the user wowhd e forced to deal with various
windows and menus obstructing his or her view efworld. While the usability principles
formed over the last few decades are still applesatew interfaces must be developed for
AR environments. This section will detail the ifée&e elements, hardware and software, that
were used in this project. Since many of the appbn’s features are directly related to AR’s
capabilities, these too will be explained.

3.1 Hardware
3.1.1 Display

While the application will function with varioussplay configurations, it has been
designed to be operated using a video see-throegtht imounted display (HMD). Pictured in
Figure 11 is an eMagin z800 HMD with a Logitech €x@am 9000 Pro. The HMD displays
at a resolution of 800 x 600. The camera is typiaanfigured to capture video at 960 x 720
or 800 x 600 pixel resolution and 15 or 20 frames gecond, respectively. This particular
configuration was chosen over others for severasars. With the both the display and

camera worn on the head, the user is free to ufie Heinds for interaction. Though the
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desktop configuration displayed in Figure 8b hasénefits, it also limits the space in which
users can work. Such a rig is not easily portableé ia only capable of capturing the table
space beneath it. An HMD allows a certain degregootability as well as a very direct view

of the augmented scene.

Marker Board

Figure 11: A photo of the hardware interface elemets (HMD, marker boards, and
wand).
3.1.2 Marker Boards
While the software significantly affects how theamkers function, the physical
configuration of the markers must also be consdlele ARToolKit, a multimarker is a
collection of several single markers that functasione. As long as one of the individual

markers is visible, the entire multimarker is stdcognized in software. Multimarkers were
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used in this application in order to prevent acatdeocclusion of the interface elements.
Examples of the marker boards used in this appdicatre pictured in Figure 11. Each board

is labeled to provide easy identification of itetion.

3.1.3 Wand

In the AR environment created for this applicatitihre vast majority of the interaction
is performed using a device called the wand. Tmetithis wand is a cube. Four faces of this
cube have markers attached for tracking purpodes.hindle of this wand is a presentation
remote with several buttons using radio frequen®F)( technology to wirelessly
communicate with the computer. Three of these hattare used within the application to
signal various actions. The specifics of thesections are described later in this section.
The whole wand is shown in Figure 11, while Figli®displays the three buttons used to
perform various actions within the application.

Two previous interaction schemes were used béfierevand was implemented. First,
events were triggered using keyboard input. Themg@ry problem with this method was the
difficulty involved with pressing keys while stitbserving the AR scene. Every time the user
wished to give a command, he or she had to diverhion from the conceptual design task
and locate a specific key. This action also reguttee use of one hand, meaning any other
interaction had to be one-handed. The second ottenascheme used voice recognition
technology. Short command phrases were choseriggetrevents within the application.
While this approach has solved the problems optiegious method, it presented an entirely

new set of difficulties. The voice recognition Boy did not function accurately. Spoken
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commands were often misinterpreted or not deteateall. In other situations, events were
triggered without any verbal command being giveren&ally, the recognition only
functioned in quiet environments in which the ospeech was commands to the computer.
Any situation with background noise or conversatiendered the application unusable. Both
of these methods also shared a significant drawhibely required to remember a list of keys
or phrases along with the associated function.n&snumber of functions increased, so did
the list. This burden on memory also had a negatngact on usability. The current scheme
resolves all these issues. Every function is rili@bntrolled by buttons which are always
accessible to the user without distraction. Withlydhree possible buttons, there is no large
list of commands to commit to memory. The followsggction on software development will

explain how these few buttons manage a larger nuoflfanctions.

Up Arrow Button

Down Arrow Button

Circle Button

=y

Figure 12: A close-up view of the wand buttons.
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3.2 Software

3.21 Wand

As mentioned above, the wand is the primary iatfmethod. Conceptually, the
wand is designed to be used as a three dimenswonmase, keeping the familiar “point and
click” functionality of the standard mouse. Thenpary difference is that the wand offers
interaction in all six degrees of freedom. A usefree to move the wand around to any point
within the AR scene in front of him or her. Visyalthe user sees the physical wand in his or
hand as well as an AR pointer which representssvdngd’s position in the AR environment.
The four markers on the tracked cube are each caftteda different rotation allowing the
wand to be used at almost any orientation. Theetlmgtons on the wand signal different
operations based upon the context in which theyusegl. This contextual use is determined
based upon the wand’s position in the augmentedesdeit is within a certain distance of
one of the marker boards, it changes its behawiogftect the tasks available for that specific
board. The set of features available to users ballexplained below in context with the

relevant marker board.

3.2.2 PartLibrary

The first interface the user encounters is thélgaary (Figure 13). This multimarker
board displays the various models available to uber for subsequent assembly. These
models are currently loaded in from locations djestiby a text file when the application
launches. While many models can be loaded, onlg r@ire displayed at a time. When

interfacing with the library, the wand has the daling functions: selecting objects; grabbing
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objects; clearing the wand of a grabbed object; eyding through different groups of
objects within the library. Object selection is feemed by simply pointing at the desired
object. Whichever model is nearest to the wandmtpr is selected, and this action is
displayed to the user by increasing the size ofntioelel. This visual feedback is shown in
Figure 14. Once selected, any object can be giabberessing the circle button. This will
attach a copy of the selected model to the wandhtaiaing the orientation of the model in
relation to the wand (i.e. the model is not transfi@ to the wand at a prescribed rotation).
Figure 15 shows the wand with an attached objeatv, user can inspect the model on the
wand independent from the rest of the objects elitbrary. If the user is not satisfied with
the grabbed orientation or if he or she wishesréd gnother part, pressing the down arrow
button will clear the wand of the current objecheTup arrow button will cycle to another

“page” of models, giving access to all the objéctsled at start up.

Figure 13: The part library contains a collection d models that can be used to create
assemblies.
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Figure 14: Object selection is done with the wandginter. Increasing the model’s
scale provides visual feedback to the user.

Figure 15: Grabbing an object transfers it to the vand so that it may be viewed
individually.
3.2.3 Editor
After a part has been grabbed by the wand, cecteanacteristics can be edited by the
user. The editor board displays the options aviglab different buttons which will uniquely
affect the model (Figure 16). The scale editor aflpropriately increase or decrease the size
of a model when the user presses the up or dovawabuttons. Similar interactions will

affect the weight associated with the current masleén using the weight editor. Initial
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weight is read in from a text file. This informatics used later when providing the user with

guantitative assessment data.

Figure 16: The editor board provides a method for lering different aspects of the
selected model.

3.24 Assembly Area

The final marker board is the assembly area. Objeah be placed at any position or
orientation as long as this board is in frameh# tvand is holding an object, pressing the
circular button will drop it as shown in Figure IIhe model now belongs to the assembly.
At any time, the user can clear the most recentbppled object with the down arrow button.
The up arrow button will completely clear the emtaissembly. Once completed, the concept
can be viewed interactively according to the usaranipulations. This qualitative

assessment capability is pictured in Figure 18.
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Figure 17: Copies of grabbed objects can be placeoh the assembly board at any
orientation.

Figure 18: Completed concept assemblies can be dgsiisualized.

The assembly board is also where the user camatpiantitative feedback from the
model he or she has just created. Along the lowge ef the physical board are two virtual
buttons. The first button reads “Toggle CG”. In @rdo click this virtual button, the user
must point near it with an empty wand and pressciheular button. This will cause the
application to calculate and display the centergrdvity of the specific model on the
assembly board. The CG is simply calculated asatteeage position of all the parts on the

board weighted by their respective mass or weiglites. This position is represented as a
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red sphere. In order to assist in viewing this sphall models become semi-transparent
when the CG is being displayed (Figure 19). The@séand final assessment tool included
in the application is wheel loading. To use thiat@ee, the user must first activate the wheel
loading button. Then, he or she must click to gelear “wheel” points in the assembled
model. Once these four points have been seledtedpading distribution is calculated and
displayed on the board. This calculation is donaegisnetamodels that were developed as
another component of this research. Specific in&diom regarding these models can be
found elsewhere in this paper. The visual resuthefwheel loading calculation is provided
using colored arrows (Figure 20). These arrowst dhifm white to red as the loading
becomes more severe. In this way, a user can wecklyg determine the loading distribution

on the specified wheel elements.

Figure 19: When the CG button is activated, the moels become transparent and the
center of gravity is represented by a small red spare.
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Figure 20: Users can obtain wheel loading feedbacalsing the built in assessment
tool.
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4 METAMODEL DEVELOPMENT

When discussing the motivation for this reseatieh,need for conceptual assessment
tools was established. In addition, this assessisiemild be real-time and available within
the same application as other design functionsoddir the previously described augmented
reality framework, users have access to a gredtadepialitative assessment. The center of
gravity feature also provides a level of quanttatevaluation. In order to provide a higher
level of analysis, metamodels were developed tacqomate more complicated systems.
Though a considerable amount of time was involvedréating these models, the final result
is a set of polynomial equations that can be evatlhy a computer almost instantaneously.
This time investment was mostly due to the fact tha source data for these models needed
to be generated through FEA. Every single datareguired the adjustment of a CAD model
followed by several minutes of waiting for the arsd results. Models were then fit to the
resulting data. This is one situation where the afskegacy data would offer time savings.
One of the advantages of legacy data, as discusgée introduction, is the necessary data
trials would already exist and be ready for modtinfy. However, such data is often
proprietary and was unavailable for use in thissaesh. Thus, two example cases were
created in a CAD environment, evaluated using F&#d approximated with metamodels.
The first case studied a generalized wheel loaditgation, and the second case analyzed

stresses and deformation in the support framebofc&et truck.
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4.1 Wheel Loading Test Case

4.1.1 Problem Description

One assessment tool built into the previously meetd ASDS system is wheel
loading. The term wheel loading is derived fromialiwork on ground vehicles, but “wheel”
simply refers to any support point. If three orslesipport points are chosen, a statically
determinant problem is created. The solution cafobad by summing the forces in the y-
direction and the moments in both the x and z-timas. While this is very useful, many
vehicle concepts consist of more than three whe&sh a situation is called a statically
indeterminate problem. A simple set of closed farquations is insufficient to solve this
system since there are too many unknowns. Howéwere are alternative methods that can
provide a solution. One way to determine the loatlseach support is to use an FEA
simulation. These simulations then formed the basian approximation of a wheel loading
system. An experiment was created to generate estdvarying wheel loading conditions.
First, a testing rig was constructed in ABAQU®hich consisted of four arms each with a
support block (Figure 21). These supports can beegl at any location along the length of
the arm, up to a maximum of four meters and a minmof zero distance from the CG. A
minimal load of 100 Ibf was applied to the centskdck of the structure to simulate the CG
of a concept vehicle. By varying the support-to-@i&ances, different reaction forces were
measured in each support, providing 4 variablesdaodtputs upon which to build a model.

Next, the DOE was formulated to specify the trihlat would need to be run. Being
that the final goal of this research is rapid ca@@valuation, it was decided that the required

number of trials be kept to a minimum. Initiallytliogonal arrays were used to sample the
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design space. The L-49 array was chosen, requ#thdest runs and 7 levels for each
variable. While results from this sampling scheneravacceptable, orthogonal arrays were
abandoned in favor of a basic random sampling sehfam two reasons. One, the PCE
method is built to handle inputs which follow a mal, random distribution. In order to draw
comparisons between the methods, the source datlbaudentical. Two, trials cannot be
easily removed from an L-49 array without destrgyits orthogonal properties; random
samples can be simply removed without fundamentaiigcting the sampling scheme. In
total, four data sets were generated. Two of tlvesgained 50 trials each and were used as
source data. The other two were used as validataaa sets with 30 trials apiece. Every
distance value in this source data was distribatemlit a mean value of 2, half of the full leg
length. The trials in one source set and one vadidaset were randomly generated using a
standard deviation of 1. The remaining two setdus deviation of 0.5. Details regarding

this method of data generation will be discusseSaantion 4.1.3 of this thesis.

Figure 21: Screenshot of the loading rig created ahanalyzed using ABAQUS.
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4.1.2 Mode Formulation
Using the values obtained from the DOE, a serieABAQUS analyses were

performed to generate the source data upon whemgtamodel is built. In every trial, the
total load for each support was calculated and tepresented as a percentage of the total
load. For example, if all four supports were ecgt@it from the CG, the value at each
support was 0.25, or 25%. Once all analyses weneptaied, metamodels were built to
approximate the results. Regardless of the modeleapnique used, one model was
generated for each leg, using all four supportadists as variables. Every loading situation
was then modeled by four equations. Like the FEgults, the results of these models are
formatted as a percentage of the total load. Egnsit{9) and (10) show the general forms of

the models for the PRS and PCE methods, respectivel

9:(X) = Bo+ B+ BoXo + BoXs + By,
Firstorder terrs
+ BeX X + BeX X + By XX + BeXi Xy + ByXoXa + BioXoXy + BriXsX,
Secondrderinteractio terms
2 9)

2 2 2
+ 1812)(1 + 1813)(2 + ﬁ14X3 + ﬁ15X4
Secondrder terrs
3 3 3 3
+ 1816)(1 + :817X2 + ﬂ18X3 + 1819)(4
Third order terms

whereX =[x, %, %, Xx,]
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91(6) = ﬂO +ﬂl£l +ﬂ2£2 +ﬂ3£3 +ﬂ4£4

Firstorder terrs

+ P56165 + BodiSs + Bréids + Badida * Bo6aSs * Piosaba + Passls

Secondrderinteraction terms ( 10)

+ 8,8 - 1)+ Bo(&2 -1+ BulE -1)+ Bole2-1)

Secondrder terms

+1816(£13 _351)"':817(523 _352)"':818(533 _353)"':819(52 _354)

Third order terrs

where@=[¢§, &, & &

The above equations both calculate the predictéeeyg. The ‘1’ notation indicates that

this is the response for the first leg of the logdiig. The form of the equation for the other

three legs is identical. Different observed valae used for the regression, however,

resulting in different solutions for the coeffictans. The values irX are normalized to the

largest individual value® is comprised of standard Gaussian variables clealusing

Equation # and the original values generated byDi®&. With these equations formulated,

the modeling methodologies can be studied withia tontext of the wheel loading

experiment.

4.1.3 Experimental Setup

Equations (9) and (10) only represent only onesilda configuration for the

polynomial response surface and polynomial chapsmsion methods. There several factors

that can be altered which affect model performafd¢e primary goal of this segment of

research was to not only build a working metamdaulél also to compare many different
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approaches in order to find the most robust butiefit model possible. In the following
sections, these factors are explained and the agipes toward studying them are outlined.

In conceptual design, the design space for patiecdincepts can involve a great deal
of uncertainty. Radical new ideas may be well al@sihe traditional understanding of a
problem. Another concept may combine elements fseweral existing but diverse products.
Modeling for both these situations involves builflen approximation with source data from
a design space that may be significantly diffefemrin that of the new set of concepts being
evaluated. It was for this reason that two distisets of source and validation data were
created. By altering the standard deviation ofdiséributions for support distances, one data
set represents a larger design space, which irelonaee radical loading configurations. The
opposite set is smaller and more conservative. dit@ates four possible test setups. Models
can be both built and tested on data generated tisensame distribution, large and small.
An interpolative case is created when a modeltisofthe large set and validated using the
small. The reverse of this situation is the exttaiee case. Using these variations, model
accuracy can be gauged when subjected to varysigrispaces.

A large factor in the accuracy of any model isinenber of known system responses
available for fitting. Generally speaking, increasthe amount of source data will result in a
better model. Unfortunately, obtaining these knovatues can be quite time consuming.
Large amounts of existing data are not always alikl The goal should be to generate
reasonably accurate models with limited amountdadé. Higher error is acceptable at early
stages in the design process since many issuesvemdecided. The question then becomes

how much the data can be limited. For this studycheset of source data contains a
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maximum of 50 trials. This number was sequentiadiguced to 40, 30, and 20 trials, and
models were fit to each of these four situations.

While the textbook definitions of the various miwg methodologies provide a
general form to be followed, the decision of whiehms to include or exclude is that of the
individual and the system he or she wishes to aqymate. The term “interaction effects”
deals with terms that in some way involve two orrengariables (i.e. multidimensional).
Examples of such terms are provided in Equationsa(®@ (10). It should be noted that
interaction effects seen in Equation (10) are nat multi-dimensional Hermite polynomials.
Rather, they are an alternate set of effects st the interaction terms in the PRS model.
Adding variable interaction is not a guaranteedhoeétto increase model accuracy. It is
possible that these additional terms will capturerenof the target process’s behavior;
however they may also have a minimal or negatifecefon model performance. This
experiment was limited to second order effects,itieraction of two first order variables.
Including higher order interactions would have atitlieo many terms to the equation and
affected additional components of the study.

Similar to the option of including interaction e¢ts, model order is another choice to
be made. The degree of a system’s response idwaysaknown. Higher order models are
capable of capturing more complex behavior. Howesech flexibility in the model may be
unneeded and result in weaker performance. Modealee vereated that included one-
dimensional terms up to the third power. The res@itom these will be compared to

approximations built with no term higher than setonder.
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Finally, the two modeling methodologies will bengoared. Every experimental
factor explained above will be studied using babhnhiques. Different behaviors between
the two methods may highlight certain advantagedisadvantages. Perhaps, one method
performs better in all situations. Making these pansons will not only lead to better wheel

loading approximations but also provide insighoifitture analyses as well.

4.2 Bucket Truck Support Frame Test Case

4.2.1 Problem Description

The analyses described in the previous sectionsfon a generalized wheel loading
situation. While such a tool is useful, the modglechallenges are relatively minimal. The
loading rig has little to no complexity, and theufodesign variables are very similar in
nature. In order to more fully assess the capgfitmetamodeling for conceptual design, an
additional case was studied. The analysis probles atnosen to be the design of the support
frame for a bucket truck. Figure 22 shows an examopkhis type of vehicle. The base of the
arm is anchored to a custom frame in the reareftiinck. This frame is then fixed to either
the vehicle itself or to outriggers that rest oa gnound. Bucket trucks are manufactured in a
variety of different sizes. The base vehicle usad rmange from medium sized, consumer
level trucks all the way up to heavy duty, commaralass vehicles. Dimensions of the
support frame are dependent upon vehicle choicemBarm length depends on the desired
application; the weight to be supported at the enthe arm is also variable. Each of these
conditions plays a role in the loading on the supframe. The nature of this loading is

important to the designer and was chosen to béthes of this analysis.
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Figure 22: An example image of a bucket truck usetbr the second analysis case.

Like in the wheel loading case, no legacy data awaslable for use in this research.
Thus, the source data was generated from finitmeh analysis of a CAD model. The
support frame was modeled in SolidWafkas shown in Figure 23. All joints in the model
are assumed to be perfect; no welding assumptiens made. The outrigger plates at either
end of the frame are fixed, and the loads are eppb the square plate on top. The nature of
these loads was kept as simple as possible in ¢odstay within the confines of a useful
conceptual design tool. While a potential desigméirnot have every detail figured out, he
or she will at least know a few basic requiremesush as overall dimensions and the
intended usage. The five design variables wereerhbased upon this assumed knowledge:
length and width of the frame; length and weighthaf boom arm; weight of the object to be
supported at the end of the boom arm. The desigexpériments for this case was done
similarly to that of the wheel loading analysis. &evalues and standard deviations were set

for each variable (Table 1), and data was genertbeigh a random sampling process.
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Loading was applied to the FEA model based uposetivalues. The sum of the two weights
created a downward force. The second loading coemgamas a moment created by the two
weights. The moment caused by the boom arm aloseagsumed to act at half of its length.
A second moment was generated by the weight irbtimen’s basket and was calculated at
the full length of the boom. Initial investigatiof the problem determined that the maximum
loading occurred with a forward facing, fully extesd boom. All simulation runs were
performed in CosmosWorksat this maximum loading scenario. A total of Si@lg were
simulated; sixty to be used as training data anddzhtional thirty for validation purposes.
The magnitudes of the maximum stress and maximusplatiement along with their
respective locations would be interest to a desighieus, these eight different outputs were
recorded for each of the FEA trials. The maximurass was measured in pounds per square

inch (p.s.i.) while the displacement and locatiatues were measured in inches.
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Figure 23: The support frame structure was generai in SolidWorks and simulated
using CosmosWorks.

Table 1: The parameters used to generate the simuian trials for the support frame

test case.
Overall Boom Boom Basket
Length Overall Length Weight Weight
(in) Width (in) (in) (Ibs) (Ibs)
Mean 180 35 600 19000 500
St. Dev. 24 2 175 5000 150
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4.2.2 Experimental Setup

Generating the models was again very similar tontleeel fitting done in the wheel
loading case. Several terms were added to Equai®rend (10) in order to accommodate a
fifth design variable. The source data from thepsup frame analyses, both inputs and
outputs, were normalized to the same ranges asvhieel loading data. This was done to
allow for an accurate comparison once results wétained. Similar experimental factors
were also altered such that their effects couldtbdied in this new test case. Data was not
generated using different distributions, however,n® investigation into interpolation or

extrapolation could be performed.
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5 RESULTS AND DISCUSSION

5.1 Metamodeling Results

5.1.1 Evaluation Procedure

A large number of models were created accordinthéoprocedure laid out in the
development chapter. It was necessary to choosetlaooh for measuring these metamodels
so that relative performance could be determindaugh the various models were all built
upon different sets of source trials, each wasuatatl on common sets of validation data. As
previously mentioned, each of these validation setgained 30 data points. The reason for
this additional series of trials was to assure tfet comparisons were being made.
Performance metrics can be calculated to show helvanmodel fits the data from which it
was generated. In practical applications howevereats are used to approximate responses
other than those used in their training. For ins¢éama model built on a small set of
uncomplicated data may fit those points very wellt when applied to a real problem the
model may fail entirely. By comparing a model’'s ¢icted responses with actual observed
values in an independent data set, it is possiblebtain an unbiased assessment of the
approximation.

Three performance metrics were calculated fromultesof the metamodeling
experiments. Maximum absolute difference was tts¢ @f these. As shown in Equation (11),
this value is defined quite simply as the largeffeence between the predicted valiig,
and the observed valug, in absolute terms over samples. The second metric was root

mean square error (RMSE), as defined by Equati@h @nally, the R statistic was used to
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gauge a model’'s performance. This metric is catedlaaccording to Equation (13), where

VmeaniS the average value of the observed responses.

MaximumAbsoluteError = ma><{|§/i - yi|in:l) (11)

(12)

(13)

Using these calculations, the results from expeantmg with various model factors will be
compared to one another. The following two sectwilspresent results from the two cases

separately.

5.1.2 Whedl Loading Results

In total, 192 different models were generatechis study. Each model was then run
with two distinct sets of validation data. Thussuks can be obtained from 384 different
configurations. The nature of the experiment ddlesvathe data to be condensed somewhat.
Four models were generated for each test, one nfodebch leg on the loading rig. Since
the outputs of these models are fundamentally am{ile. percentage of total load), they

were considered as one single response for theopeirpf error calculations. Comparisons
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could then be made using a more manageable p&& wvalues for the RMSE and maximum
absolute error metrics. Theé’ Ralues were obtained for each regression perfarfiedthe
wheel loading case, all of these values were betvde®5 and 1.0 indicating an accurate fit
of the source data. This metric, however, doesnmaaessarily provide a good means of
comparison between the various modeling configonatifor reasons already explained. In
order to best view the effects of the experimefaetiors put forth in the method development
chapter, this section will present a series of tsha¥hile both RMSE and maximum absolute
error were used for analysis, only RMSE values wappear in the figures. Both metrics
revealed similar trends, but RMSE is a better meastia model’s overall performance.

The first factor to be analyzed is a model’'s perfance in situations with varying
distributions of source and validation data. Fig@4 displays these results. For this
configuration, ' order models were generated using 50 points ofcsodata. The two
columns on the left side of the chart represent et®odhat were tested using the same
validation data, generated with a 1.0 standardatievi. However, the models were fit to data
of both distributions. Here, the extrapolation chas slightly higher error but still compares
favorably to the models built and tested on theesdata distribution. Similar results are seen
on the other half of the chart. While the interpiolgq models are not quite as accurate, they
perform nearly as well as the other models. A aersible difference in RMSE is seen
between the two halves of the figure. This resuitat surprising, however. The tighter, more

conservative data set has fewer extreme loadindittons that are more difficult to predict.
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RMSE Analysis for Interpolation/Extrapolation
(3rd order models, 50 source data points)
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Figure 24: This chart presents an example case ofadel performance in
interpolating and extrapolating conditions.

For every modeling configuration that was investiggl, models were fit to varying
levels of input data. The general trend was fooreto increase as fewer data points were
used for regression, as evidenced by Figure 25tHeomost part, this increase was modest
down to as few as 30 data points. In the chartether for the PCE model is still relatively
low when only 20 trials were used. However, the RiR&lel had a noticeable reduction in
accuracy. Though the error for the PRS model issodbad as to render the approximation

unusable, this behavior does indicate that moratVity can be expected when the source



64

data is reduced. There will be more discussiomn fatgarding the differences in performance
between the two methodologies. The point to be niemte is that with minimal input data,

otherwise acceptable models may no longer prouigg@ate results.

RMSE Analysis for Number of Trial Runs
(3rd order models, 0.5 standard deviation data sets)
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Figure 25: Models can exhibit unstable behavior whe presented with only a
minimum of source data.
The impact of including interaction effects in tin@del expression was examined. As
discussed in the chapter on methodology developnieataddition of these terms does not

guarantee a better model. The results from thigex@nt affirm that claim. In Figure 26,
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interaction effects provide a noticeable improvemienerror at all levels of input data.

However, in Figure 27, the same terms have a negatipact on model performance. The
difference between these two cases is the disioibaf both the source and validation data.
Interaction effects appear to be beneficial inagittns with more densely sampled, smaller
design spaces. The additional control perhaps sava way to fine tune the approximation.
Over larger design spaces with less dense samplirsgcontrol becomes a drawback rather

than an advantage.

RMSE Analysis for Interaction Effects
(0.5 standard deviation data sets)
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>
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Number of Trials Runs in Source Data
B PCE w/interaction O PCE w/o interaction

Figure 26: In this modeling configuration, interacion effects had a positive impact
on model performance.
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RMSE Analysis for Interaction Effects
(1.0 standard deviation data sets)
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Figure 27: Interaction effects were not beneficiain this example.

Comparisons were also drawn between approximatioatsdid or did not include
third order terms. For models that were fit to %0l data points, Figure 28, the addition of
third order terms did yield a slight increase irciaacy. However, when the amount of
source data was reduced to 20 trials, some secatet models outperformed their third
order counterparts, Figure 29. The reason forldaigvior is similar to the explanation given
when discussing the impact of interaction effeEts. minimal sampling situations in a large
design space, the gaps between regression posmtawrh wider. Within these gaps a higher

response is more likely to exhibit radical behawi@n a more simple approximation.
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RMSE
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RMSE Analysis for 3rd vs. 2nd Order
(1.0 standard deviation data sets, 50 source data points)

3rd Order 2nd Order
Model Degree

mPCE OPRS

Figure 28: With high levels of source data, "8 order models offer a small

improvement in model accuracy.
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RMSE Analysis for 3rd vs. 2nd Order
(1.0 standard deviation data sets, 20 source data points)
14%
12% ~
10% -
L(})J 8% -
S
T 6% |
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2% -
0% .
3rd Order 2nd Order
Model Degree
mPCE OPRS

Figure 29: With minimal input data, 2" order models often outperform those with 5
order terms.

In many of the modeling configurations examinedpag of this research, PRS and
PCE models performed nearly identically. This wegeeially true when the models were fit
to larger numbers of source data points. Differerdid become apparent, however, when the
models were only presented with a minimal numbetaté points. Figure 30 highlights these
variations. The PRS model outperformed the PCEagmbr in both cases where the source
data was distributed over a larger design spaceenvdhsmaller distribution was used as the

input data, the PCE model was more accurate.
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Method Comparison
(3rd order models, 20 source data points)

30%

25%

20%

15%

RMSE

10% -
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0% B T T
1.0:1.0 05:1.0 1.0:05 0.5:0.5
(extrapolation) (interpolation)

St. Dev. of Source Data: St. Dev. of Evaluation Data

mPCE OPRS

Figure 30: PCE performs better when fit to smallerdistributions of data. Source
data with a greater distribution is better modeledby PRS.

5.1.3 Support Frame Results

For the support frame test case, 48 different nsodere generated for analysis.
Since each output response represented a veryetiffeneasurement, the results were not
combined to provide a single error value. Thougghedifferent responses were recorded

from the simulation runs, models were only cong&ddor six of those outputs. The y and z
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location coordinates of the maximum stress locatiewer changed, so no approximation was
necessary. As before, models were built at var{ewvegls of input data: 60, 50, 40, and 30
trials. The increase in possible data was done¢oramodate the additional terms required
by a five design variable problem as opposed to.fou

The R values for the models in this case were not asistmtly high as for the
wheel loading problem. The values were effectivielgntical between the PRS and PCE
methods, however. Table 2 presents these values3foorder models that included
interaction effects. Rvalues for 2" order models with no interaction effects are pmeeein
Table 3. Both tables share the general trend ofeasing R values as source data is
removed. The values for the x-position of the maximstress are always 1. In the previous
paragraph, it was explained that y and z positafrihis location never changed. While the
value of the position does indeed change, it remainrelatively the same position. Its
position is directly related to the overall dimems of the frame and is thus easily predicted.
Another feature to note is that thé Ralues for the x and y positions of the maximum
displacement are considerably lower in ti&dder case. This will come more into play as

other results are presented.



Table 2: R values for 3" order models at different levels of input data.
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#of R-squared
trials in Maximum Stress Maximum Displacement
source
data |Magnitude x-positionjMagnitude|x-position|y-position|z-position
60 0.7722 1 0.7792 0.8411 0.8477 0.9909
50 0.7673 1 0.7749 0.8794 0.8951 0.9928
40 0.995 1 0.9952 0.9073 0.9168 0.9967
30 0.9983 1 0.9986 0.9769 0.981 0.9975

Table 3: R? values for 2° order models at different levels of input data.

# of R-squared
trials in : - -
Maximum Stress Maximum Displacement
source
data |Magnitude x-position|Magnitude|x-position|y-position z-position
60 0.757 1 0.7621 0.6094 0.6254 0.9648
50 0.7492 1 0.7546 0.6303 0.6508 0.9693
40 0.9823 1 0.982 0.6805 0.6915 0.9718
30 0.9858 1 0.9842 0.6578 0.6909 0.9762

Again, RMSE values will be used to compare the @®ds it is a better overall

measure than maximum absolute error. Similar tremdsvisible in all the outputs, so only

two will be presented here for discussion. The mmaxn stress magnitude represented some

of the best modeling performance while the y-poagitof the maximum displacement was

one of the most challenging responses to approrinkagures 31 and 32 depict the results

from these two responses for both PRS and PCE ingdapproaches. In each situation,

PCE outperforms PRS, but the errors in generatamsiderably higher than those seen for
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the simpler wheel loading situation. The errorsensd for the maximum displacement y-
position approximation are so high as to renderntioelel ineffective. Thus, the’Rialues
were more than a little misleading. Another apphosicould be followed if adequate results

are to be realized.

RMSE Analysis for Maximum Stress Magnitude

35%

30%

25%

20%

RMSE

15%

10% -

5% _ 1
0% . . .

60 50 40 30

Number of Trial Runs in Source Data

B PCE - 3rd order/All effects
OPRS - 3rd order/All effects

Figure 31: Error values are noticeably higher thanthose seen in the wheel loading
analysis.
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RMSE Analysis for Maximum Displacement y -
position
120%
100%
80%
LL
2 60%
e
40% ]
20% -
0% :
60 50 40 30
Number of Trial Runs in Source Data
B PCE - 3rd order/All effects
O PRS - 3rd order/All effects

Figure 32: The position of the maximum displacemenis difficult to approximate.
This modeling configuration did not perform well.

The next series of charts shows a comparison leetiweo different configurations of
PCE models. The first models were built using o2y order effects and no interaction
between variables. These are compared to the PGEIsfsom the above charts. Figure 33
actually shows a slight trend for reduction in eres input data is removed. Moderate
improvements in accuracy over th& 8rder PCE models are seen as well. Much more
drastic reductions in error were observed when yapplthe simpler model to maximum

displacement y-position response (Figure 34). Aacyiwas increased to the point where the
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model may be useful for rough design estimatesalRémat the R values for this model type
were significantly lower than for the previous ofidis result indicates a situation of over-
fitting the source data. Thé%rder model was able to better approximate thatinata
points. However, in doing so, it lost its gendyalind was unable to accurately predict the

response elsewhere in the design space.

RMSE Analysis for Maximum Stress Magnitude

20%
18%
16%
14%
12%

10%
8%

RMSE

6%
4%
2%
0% . . .

60 50 40 30

Number of Trial Runsin Source Data
O PCE - 2nd order/No interaction
B PCE - 3rd order/All effects

Figure 33: Simpler, 2 order models offered better performance than 8 order.
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RMSE Analysis for Maximum Displacement y -
position
80%
70%
60%
50%
L
2 40%
o
30%
20%
10%
0% . . :
60 50 40 30
Number of Trial Runsin Source Data
OPCE - 2nd order/No interaction
B PCE - 3rd order/All effects

Figure 34: Large improvements were obtained when"? order models were used to
approximate maximum displacement position.
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6 CONCLUSIONS AND FUTURE WORK

6.1 Summary and Conclusions

The research presented in this thesis has dedctibe development of a new
engineering design tool. Specifically created tovseghe needs of conceptual design, the
application contains several features, including:

» A 3D augmented reality environment.
* Intuitive methods for object creation, manipulatiand editing.

* Quantitative assessment for user created concepts.

Augmented reality provides a new way to developliagfions. Instead of the
software environment existing only on a displayesar, virtual elements coincide with the
real world. Through the use of a video see-throdifD, a 3D environment was developed
in which the user’'s hands are the primary modentdraction. This creates a very direct
mapping that is easily learned by most anyone.

Because of the capabilities of AR, the common tdsksd in traditional design
software were applied in a new, more intuitive fo@ustom elements, both real and virtual,
were created to develop this new interaction. A dvdavice became the equivalent of a 3D
mouse. Various marker boards were created, eadiorpéng functions specific to the
board’s purpose. Virtual objects can be picked nod mspected almost as if they were
actually in the user’s hand. These same objectbeatitered and then placed into assemblies
in a similar way that one sets down a real objébese capabilities provide the user a very

flexible work space to create and visualize a cphce
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Within the same design environment, two quantieaawalysis tools are available to
provide instant feedback of a concept. Based upmn gosition and weights of each
component on the board, a virtual button will degpthe center of gravity of the assembled
concept. Similarly, the wheel loading button wile wisplay the load distribution after
selecting four support points. These evaluatiorist@ad the designer by providing more
technical data at an early phase in the desigregsoc

In support of the development of the wheel loadinglysis, additional research was
done to investigate the application of metamod®&isu§e in the context of conceptual design.
Two methods were studied in different case studpdynomial response surface and
polynomial chaos expansion. The first test case thwasanalysis situation applied in the
design application, wheel loading. For both methadsor was found to be less than 10%,
according to the calculated RMSE metric, when piegtias few as thirty input data points.
In certain test configurations, acceptable resuige observed with twenty points of source
data. However, model performance in these conditwas considerably more volatile and
unpredictable. The inclusion of interaction effeztsl third order terms was found to provide
a small improvement in accuracy in more denselypdathdata sets. These effects had a
negative impact when input data was reduced. Redoce differences between the two
methods were not substantial, except when onlyranmaim of source data was used. Based
on the presented results, PRS models performedrbgtten fit to large data distributions.
PCE was better suited to modeling smaller distrdmst and then extrapolating.

The second case to be studied was that of the gujppme for a bucket truck. This

design problem was found to be considerably maoifecdlit to model, with certain outputs
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containing more non-linear behavior than the previgproblem. Even for the simpler
responses, third order models were only moderatdffycient for rough approximation with
error values between 10% and 20%. The models fgoutsl that were more difficult to
predict were so inaccurate as to be useless fapappation. Second order models, however,
improved these numbers drastically. Predictionreionthe maximum stress magnitude was
much closer to 10% across all the input data candit Similarly, errors for the maximum
displacement y-position fell to 20%, only rising36% at the minimum input data condition.
While certainly not exact, these approximations rbayable to provide rough performance

estimates without the need for costly analysis.

6.2 Future Work

Continuing work for this research will advancergjonany paths. First and foremost,
the presented application must become an officét pf the ASDS project mentioned in
Chapter 2. The future goals of this project areoffer a variety of interface and display
options to users that are all capable of functigras a single framework; augmented reality
plays a role in this vision. Aside from this, thenee a great deal of possibilities for future
research in the field of metamodeling for conceptiesign. This thesis has only presented
two methods for consideration. A colleague is auityeperforming similar analyses using
the radial basis function (RBF) and Kriging metho#ldaptive learning algorithms such as
neural networks and support vector regression (SMRY hold promise in building better
approximations. The test cases being modeled nisstl®e expanded. More challenging

design problems will be found to better analyzewAeous methods. There is also a need to
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better legitimize the approximations with more nakld data. This can be done in a number
of ways. First, the use of legacy data needs tpursued more vigorously. In this project,
legacy data was simulated by generating resulta fiamdomly chosen FEA run. However, it
would be interesting to generate models using imgugata from a real world product.
Approximation results from the generic models coalso be better validated. This could
take the form of comparing the predicted model otgpo high fidelity simulation results of
actual industrial models or even to physical testithe product itself.

Advancement of the augmented reality interfacensther avenue for continued
research. While the theoretical benefits of AR hagen proposed in this thesis, no official
user studies were performed. Such testing would tielidate the use of 3D interfaces as
well serve as a baseline for future studies uspdated hardware and software. For instance,
additional methods of visual feedback could be evqal to provide additional dimensions of
information. Though powerful and indispensablehis project, the OSGART framework is
not perfect. Even in the best conditions, the tragkesults have a fair amount of noise. This
could be mitigated by applying a Kalman filter, similar method, to this data. Other
problems may not be so easily solved. As more mar&ee used, misrecognition of markers
becomes a greater issue. Sub-optimal lighting ¢mmd$i cause the application to become
unstable. It may become necessary to move to anotaeking method. AR has many
alternative solutions. Particularly, marker-lesscking holds great promise. Using infrared,
depth sensing technology, it is possible to tréeklocation and orientation of a user’'s hands
as well as detect gestures. In this way, AR appdina would no longer be tied to physical

markers or sensors. With this depth informatiortuail objects can be made to “hide” behind
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real objects. Dual camera devices and stereosatipptays can bring 3D vision to AR
systems. Combining all these concepts, the capakiists to enhance the illusion the AR
presents to a user. As this technology becomesrbatd smaller, the 3D AR interface may

one day replace the notion of computing being cadito a desktop.
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