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ABSTRACT 

 

 In a high-speed digital communication system, jitter performance plays a crucial role 

in Bit-Error Rate (BER). It is important to accurately derive each type of jitter as well as total 

jitter (TJ) and to identify the root causes of jitter by jitter decomposition. In this work, we 

propose new jitter decomposition techniques in high-speed links testing. The background of 

jitter decomposition is described in chapter 1.  

In chapter 2, duty cycle distortion jitter amplification is introduced. As channel loss 

results in both ISI and jitter amplification, DCD amplification is a big concern in high-speed 

links. The derivation of a formula of DCD amplification for data channels is included and the 

calculation result matches the time-domain simulation in the system. 

  Chapter 3 provides an accurate jitter decomposition algorithm using Least Squares 

(LS) which simultaneously separates ISI, RJ, and PJ. A new time domain ISI model is 

proposed, which is faster and more accurate than the conventional ISI model. This algorithm 

obtains the estimated individual jitter component value with fine accuracy by using less 

samples of total jitter data compared with conventional methods. The simulation and 

measurement show the accuracy and efficiency of this algorithm with less data samples. 

 In chapter 4, a low-cost comparator-based jitter decomposition algorithm is 

proposed. Instead of using TIE jitter sequence to decompose, it uses a low cost and simple 

com parator network to identify the deviation of current sampling positions from the ideal 

sampling positions to represent the TIE. It simultaneously separates ISI, DCD, and PJ and 

can achieve similar accuracy compared to the instrument test. Both the simulation and 

measurement show the decomposition algorithm with great accuracy and efficiency. 
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In chapter 5, a low cost and simple dithering method to improve the test of linearity 

of analog-to-digital converter (ADC) is proposed. This method exhibits an improve ment and 

enhancement for the ultrafast segmented model identification of linearity error (uSMILE) 

algorithm which reduces 99% of the test time compared to the conventional method. In this 

study, we proposed three types of distribution dithering methods adding to the ramp input 

signal to reduce the estimation error when uSMILE was applied in low resolution ADCs. The 

fix pattern distribution was proved as the most efficient and cost-effective method by 

comparing with the Gaussian, uniform, and fix-pattern distributions. Both the simulation 

results and hardware measurement indicate that the estimation error can be significantly 

reduced in 12-bit SAR ADC with effective dithering. 
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CHAPTER 1. INTRODUCTION

The data processing capabilities of integrated circuits increased greatly due to scaling

of integrated circuit technology in the past decade. However, digital data communication

has become one of the dominant reasons which cause bottlenecks in these systems. To

overcome these bottlenecks, more sophisticated high-speed link circuits have replaced

those simple input/output (I/O) drivers integrated in these chips. The aggressive scaling

of I/O bandwidth demands double every two to three years on average [1] as shown in

Figure 1.1. However, the I/O performance is limited by electrical channel bandwidth

limits.

Figure 1.1 I/O data rate and bandwidth requirement

Meanwhile, as the data rate increases, the inter symbol interference (ISI) becomes
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severe due to the bandwidth limitation. Jitter and noise, generated inevitably in the

transmitter, channel and receiver, impact the performance of the system.

1.1 Motivation

A typical high-speed link composes of the three main blocks, transmitter, channel

and receiver [2-3] as shown in Figure 1.2.

Figure 1.2 I/O High-speed link block diagram

The transmitter (TX) buffer is triggered by phase-locked loop (PLL). A high-frequency

transmit clock is generated by PLL. The channel is the whole path from the output of

the transmitter to the input and then to the receiver. The channel includes any printed

circuit board (PCB) trace and coaxial cables that are used to connect the packages to-

gether. Signal degradation is caused by the channel due to a low pass characteristic. It

limits data throughput by introducing noise and signal distortions, which both lead to

ISI jitter. The transmitted data voltage is sampled by the receiver (RX). A clock and

data recovery (CDR) circuit on the receiver usually incorporates a PLL. Some additional

circuits are needed to synchronize the receiver with the incoming data stream.

As a synchronization circuit, the RX-PLL has to cope with input jitter, and it pro-
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vides certain robustness against timing variations. Timing variations will not be tracked

correctly by the PLL if jitter exceeds critical amplitude. And hence, it leads to erroneous

signal recovery of the received data, which the whole process will affect the bit-error-rate

(BER). Thus, it is important to look carefully into the jitter and noise sources in order

to determine the maximum data rate of the link with the guaranteed BER target in

high-speed links. Jitter decomposition analysis involves the use of histogram or statisti-

cal analysis, frequency analysis, time domain methods. In this dissertation, several jitter

decomposition analysis methods are developed and analyzed. They are also applied to

practical simulations and measurement cases. This chapter will present some background

information about jitter in high-speed links before starting jitter analysis methods.

1.2 Jitter Basics

1.2.1 Jitter Definition

Jitter is defined as the variation of ideal edges and actual edges in time domain both

for clock and data. Figure 1.3 shows the definition of jitter. TIE jitter is the actual

deviation from the ideal clock period over all clock periods

Figure 1.3 I/O High-speed link block diagram
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1.2.2 Jitter in High-Speed Link

Since timing uncertainty is the major reason for erroneous data recovery, a robust

receiver architecture is one of the most challenging design criteria. Figure 1.4 shows

various jitter sources contributing to the overall jitter in a high-speed link.

Figure 1.4 Different jitter within a typical serial link

As shown in Figure 1.4, there are two important sources of noise and jitter on the TX:

the TX clock jitter and the TX power supply noise [2]. Any phase noise on the transmit

clock will translate into timing jitter and the TX power supply noise is induced by the

asynchronous current switching of all the I/Os, which may couple into the transmitted

signal [2]. It can be lowered by careful layout and decoupling capacitors. Meanwhile, the

RX also causes RX sampling jitter and RX power supply noise, which is similar to the

TX end. However, the received signal is much more sensitive to the noise and jitter since

the detected signal has a smaller voltage amplitude. The channel is the final element of

a communication link that generates noise and jitter as illustrated in Figure 1.4. The

channels limited bandwidth produces ISI, which varies the transition edge slope, inducing

data-dependent jitter (DDJ)[2-3].

The eye diagram is a common way to highlight the problem of signal recovery and

presence of jitter as depicted in Figure 1.5. Researchers use eye diagrams to quantify
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Figure 1.5 The effect of non idealities on an eye diagram

noise margin degradation. An ideal eye diagram shows a perfect rectangle. However,

jitter and voltage noise cause the transition slope to be slower, thereby closing the eye

opening. Jitter especially degrades system performance by causing a large horizontal eye

closure voltage noise causes a large vertical eye closure.

An observed total jitter (TJ) distribution includes different components [2-3] shown

in the scheme in Figure 1.6. It can basically be decomposed into a bounded deterministic

jitter (DJ) and an unbounded random jitter (RJ). RJ is usually considered as Gaussian,

unbounded probability behavior. It is observed at both distribution tails, extending them

toward infinity. DJ can be of arbitrary shape and is expressed by various subcomponents

in order to distinguish various root causes. DJ is further divided into periodic (PJ),

bounded uncorrelated (BUJ), and data-dependent jitter (DDJ). DDJ is related to the

transmitted data pattern. DDJ consists of duty-cycle distortion (DCD) and ISI. DCD

is caused by a difference in the pulse width between logical high and low levels which

is caused by voltage offsets or different rise and fall times at signal transitions. BUJ is

always considered bounded because of the limited coupling strength.
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Figure 1.6 Jitter components classification

1.2.3 Jitter Decomposition Methods

With the increasing data rates in the high-speed communication system, there is

a significant challenge in balancing test cost and quality to test high-speed interfaces.

Currently available jitter measurement techniques require expensive and high precision

measurement instruments, including the use of high-speed sampling scopes, time interval

analyzers (TIAs) and bit error rate testers (BERTs) [2-3].

Different off-chip decomposition approaches have been developed in the past. Gener-

ally there are three popular category approaches to decompose jitter: 1) the ones based

on histogram or statistical methods; 2) the ones with frequency-domain based analysis;

and 3) the ones with time-domain based analysis relying on jitter measurements carried

out in real-time. In the following sections these three analysis domains will be explained

in more detail in order to give a comprehensive overview to the state-of-the-art in the

topic.
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Figure 1.7 Histogram based method model

Figure 1.8 RJ and DJ components of a jitter PDF.

1.2.3.1 Histogram Based Analysis

Probability distributions of collected jitter values are used to estimate jitter influence

in histogram or statistical domain-based methods. A jitter distribution in an eye diagram

is obtained from the horizontal cross section at a desired signal level in Figure 1.7.

The collected distribution corresponds to probability density function (PDF) of jitter

samples. Common model assumptions are the popular Gaussian tail model [2] which

has the following features: 1) Jitter is a stationary random process. 2) The measured

TJ distribution can be separated into two components, RJ and DJ. 3) RJ is observed at
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the outer tails of a TJ distribution, and follows an unbounded Gaussian by its mean ,

standard deviation and amplitude A. 4) DJ follows a finite, bounded distribution which

is shown in Figure 1.8. Three model parameters µ, σ and A for both tails should be

identified by analysis methods in order to correctly extrapolate a measured distribution.

For this purpose, some researchers also refer these methods as tail fitting algorithms or

jitter decomposition methods. Various methods were developed to decompose the RJ

and DJ components with tail fitting algorithms [4-8]. However, there are two obvious

drawbacks in tail fitting approaches. First, it needs to identify the tail part of the distri-

bution before starting the optimization. The identification algorithm with conservative

parameters works suboptimal for many of the distribution shapes. Secondly, the tail

fitting algorithm is very complex and requires many samples.

1.2.3.2 Time-Domain Based Analysis

The time-domain based jitter analysis [8-10] rely on jitter measurements carried out

in real-time. This is only possible for dedicated real-time measurement systems, such

as high speed sampling scopes or TIAs. Some methods have been proposed in the past.

Dou and Abraham [9-10] introduced correlation analysis. Unfortunately, this method

still lacks a relation between extracted DJ subcomponents and the TJ. It is unable to

apply to arbitrary jitter distributions and requires a large amount of test samples which

is not a practical simulation application.

1.2.3.3 Frequency-Domain Based Analysis

Some research proposed the jitter decomposition based on the Fourier transform

(FT) [11-13]. In frequency-domain analysis, the power spectral density ( PSD) is used

to represent the jitter spectrum by applying averaging techniques. Peaks in the spec-

trum can be interpreted as PJ or DDJ and the average noise floor denotes the power of

RJ. In [9-10] four spectral regions of the jitter transfer function are defined to allow for
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BER analysis. The approach is restricted to Gaussian RJ combined with PJ. Although

jitter measurements using external instruments can be performed in the lab for charac-

terization, instruments are unable to lend themselves to fast parallel testing of devices

with a large number of high-speed interfaces due to their hardware complexity, cost and

scalability limitations.

1.3 Contributions of the Dissertation

In this dissertation, we will propose new jitter decomposition techniques that address

the mentioned challenges above in high-speed links testing. The dissertation is organized

with four major chapters, which each chapter presents and solves some technical issues

in the area of jitter decomposition.

In chapter 2, duty cycle distortion (DCD) jitter amplification will be introduced.

As channel loss results in both ISI and jitter amplification, DCD amplification is a big

concern in high-speed links. An overview of the statistical jitter modeling and jitter

amplification of clock channel will be briefly discussed. The derivation of a formula of

DCD amplification for data channels will be included. The calculation result matches

the time-domain simulation in the system.

Chapter 3 will provide an accurate jitter decomposition algorithm using Least Squares

(LS) which simultaneously separates ISI, RJ, and PJ (called TIE-based method in the

dissertation). Jitter basic information with PJ, DCD and RJ will be introduced. A new

time-domain ISI model will be used in the algorithm and it is faster and more accurate

than the conventional ISI model. This algorithm will obtain estimated individual jitter

component values with fine accuracy by using less samples of total jitter data compared

to conventional methods.

In chapter 4, a low-cost comparator based jitter decomposition algorithm will be

presented. Instead of using TIE jitter sequence to decompose, it will use a low cost and
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simple comparator network to identify the deviation of current sampling positions from

the ideal sampling positions to represent the TIE (called comparator-based method in

this thesis). It can simultaneously separate ISI, DCD, and PJ and this algorithm achieves

similar accuracy compared to the instrument test.

In chapter 5, a low cost and simple dithering method to improve the test of linearity of

analog-to-digital converter (ADC) will be discussed. This method is an improvement and

enhancement for the ultrafast segmented model identification of linearity error (uSMILE)

algorithm, which reduces 99% of the test time compared to the conventional method.

Since uSMILE produces large estimation errors in low resolution ADCs (10-12 bits) when

the input is a ramp signal, in which the quantization noise of ADC becomes a dominant

part in the total noise. We will compare with three types of distribution dithering

methods to add the ramp input signal to reduce the estimation errors when uSMILE is

applied in low resolution ADCs.

In chapter 6 concludes the whole dissertation.
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CHAPTER 2. DUTY CYCLE DISTORTION

AMPLIFICATION IN HIGH-SPEED DATA CHANNELS

Clock channel jitter amplification scales exponentially with channel loss and is the

worst for duty cycle distortion (DCD) due to its high frequency nature. As the chan-

nel loss results in both inter-symbol interference (ISI) and jitter amplification, the DCD

amplification in data channel is not as well understood and clearly quantified as clock

channel DCD amplification. This chapter presents a general formula to calculate the data

channel DCD amplification based on peak distortion analysis and statistical jitter mod-

eling methodology. The presented methodology is validated by time-domain simulation

on different lossy channels.

2.1 Introduction

As data rates continue to climb at an ever-increasing rate, jitter and noise in high-

speed links have become a performance bottleneck in addition to signal integrity issues

such as inter-symbol interference (ISI) and crosstalk. ISI has three main causes: 1) band-

width limitation of transmission medium; 2) nonlinear phase response of the transmission

medium; 3) reflection. Random jitter (RJ) is commonly modeled by the Gaussian distri-

bution function. Common sources of RJ include shot noise and thermal noise. Duty-cycle

distortion (DCD) is caused different rise and fall times at signal transitions and device

mismatch in signal path. Electromagnetic interference from other devices or the system

can also induce current on signal wires and affect the signal voltage biasing and reference
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voltage.

Jitter exists in both receivers and transmitters in high-speed links. Compared to re-

ceiver jitter, transmitter jitter is more detrimental as transmitter jitter modulates trans-

mitted pulse width directly. The amount of jitter is modulated by channel dispersion as

signals propagate in the system. It has been shown that clock channel jitter amplifica-

tion scales exponentially with channel loss even when the channel is linear, passive, and

noiseless [1-4]. The mechanism of jitter amplification is discussed in terms of channel

impulse/step response in [2-4]. In particular, DCD and RJ amplifications in clock signals

are shown to scale uniquely with channel loss [2], indicating that loss is responsible for

the effect. It is the worst amplification for duty-cycle distortion (DCD) as DCD has the

highest jitter frequency contents [1-4]. DCD amplification presents a great limitation

on clock forwarding architecture at high data rates. In modern high-speed serial links

shown in Figure 2.1, the clock is typically embedded in high-speed data stream, and

a clock and data recovery (CDR) circuit are used to recover both the data and clock.

As channel loss results in both ISI and jitter amplification, DCD amplification in data

channels is not as well understood and quantified.

Figure 2.1 Typical high-speed link
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Among the typical mixed-signal equalization techniques such as transmitter finite

impulse response (FIR) equalizer, analog continuous time linear equalizer (CTLE), and

decision feedback equalizer (DFE), only CTLE can reduce the jitter amplification effect

due to its continuous time nature. Due to the limitation of CTLE gain-bandwidth

product, DFE is typically heavily-relied upon for high-loss channels. Therefore, it is

important that the impact of transmitter jitter, especially transmitter DCD, is accurately

estimated and accounted for timing budget for high-speed serial links.

DCD amplification in clock channels was well explained in frequency domain in [4].

A clock signal with DCD consists of two major frequency components, a DC component

and the clock tone itself. The lossy passive channel attenuates the high frequency clock

tone much more than the DC component and thus it results in DCD amplification shown

in Figure 2.2.

Figure 2.2 Frequency analysis for jitter amplification in clock pattern

In [2-3], a general statistical formulation was developed to model transmitter jitter

amplification in clock channels based on channel step responses. Clock jitter was first

converted into voltage noise and then converted back to timing jitter using the slope of

the output clock signal. All the analysis and data in [1-4] show that clock channel DCD

amplification scales exponentially with the channel loss.

The analysis in [1-4] was limited to DCD amplification in clock channels. The pe-
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riodicity of the 1010 clock pattern eliminates ISI jitter therefore jitter at the channel

output is entirely induced by input jitter. For clock channels, jitter amplification factor

is defined as the ratio of output jitter over input jitter. Since the channel loss results in

both ISI jitter and jitter amplification, this definition of jitter amplification is no longer

applicable to data channels. In contrast, what really matters in data channels is the

additional margin loss due to transmitter jitter. DCD amplification in data channel is

defined as the ratio of additional margin loss and input DCD. For example, if 3%UI DCD

results in 6%UI additional margin loss (J0 J1) at the channel output compared with zero

DCD case, the DCD amplification factor is 2, shown in Figure 2.3. It is important in

balancing timing budget in high-speed serial links to insight how data channel DCD am-

plification scales with channel loss, especially for high data rate applications on high-loss

channels.

Figure 2.3 DCD amplification definition in data channel

This chapter extends the DCD amplification analysis for clock channels in [3] to data

channels and presents a general formula to calculate the factor of data channel DCD am-

plification based on peak distortion analysis and statistical jitter modeling methodology.

The rest of chapter is organized as follows. Section II describes DCD jitter amplification

analysis based on a statistical modeling methodology for data channels and clock chan-

nels. Section III validates the methodology with time-domain simulation results. Section

V summarizes this chapter.
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2.1.1 Jitter Amplification Background

This section first reviews channel single bit response, the statistical transmitter jitter

modeling methodology presented in [3, 5] and peak distortion analysis [6-7] as they are

the basis of this work. Then a general formula for data channel DCD amplification is

derived.

2.1.1.1 Channel Single Bit Response

In a high-speed link, the channel has low-pass filter characteristic due to the skin-

effect and dielectric loss. This means an ideal narrow pulse at the input of the channel

will be significantly attenuated and much wider at the output of the channel. It occupies

the pre-cursor (h−1, h−2, · · · ) and post cursor samples (h1, h2,,· · · ). Other than that,

the first pre-cursor (h−1) and post-cursor (h1) samples are very large due to the pulse

dispersion from low-pass filtering, h0 is the main-cursor. Both effects would make it very

difficult to correctly detect the bits that are transmitted in a sequence.

Figure 2.4 ISI cause bit error

For example, a received sample as shown in Figure 2.4 that corresponds to bit zero

drops to only 0.4 due to interference from the previous bit by 0.2 and the next bit by

0.1 in a one zero-one pattern sent from the transmitter. As a result, this bit is received
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as an error.

This inter-symbol interference (ISI) effect is deterministic since it is repeated by

transmitting the same data pattern. It is obvious that this effect becomes severe as the

width of the transmitted bit decreases. As such, ISI is clearly one of the most significant

effects that limit the achievable data rates in high-speed backplane links.

2.1.2 General Statistical System Jitter Modeling

Assuming linear time invariance (LTI) throughout the rest of this chapter, the channel

output signal y(t) without transmitter and receiver jitter can be expressed in terms of

the superposition of progressively delayed channel step responses

y[n] =
∑
k

(dk − dk−1)s(t− kT ) (2.1)

where s(t) is the step response of the channel, k is the input symbol index, T is the

symbol time, and dk is the transmit symbol at time k. The step responses can be derived

from the S-parameter of the passive channel.

With the transmitter jitter, εTXk , the output of the channel becomes

y[n] =
∑
k

(dk − dk−1)s(t+ εTXk − kT ) (2.2)

After sampling at t = mT , the output ym can be expressed in terms of the superpo-

sition of progressively delayed channel step responses as follows [3, 5]:

ym =
∑
k

(dk − dk−1)s(εTXk + (m− k)T ) (2.3)

For small transmitter jitter εTXk , following the method in [9], the channel output signal

can be decomposed into the ideal signal and the effective voltage noise nTXm induced by

εTXk using Taylor series expansion as follows:

ym(t) =
∑
k

(dk − dk−1)s((m− k)T ) +
∑
k

((dk − dk−1)εTXk hm−k) (2.4)
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where hm is the data rate sampled impulse response of the channel. The effective

voltage noise nTXm due to transmitter jitter at the input of the sampler is:

nTXm =
∑
k

((dk − dk−1)εTXk hm−k) (2.5)

Based on equation 2.4, data with small DCD εTXk can be explained as the superpo-

sition of a noiseless data stream dk in Figure 2.5 and two noise pulses εTXk and εTXk+1 [8].

Since the DCD is much narrower than the impulse response of the channel filter and the

reference symbol pulse, we can approximate them with delta functions as described in

[8] when the noise data passes through the channel filter.

Figure 2.5 DCD converts to noise

A symbol transmitted with DCD is converted into a symbol with no jitter Figure

2.5(a) and a noise term where the width values of the noise symbols Figure 2.5(b) are

equal to εTXk and εTXk+1.Therefore,the transmitter jitter can be mapped into effective noise

nTXm shown Figure 2.6.
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Figure 2.6 Data with DCD decomposition

2.2 DCD Jitter Amplification Analysis

This section described a general formula for data channel DCD amplification. The

first step was to convert the receiver effective noise into zero-crossing jitter. The second

step was to obtain the DCD amplification by using the worst-case pattern based on peak-

distortion analysis. Meanwhile, we obtained the DCD amplification for clock pattern.

2.2.1 Converting Effective Noise to Jitter

Equation 2.5 shows that transmitter jitter on any one edge affects the channel output

waveform in the vicinity of neighboring edges in a way determined by the channel impulse

response and data pattern. The higher the channel loss is, the longer the channel impulse

response and hence the larger the jitter accumulation will be. The effective voltage noise

nTXm at the zero crossings can be translated back to timing jitter using the slope of the

channel output waveform [3] Sm shown in Figure 2.7.

In Figure 2.7, jitter at zero-crossing which is converted by the effective noise nTXm ,

Jm is the timing jitter at mth zero-crossing. The jitter at the zero crossing is given by

JM = nTXm /SM (2.6)

For any data pattern, the slope of the channel output at the zero crossing is given by

SM =
∑
k

((dk − dk−1)hm−k) (2.7)
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Figure 2.7 Converting the effective noise to jitter at zero-crossing

Mapping the effective voltage noise back to timing jitter,we obtained

JM =
∑
k

((dk − dk−1)εTXk hm−k)/
∑
k

((dk − dk−1)hm−k) (2.8)

2.2.2 DCD Amplification of Data Channel

Note that both the slope and the effective voltage noise are various for different data

patterns. The definition of jitter amplification as the ratio of output jitter over input

jitter is no longer valid. In contrast, as mentioned earlier, what matters is the additional

margin loss due to DCD for data channel. For a random bit pattern, peak distortion

analysis is widely used to estimate worst-case eye opening [6-7]. The difference between

the worst-case eye opening with and without transmitter DCD is a good estimation of

the additional margin loss due to transmitter DCD.

To determine the worst-case voltage or timing margin, the worst-case received eye

shape is extracted along with the peak sampling boundary. Since sources such as ISI

have truncated distributions, the associated worst-case magnitudes can be direct from

the single bit response of the system [9]. Based on peak-distortion analysis, the worst-

case pattern that results in the worst-case eye opening can be easily extracted for a given

channel single bit response (SBR). Given a SBR, the largest undershoot can be estimated

by choosing the signs of the other data bits that result in negative (positive) ISIs for the

case where current data bit is 1 (-1) [6-7]. Given the symbol-spaced single bit response,
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pulse cursor coefficient is given by

h = [· · · , h−2, h−1, h0, h1, h2, · · · ] (2.9)

Figure 2.8 Single bit and worst case pattern

Flip pulse matrix about cursor h0 and the bits are inverted sign of the pulse ISI, the

worst-case pattern can be obtained by

−→
d T
worst = [· · · ,−sign(h2),−sign(h1), 1,−sign(h−1),−sign(h−2),−sign(h−2), · · · ]

(2.10)

For a smooth lossy channel where all ISIs are positive, its worst-case pattern is simply

a single bit shown in Figure 2.8. For this worst-case data pattern, if the transmitter jitter

at rising edge is (εTX0 ) and at falling edge is εTX1 , the calculated jitter at the rising(J0)

and falling edges (J1) of the single bit according to equation 2.8 after channel is:

J0 =
h0ε

TX
0 − h−1εTX1
h0 − h−1

(2.11)

J1 =
−h0εTX1 + h1ε

TX
0

h0 − h1
(2.12)

The additional margin loss due to jitter is the sum of J0 and J1 which is given by

margin loss =
h20 − h1h−1

(h0 − h1)(h− h−1)
(εTX0 − εTX1 ) (2.13)
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For sinusoidal jitter, margin loss is the biggest when εTX0 − εTX1 is at the maximum

value. The higher the sinusoidal jitter frequency is, the bigger εTX0 − εTX1 is for the same

sinusoidal jitter magnitude, therefore the higher the margin loss.

DCD is the highest frequency sinusoidal jitter. For DCD, εTX0 = −εTX1 = εTXDCD/2,

where εTXDCD is peak-to-peak transmitter DCD. From (13), the DCD amplification factor

defined as additional margin loss over transmitter DCD is given by

ADCD = (
h0 + h−1
h0 − h−1

+
h0 + h1
h0 − h1

)/2 (2.14)

Equation 2.14 shows that the DCD impact on margin loss is amplified when we have

positive h−1 and h1, which is the case for lossy channels. The higher the loss is, the

bigger h1 and h−1 are and the bigger the amplification factor is. Therefore, data channel

DCD amplification increases with channel loss.

2.2.3 DCD Jitter Amplification of Clock channel

Clock channels can be considered as a data channel with a clock pattern:
−→
d T =

[· · · ,−1,+1,−1, · · · ], taking
−→
d T into equation 2.8 we have [3]

JM =

∑
k hm−kε

TX
DCD/2∑

k (−1)khm−k
(2.15)

ACLKDCD =

∑
k hm−k∑

k (−1)khm−k
(2.16)

In contrast to the fact that equation 2.14 which only depends on h1 and h−1,equation

2.16 shows that clock channel DCD amplification depends on all terms in the chan-

nel impulse response therefore it could be much more severe than data channel DCD

amplification for high loss channels.

Alternatively, the difference between clock channel DCD amplification and data chan-

nel DCD amplification can be explained from jitter frequency point of view. As shown in
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[1-4], for clock channel, DCD is the highest frequency jitter which results in the biggest

jitter amplification while random jitter with wide spectrum shows much less jitter am-

plification. The DCD amplification of clock pattern in frequency-domain is

FDCD = (
H(2w0)

H(w)
+

H(0)

H(−w0)
)/2 (2.17)

where H(ω) is the transfer function of channel. When the impedance mismatch in the

channel is negligible, H(ω) is the channel forward S-parameter. ω0 is the fundamental

frequency of clock signal. In a lossy channel, H(ω) decays exponentially with frequency.

H(ω − ω0) is attenuated less than H(ω0), producing a gain in the output that leads

to jitter amplification. From equation 2.17, it shows that DCD amplification is caused

by the attenuation difference between the DC component introduced by DCD and the

fundamental in lossy channels. Different from clock channel DCD, data channel DCD is

being modulated by a random data pattern. Let ε be a random sequence of 0s and 1s,

where 0 means no edge transition and 1 means edge transition. The data channel DCD

sequence can be modeled as the point-wise multiplication of the DCD sequence with

the random sequence ε. This results in convolution in frequency domain. The random

sequence ε has wide frequency content. Therefore, intuitive data channel DCD should

result in less jitter amplification than clock channel DCD.

2.3 Simulation Results

To validate the theory, three channels with different amount of loss were used in time-

domain simulation. They have 5dB, 9dB and 11dB insertion losses at 5Gzh, respectively

as shown in Figure 2.9 The time-domain test bench was constructed in the Simulink

environment. The simulation time step was swept to make sure the time step is fine

enough to simulate small jitters. All simulations are done at 10Gbps. These channels

have eye openings at 10Gbps without equalization.
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Figure 2.9 Channels under consideration

Figure 2.10 Single bit response to extract the worst-case patternn

The single bit responses were first simulated for the worst-case pattern extraction,

shown in Figure 2.10. Different data patterns, including PRBS7, PRBS15, worst-case

pattern and PRBS15 combined with worst-case pattern were used to simulate DCD am-

plification. For PRBS7 and PRBS15 patterns, at least two full cycles of PRBS pattern

length were simulated. The simulation results are shown in Figure 2.11. These simula-
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tions were done with 3%UI DCD injection.

Figure 2.11 DCD amplification for different data patterns

Figure 2.12 Comparison of DCD amplification for different amount of DCD

All data patterns have similar DCD amplification factors. This confirms our intuition

that worst-case data pattern can be used to estimate DCD amplification for random data
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patterns. Note that the worst-case pattern is much shorter to simulate. As expected, the

amplification factor increases as channel loss increases, close to 1.1 for the 5dB low loss

channel and up to 1.6 for the 11dB high loss channel. For the 11dB high loss channel,

3% transmitter DCD resulted in 4.8%UI margin loss.

Different amount of DCD signals are injected to show the impact of DCD magnitude

on DCD amplification. Figure 2.12 shows DCD amplification factors for different channel

losses with 1%, 3%, and 10%UI DCD injection. For the 11dB loss channel, 10%UI

DCD results in more than 17%UI margin loss and the largest amplification factor. This

again shows the importance of tightening the transmitter DCD budget. The theoretical

calculation based on equation 2.8 is also shown in Figure 2.11. It matches well with

the time-domain simulation for small DCD as equation 2.8 is based on Taylor series

expansion and only holds for small transmitter jitter.

Figure 2.13 Comparison of DCD amplification for different cases

Figure 2.13 overlays the DCD amplification curves for the clock pattern, the worst-

case pattern and the theoretical calculation based on equation 2.8. As expected, data

channel DCD amplification is smaller than clock channel DCD amplification. Clock

channel DCD amplification scales faster with channel loss. For the 5dB low loss channel,
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DCD amplification factors for both data and clock channels are close to 1. For the 11dB

loss channel, DCD amplification factors for clock and data channels are 2.2 and 1.6,

respectively.

2.4 Conclusion

This chapter investigates transmitter DCD amplification in data channels and its im-

pact on link margin. Data channel DCD amplification is defined as the ratio of additional

margin loss over DCD. Based on peak distortion analysis and statistical jitter modeling

methodology, a general formula is derived to calculate data channel DCD amplification.

Simulation results confirm the theory and show that data channel DCD amplification

also scales with channel loss but at a lower rate than the clock channel DCD.
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CHAPTER 3. ACCURATE JITTER DECOMPOSITION IN

HIGH-SPEED LINKS

In a high-speed digital communication system, jitter performance plays a crucial role

in Bit-Error Rate (BER). It is important to accurately derive each type of jitter as well

as total jitter (TJ) and to identify the root causes of jitter by jitter decomposition.

In this chatper, a jitter decomposition algorithm using least squares (LS) is proposed,

which simultaneously separates inter-symbol interference (ISI), random jitter (RJ) and

periodic jitter (PJ). This algorithm includes a new time domain ISI model, which is

more effective than the conventional cursor convolution techniques. The new proposed

algorithm only requires the time invariant condition, which is true for almost all systems,

while the traditional ISI model is valid only with the linear time invariant assumption.

Compared to conventional methods, the proposed jitter decomposition method is able

to obtain the estimated individual jitter component values with fine accuracy by using

fewer samples of total jitter data. The efficiency and accuracy of the proposed method

are demonstrated by simulation and hardware experiments.

3.1 Introduction

With the ever-increasing demand of high speed data rate in serial communication

systems, jitter becomes a dominant factor affecting system performance and the bit-

error-rate (BER). As it also limits timing margin for the system today, accurate jitter

analysis is crucial for next-generation I/O design in order to obtain an acceptable BER.
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Jitter is defined as the deviation of transition edges from their ideal location in time

and contains multiple components each with different characteristics. The total jitter

(TJ) in data signal consists of deterministic jitter (DJ) and random Jitter (RJ). RJ

follows unbounded Gaussian distribution due to noise sources (such as thermal noise,

flick noise, shot noise etc). DJ obeys bounded distribution and can be decomposed

into periodic jitter (PJ) and data dependent jitter (DDJ), bounded uncorrelated Jitter

(BUJ). PJ comes from external deterministic noise sources coupling into a system, such as

switching power supply noises. DDJ is further divided into duty cycle distortion (DCD)

and inter-symbol Interference (ISI). Non-idealities, such as asymmetric rising and falling

edges of the clock path generate DCD which the duration of logical 1 is different from

the duration of a logical 0. ISI is caused by the bandwidth limitation, loss and reflection

of the channel. DDJ is related to the bit sequence.

Understanding the amount of jitter introduced by each jitter source is imperative

for predicting overall system performance [1]. Jitter decomposition is a key tool used

in such scenarios to identify the root causes of jitter. Jitter can be measured using

different methods either using external instrument (oscilloscope, spectrum analyzer and

time interval analyzer (TIA)) or on-chip circuit jitter measurement. However, these

on-chip jitter measurement circuits [2-6] require a large amount of die area if the jitter

histograms have to be collected in real-time. Different off-chip decomposition approaches

have been developed in the past. Generally, there are three popular category approaches

to decompose jitter: 1) the ones based on histogram or statistical methods; 2) the ones

with frequency-domain based analysis; and 3) the ones with time-domain based analysis

relying on jitter measurements carried out in real-time.

The histogram methods are based on the popular Gaussian tail model [1] by using

the probability distribution of collected jitter values. For example, RJ could be observed

at the outer tails of a TJ distribution. Thus, this type of method is also referred to as

a tail fitting algorithm. Researchers reported various methods to separate RJ and DJ
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components with different tail fitting algorithms [7-9]. However, a large amount of jitter

samples is required to correctly identify the fit tail part of distribution. Deconvolution

methods [10] rely on the idea that in histogram based analysis, a TJ probability density

function (PDF) is given as convolution result of the RJ and DJ components. If one of

these two components is approximately estimated, one can use a deconvolution algorithm

to determine other components, and thus to retrieve the Gaussian model parameters.

However, a major drawback of these methods is that they suffer from lack of accuracy

because either the DJ or RJ component has to be estimated prior to the deconvolution.

For the frequency-based method, the time-domain series of jitter can also be repre-

sented and analyzed in the frequency domain using the Fourier transform (FT) [11-14].

Then, researchers can use the power spectral density (PSD) to represent the jitter spec-

trum by applying averaging techniques. Correspondingly, peaks in the spectrum can be

interpreted as PJ or DDJ, while the average noise floor denotes the power of RJ. However,

they used a clock pattern to estimate the RJ and PJ in the system and the ISI cannot be

derived from long run-length patterns. Jitter analysis techniques based on time-domain

[15-17] rely on jitter measurements carried out in a real-time mode. This is only possible

to those dedicated real-time measurement systems, such as high-speed sampling scopes

or TIA. Those instruments also include the histogram or spectral test methods. Unfor-

tunately, histogram, spectral and time-domain methods need sufficient memory depth

to acquire enough data so that the accuracy can be assured through these digital signal

processing (DSP) techniques [18]. In [19], a low-cost jitter separation method based on

ADC testing was developed. However, this method is limited to separate jitter in only

clock channel with low speeds.

One important jitter component needed to be addressed is ISI jitter. The ISI jitter

plays an important part in the TJ. The ISI modelling methods have been introduced

in the past. In [12, 20], they modelled the channel as a first-order and a second-order

low-pass filter. However, in presence of discontinuities, such a model is too simple to
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represent the real channel and becomes invalid. In [21], the ISI modelling is commonly

based on the convolution technique. However, it is very time consuming since the cursor

is usually 100-bit long.

In this chapter, we present a jitter decomposition algorithm based on LS which has

advantages of 1) accurate estimation for PJ, ISI and RJ; 2) fewer data samples than the

instrument test which saves the memory requirement; and 3) the new ISI modelling is

accurate and efficient to ISI jitter estimation. In this decomposition algorithm, the ISI

jitter model in time domain is simpler than the conventional ISI cursors convolution tech-

nique. Another advantage of the proposed ISI modelling is its being more accurate and

realistic than the low pass filter model. The PJ and RJ were also modelled by a tradi-

tional method [1]. The LS was used to obtain parameter values in the above-mentioned

jitter model [22-23]. Compared with the simulation and conventional instrument test

methods, the proposed method shows great accuracy in the jitter decomposition.

The rest of the chapter is organized as follows: In Section II, the conventional PJ,

RJ models are reviewed and the new ISI jitter model is presented. In Section III, the

TJ model is introduced. A LS method is applied to the TJ model and the estimation

of jitter component is derived. In Section IV, the validation for the ISI model and jitter

decomposition simulation results are presented. In Section V, the hardware experiment

is presented. Section VI concludes the chapter.

3.2 Jitter Modeling

This section presents PJ, RJ and ISI jitter models considered in the algorithm. PJ

and RJ models are widely used in popular jitter analysis. We developed a new time

domain ISI jitter model for a lossy channel which is efficient at ISI estimation.
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3.2.1 Periodic Jitter(PJ)

PJ is a repeating jitter signal at certain frequencies. It is typically derived from the

noise in a switching power supply or caused by PLL reference clock feedthrough. The

mathematical model of PJ [1] is

4 tPJ [n] = A sin(2πf0(t− nT ) + ∅) = a sin

(
2πf0n

fs

)
+ b cos

(
2πf0n

fs

)
(3.1)

where 4tPJ [n] is a jitter amount at sampling time nT ; A is the amplitude of PJ; f0

is the frequency of PJ. In a real system, it can be input reference clock of PLL or power

supply noise and extracted from the data through spectral analysis. In this chapter, we

consider the PJ from reference clock as an example; fs is frequency of data stream, and

φ is the phase.

In equation 3.1, a and b are the estimation parameters for PJ in the algorithm.

3.2.2 Random Jitter (RJ)

RJ is caused by unbounded jitter sources, such as thermal noise, flick noise, and shot

noise which can be modeled as Gaussian white noise. Gaussian jitter PDF is defined as

fRJ(∆t) =
1√
2πσ

exp−(∆t− µ)2

2σ2
(3.2)

In equation 3.2, µ is the mean and σ is the standard deviation of Gaussian distri-

bution. In this model, the µ is zero and σ is the estimation parameter for RJ in the

algorithm.

3.2.3 Inter-Symbol Interference Jitter (ISIJ)

ISI is caused by reflections and loss in a channel. Figure 3.1 shows a single-bit response

after a lossy channel. The pulse becomes widened and attenuated, and it occupies the

pre-cursor and post cursor samples. Traditionally, ISI cursors convolution technique is

used in ISI modeling. However, this process is time-consuming when the number of
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Figure 3.1 The pulse response of the channel

cursor is large. For instance, typical single-bit responses are often more than 100bit long

[21]. This convolution approach fails when the non-linearity of the system is severe, or

when the data pattern is non-white.

Since sophisticated methods, like transmitter finite impulse response (TX-FIR) equal-

izer, are needed to properly equalize to the precursor, we consider the k-bit post cursor

has a dominant effect on ISI. We use an example to illustrate the time domain ISI model.

Considering the data sequence b1-b6 as shown in Figure 3.2, the black curve is the ideal

data sequence and blue curve is the actual data sequence due to ISI. b6 is the current

bit, b1-b5 are preceding five bits (5 bits post cursor). b1-b5 has 32 binary combina-

tions. If b1-b5 is 01011 as shown in Figure 3.2(a), the time deviation of actual b6 edge

and the ideal b6 edge is defined as ISI induced jitter J11. The index 11 is the decimal

representation of 01011. If b1-b5 is 01101 shown in Figure 3.2(b), the time deviation

of actual b6 edge and the ideal b6 edge is thus noted as jitter J13. The index 13 is the

decimal representation of 01101. Different b1-b5 binary combinations generate different

ISI jitter amount to current bit b6. Table 3.1 describes the ISI model parameters which

include binary combinations, a corresponding jitter J and a sign C. In this example, the
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5-bit post cursor has 32 binary combinations and each binary combination generates a

corresponding jitter value J . The corresponding sign C is used to represent which kind

of binary combination of 5-bit post cursor is selected. In Figure 3.2(a), the 5-bit binary

combination is 01011 and the corresponding jitter value is J11, the corresponding sign

C11 is equal to 1 while other corresponding signs are all zeros.

Table 3.1 The parameters of ISI model

b1-b5 binary combinations Corresponding Jitter Corresponding sign
00000 J0 C0

· · · · · · · · ·
01011 J11 C11

· · · · · · · · ·
11111 J31 C31

Figure 3.2 An example of ISI modeling

Based on the observation that different post cursor binary combinations generate

different ISI jitter amounts on the current bit, we can use a formula to describe the ISI
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jitter model. The equation is given by

4 tISI [n] =
2K−1∑

0

Jl × Cl[n] (3.3)

Cl =


1, if binary to decimal b(n−k)b(n−k+1) · · · b(n−1) == l

0, otherwise

(3.4)

where4tISI [n] is ISI jitter of data bit n at sample time nT . The jitter of current bit bn is

determined by binary combinations of previous k bits from bn−k to bn−1. l is the decimal

number of binary combination b(n−k)b(n−k+1) · · · b(n−1). Jl is the jitter value of the lth

binary combination to the current bit bn. Cl is a corresponding sign which represents

the binary combination of the previous k−bit. The equation describes that ISI jitter of

the current bn is the jitter amount of the previous k-bit. This model does not assume

any linearity or superposition requirements on the ISI jitter as a function of the previous

k-bit, nor does it rely on linearity in the conversion from data waveform voltage errors

to timing errors near zero crossing, thus making the ISI model more robust to channel

non-idealities. Jl is the estimation parameter in the algorithm.

The post cursor number k can be obtained from the channel pulse response given the

threshold voltage as shown in Figure 3.1

3.3 Jitter Decomposition Algorithm

In this section, we present the TJ modelling used in this study, and then explain the

details of the decomposition algorithm.

3.3.1 Total Jitter

The TJ in time domain is considered as the linear sum of DJ components and the

square root of the RJ components [21]. With the proposed ISI jitter modelling, the TJ
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Figure 3.3 Data transition sign dn

in bit n with PJ, RJ and ISI can be simulated as:

x[n] = dn × [4tPJ [n] +4tISI [n] +4tRJ [n]] (3.5)

where x[n] is the TIE amount at sampling time nT. dn is data transition sign used to

indicate the existence of a 0 to 1 or 1 to 0 transition from bit n − 1 to bit n. dn is 1

only when there is a falling or rising edge from bit n− 1 to bit n as shown in data (1) of

Figure 3.3 dn is 0 when there is no data transition from bit n − 1 to bit n as shown in

data (2) of Figure 3.3 When dn is 0, no jitter exists for the current bit n.

3.3.2 Jitter decompostion by Least Squares (LS)

In order to estimate the parameters in the proposed model, a LS based decomposition

method is proposed. Equation (4) shows that TJ is a linear equation. For a linear time

invariant system, LS estimation overcomes the convergence problem [22-23] and does not

require any special distribution properties for the input. Based on this, we applied the

LS to estimate the PJ, RJ, and ISI parameters [a, b, J0, J1, · · · , J(2k−1)] .

Define that M bits absolute TIE sequence is shown in Figure 3.4 The absolute TIE

in each bit is x[1], x[2], · · · , x[M ] taken at sampling time 1T, 2T, · · · ,MT , respectively.
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Figure 3.4 M bits total jitter sequence

Then the absolute TIE sequence ZM can be expressed by the following equation [21]

ZM =



x(1)

x(2)

...

x(M)


= HMθ + VM (3.6)

where VM is RJ vector (denoted as [[1], [2], cdots, [M ]]T ) for the TIE sequence, repre-

senting
[
a, b, J0, J1, · · · , J(2k−1)

]T
is the estimation parameters for PJ, DCD and ISI. HM

is the coefficient matrix for the whole jitter sequence. HM is the coefficient matrix for the

whole jitter sequence. The submatrix A in HM is PJ coefficients matrix and submatrix

B is ISI coefficients matrix.

HM =

[
A B

]
A =


d1sin

(
2πf0
fs

)
d1cos

(
2πf0
fs

)
...
...
. . .

...

dMsin
(

2πf0M
fs

)
dMcos

(
2πf0M
fs

)
B =



d1C01 · · · d1C2k−11

d2C02 · · · d2C2k−12

...
...
. . .

...

dMC0M · · · dMC2k−1M


(3.7)

In equation 3.7, Cli can be extracted from the data stream and store in look up table.

For instance, if binary combination of post-cursor of the ith bit data stream is 01101,

then C12i is 1 and other Cxi is 0. Since the PJ frequency f0 can be obtained from spectral

analysis, we assume the f0 is a known parameter in this chapter. fs is the data rate.
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Figure 3.5 The flow chart of proposed algorithm

The solution θ̂M for length of absolute TIE M bits is

θ̂ =
[
HT
MHM

]−1
HT
MZM (3.8)

The estimation parameter θ̂M is

θ̂ =
[
â, b̂, Ĵ0, Ĵ1, · · · , Ĵ2K−1

]
(3.9)

The amplitude of estimation PJ is

Â =

√
â2 + b̂2 (3.10)

The ISI is calculated by

ÎSIpk−pk = max(Ĵ0, Ĵ1, · · · , Ĵ2K−1)−min(Ĵ0, Ĵ1, · · · , Ĵ2K−1) (3.11)

The variance of RJ is

σ2 = var(ZM −HM θ̂) (3.12)
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The flow chart of the proposed algorithm is given in Figure 3.5. The jitter sequence

with PJ, ISI, and RJ is the input of the algorithm. The ISI matrix is formed based on

data stream information and the PJ matrix is formed based on the data rate and PJ

frequency (from the spectral analysis). According to equation 3.8, the initial estimation

jitter component value θ̂ could be obtained by LS. The final estimation of PJ, ISI, and

RJ values is based on equation 3.10 3.11 and 3.12 respectively.

3.4 Simulation Results

In this section, the proposed decomposition methods are validated by Matlab simu-

lation. PRBS-7 data length is 1.27k bits and the data rate are 10Gb/s and 25Gb/s in

the simulation respectively. The PJ was a sine wave with 100MHz frequency at 10Gb/s

and 250MHz frequency at 25 Gb/s.

3.4.1 Validation of the ISI Jitter Estimation

In order to verify that the ISI jitter estimation is previous k-bit dependent, we used

ISI TIE jitter sequence as reference criteria. The extraction of S-parameter of a PCB

transmission line (channel A) with insertion loss 3.5dB at 5GHz and 7.5dB at 12.5GHz

was used to generate the ISI TIE sequence. We classified the ISI jitter sequence to 2k

binary combinations. The post cursor number k of the transmission line is 5, which

was obtained from the channel pulse response. These 5 bits post cursors have 32 binary

combinations from 00000 to 11111.The corresponding jitter amount are from J0 to J31 .

The red dots in Figure 3.6 and Figure 3.7 represents the TIE ISI jitter in each ISI binary

combination which shows that different binary combinations correspond to different ISI

jitter at 10Gb/s and 25Gb/s respectively.The eye diagram of PRBS 7 only with ISI in

Figure 3.8 shows ISI jitter (pk-pk) in this transmission line is about 7.2 ps at 25Gb/s.
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Figure 3.6 Comparison of ISI TIE binary combination and estimation result for 10Gb/s

Figure 3.7 Comparison of true and estimation ISI for 25Gb/s

In order to verify the decomposition algorithm, the whole PRBS7 data stream with

only ISI jitter was sent to the proposed method.
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Figure 3.8 Eye diagram of PRBS-7 only with ISI at 25Gb/s

Figure 3.9 Comparison of true and estimation ISI for Channel B at 10Gb/s

The estimated ISI jitter for each binary combination is represented by blue dots in

Figure 3.6 for 10Gb/s and in Figure 3.7(a) for 25Gb/s. They show that the estimated

ISI and actual ISI are very close both at 10Gb/s and 25Gb/s. The estimated ISI (pk-pk)

value is about 4.6 ps at 10Gb/s and 7.2 ps at 25Gb/s which is very close to the pk-pk
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Figure 3.10 Comparison of true and estimation ISI for Channel C at 10Gb/s

jitter obtained from the eye diagram in Figure 3.8.

We also modeled channel B with 3dB loss and channel C with 5dB loss at 5GHz to

verify the proposed ISI model. The simulation results are shown in Figure 3.9 and 3.10,

and mathes the true ISI well.

3.4.2 Validation of PJ, DCD and ISI Jitter

In the 10Gb/s simulation, PRBS-7 data stream were generated by Matlab Simulink

toolbox with different PJ (0ps, 20ps pk-pk), RJ (0ps, 2.13ps, rms value) and ISI jitter

caused by channel A (4.6 ps, pk-pk) was sent to the algorithm. The simulation results

are summarized in the third column group of Table 3.2. It shows the estimated jitter is

very close to the added jitter.

In the 25Gb/s simulation, PRBS-7 data stream with different jitter component were

generated. The data stream with different PJ (0,1.5ps, 4ps, 8ps peak-peak value), RJ

(0,2.13 ps) and ISI jitter caused by channel A (7.2ps, pk-pk value) was sent to the

algorithm. The simulation results are summarized in Table 3.3. The estimation error of

ISI is less than 0.5 ps. The estimation error of PJ is close to 0 ps. DCD estimation were
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larger than the added caused by the jitter amplification due to channel loss.

3.5 Measurement Results

To verify the ISI (pk-pk) estimation and the accuracy and efficiency of the algorithm,

a hardware test bench was used (shown in Figure 3.11) to measure the jitter components

for 10Gb/s. A Tektronix BSA286C BERTscope was used to generate data stream with

PJ. An Agilent Infiniium Wide-Bandwidth Oscilloscope was used to measure the jitter

with internal software. The same PCB transmission line in simulation part A was used

to generate the ISI jitter. All experiments were done at a data rate of 10Gb/s.

We also used the result of JNEye with conventional decomposition algorithms as ref-

erence to compare the proposed method. JNEye is Intels state-of-the art jitter and noise

link analysis tool for evaluate high-speed serial link performance. The jitter decompo-

sition of this platform is based on hybrid algorithms with statistical, frequency-domain,

and time-domain analysis with dedicated jitter components modeling and extraction.

The accuracy of JNEye has been validated with both simulation and measurement cor-

relations [22]. All tests for comparison were done at 10Gb/s and 25Gb/s.

Figure 3.11 The 10Gb/s experimental test bench
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3.5.1 Validation of the ISI Jitter pk-pk Estimation

Since the ISI jitter (pk-pk) generated by the PCB transmission line (channel A) is

unknown, the ISI measurement result of the oscilloscope is as a reference. In the experi-

ment, jitter free PRBS7 data generated by BERTscope was sent to the PCB transmission

line and the output of transmission line was connected to oscilloscope to obtain the ISI

jitter value.

In the proposed method, the PRBS-7 data stream with ISI jitter was sent to the

algorithm and the estimation ISI value was obtained. The channel A was used in JNEye

to generate PRBS-7 with ISI and then decompose the ISI jitter. The comparison is

listed in the Table 3.2. In the added jitter term, the unknown for ISI means that the

ISI jitter amount is unknown when the transmission line is added. The ISI value in the

measurement is 5.1 ps and the estimation in JNEye is 4.4ps. The one in the proposed

method is 4.6 ps. All values are very close. Therefore, the ISI modeling is validated. PJ

in the proposed method is 0ps (pk-pk) while the oscilloscope result is about 1.4ps. RJ

(rms value) in the simulation is 0ps while the one in the measurement is 1.4ps due to

the instrument noise.

3.5.2 Comparison of the Accuracy and the Sample Data

In the hardware experiment, PRBS-7 data stream at 10Gb/s with different PJ (0ps

and 20ps pk-pk) generated by BERTscope was sent to channel A and then sent to

oscilloscope. PRBS7 data stream with different amounts of PJ and ISI jitter were sent

to the proposed method and JNEye.

Table 3.2 shows the comparison results among oscilloscope, JNEye and the proposed

method. When the measurement result is stable, the experiment should run several

minutes according to test experience. When the added ISI is 0, the oscilloscope result of

ISI jitter is about 3.2 ps due to the cable while in the proposed algorithm the estimation

is about 0 ps. The DCD measurement result is 0.8ps while in the proposed method is 0.
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The data sample in each simulation is 8k, but the oscilloscope requires at least 200k data

in the experiment. Therefore, the proposed algorithm has comparable accuracy using

fewer data samples than instrument and have the same accuracy compare to JNEye.

Table 3.2 Comparasion the proposed method, instrument and JNeye at 10Gb/s unit
(ps)

Added
jitter

Instrument JNeye The propose methed

RJ PJ ISI RJ PJ ISI RJ PJ ISI RJ PJ ISI
0 0 unknown 1.5 1.4 5.1 0 0 4.4 0 0.07 4.6
0 20 0 1.4 20.5 3.2 0 20.1 4.4 0 20.2 4.7

2.13 20 unknown 2.49 20.3 6.5 2.2 20 4.4 2.14 20.1 4.6

Table 3.3 Comparasion the proposed method and JNeye at 25Gb/s unit (ps)

Added
jitter

JNeye The propose methed

RJ PJ ISI
sample
data

RJ PJ ISI
sample
data

RJ PJ ISI

0 0 unknown 8k 0 0 4.4 1.27k 0 0.07 4.6
0 20 unknown 8k 0 20.1 4.4 1.27k 0 20.2 4.7

2.13 20 unknown 8k 2.1 20 4.4 1.27k 2.12 20.1 5.2
2.13 20 0 8k 2.2 19.8 0 1.27k 2.1 20.4 0

It shows that both of two methods have the same estimation accuracy with the same

sample data at 10Gb/s. For the 25Gb/s comparison, PRBS7 data stream with different

PJ (1.5ps,4ps,8ps pk-pk), RJ (0ps,2.13ps) and ISI jitter generated from channel A were

sent to JNEye and the proposed method.

Table 3.3 shows the estimation results in the proposed method and the JNEye esti-

mation result. Both of two methods have the same estimation accuracy with the same

sample data. However, the proposed method has two obvious advantages. First, the pro-

posed method was used less sample data than instrument test or commercial simulation

platform. Second, the proposed method can provide ISI analysis in detail for each ISI

binary combination.
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3.6 Conclusion

An efficient and accurate algorithm that simultaneously extracts the periodic jitter,

random jitter and ISI jitter is presented. This method is based on time-domain ISI

modelling which is simpler than the conventional cursor convolution technique. It utilizes

fewer sample data while maintaining great estimation accuracy in both clock pattern and

data pattern. The comparison between simulation results and the hardware test ones

demonstrates the accuracy of the proposed jitter measurement method. However, there

are still limitations in the proposed method. It is only applied in low lossy channels,

which means the eye diagram should be open before the receiver of system and the data

logic value can be correctly determined. The algorithm needs the TJ sequences as an

input which requires extra instruments such as TIA to store the jitter sequence.
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CHAPTER 4. A LOW-COST COMPARATOR-BASED

METHOD FOR ACCURATE DECOMPOSITION OF

DETERMINISTIC JITTER IN HIGH-SPEED LINKS

Jitter decomposition is a key tool to identify root causes of jitters in a high-speed

digital communication system. It is such a huge challenge in balancing the test cost and

precision for conventional decomposition methods implemented in instruments where

the time interval error (TIE) data is necessary. In this chapter, we propose a deter-

ministic jitter decomposition method using Boolean output from a network of simple

low-cost comparators to identify the deviation of current sampling position from the

ideal sampling position instead of TIE data. The new method simultaneously separates

inter-symbol interference (ISI), periodic jitter (PJ) and duty cycle distortion (DCD). Sim-

ulation and measurement results demonstrate that the proposed method can estimate

the ISI, PJ and DCD with sufficient accuracy using significantly fewer data samples than

the state-of-the-art instrument test, and thus reduce test cost greatly. Furthermore, the

comparators have extremely relaxed design requirements, offering potential for possible

on-chip implementation for built-in self-test (BIST) or background test.

4.1 Introduction

To satisfy the aggressive demand for higher data rate of communication system, the

input/output (IO) speed double every two to three years on average [1]. Using the

Optical Internetworking Forum (OIF) Common Electrical I/O (CEI) implementation
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agreement as an example, its speed has increased from 6.5G (Gen1), to 11.3G (Gen2), to

28G (Gen3) .As the data rate increases, the unit interval (UI) shrinks. The UI reduction

implies that the total timing budget for the I/O link decreases. Meanwhile, as the data

rate increases, the inter symbol interference (ISI) becomes severe due to the bandwidth

limitation. Jitter and noise, generated inevitably in the transmitter, channel and receiver,

impact the performance of the system. It is important to understand the amount of

jitter introduced by each jitter source to predict the overall system performance [2].

Jitter decomposition is a key tool to identify the root causes of jitter at the chip design,

simulation, and characterization stages. However, the test of high-speed interfaces has

posed significant challenges in terms of test cost and quality. Currently available jitter

measurement techniques require expensive measurement instruments but they do not

guarantee sufficient test quality.

Jitter is defined as the variation of transition edges from their ideal locations in time

[2]. It becomes a dominant factor affecting the bit error rate (BER) with increasing data

rate in high-speed serial communication systems. Total jitter (TJ) in a data signal often

consists of deterministic jitter (DJ) and random jitter (RJ) [2]. RJ follows unbounded

Gaussian distribution due to thermal noise and shot noise, etc. DJ obeys bounded

distributions and can be decomposed into periodic jitter (PJ) and data dependent jitter

(DDJ), bounded uncorrelated jitter (BUJ). PJ is caused by power supply switching

frequency or phase locked loop (PLL) clock feed through. BUJ is caused by the channel

crosstalk. DDJ is further divided into ISI and duty cycle distortion (DCD). ISI is caused

by the lossy characteristics of the channel. Non-idealities including asymmetric rising

and falling edges of the clock path generate DCD.

Many researchers have proposed various algorithms to decompose jitter components.

These algorithms fall into three main categories. The first one is frequency-domain

based analysis. The time domain series of jitter can be analyzed in frequency domain

through the Fourier transform [3-4]. The power spectral density (PSD) represent the
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jitter spectrum by applying averaging techniques. However, the clock pattern is used to

estimate the RJ and PJ in the system and the ISI cannot be derived from clock pattern.

The second one is based on histogram or statistical method using probability distribu-

tions of collected jitter values. A TJ distribution can be decomposed into two Gaussian

tails and is also referred to as tail fitting algorithms. Various methods were developed to

separate the RJ and DJ components with tail fitting algorithms [5-8]. Some other jitter

decomposition methods are based on deconvolution [9-10] of the wavelet transforms [11]

and Gaussian mixture models [12]. Deconvolution methods rely on the jitter distribution

rule that a total jitter probability distribution function (PDF) is given as the convolution

result of the DJ components and RJ (having a Gaussian distribution) in histogram based

analysis. However, a large amount of jitter samples is required for fitting algorithms.

The third one is time-domain based analysis [13-14] relying on jitter measurements

carried out in a real-time mode. This is only feasible for these dedicated real-time

measurement systems, such as high-speed sampling scopes or time interval analyzers

(TIAs).

In industry, dedicated instruments are widely used to measure and decompose jitter.

The jitter analysis algorithms in these instruments are usually implemented using the

histogram method or spectral test. All these algorithms require large samples of TIE

jitter data. TIE jitter is the actual deviation from the ideal clock period over all clock

periods. TIE data must be measured by an instrument with: 1) sufficient bandwidth

(three times the data rate is usually adequate) to represent the signal; 2) sufficient mem-

ory depth to acquire enough data so that the digital signal processing (DSP) techniques

are accurate [15]; 3) low noise. These requirements can be satisfied with high precision

circuits such as extremely fast ADC and ideal PLL. Unfortunately, the manufacturing

cost for such instrument is very high and the instrument design also remains a big chal-

lenge when the data rate is extremely high. For example, testing the 25Gb/s high speed

I/O requires a sampling rate of more than 50Gb/s by the instrument.
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In this chapter, instead of using TIE data, we present a jitter decomposition algo-

rithm through a series of digitized 0s and 1s from comparator network which is directly

related to TIE (called comparator network based method). The comparator network

based method offers several advantages. First, no TIE data is needed, meaning that

no extremely high precision circuit is necessary which greatly reduces the complexity

of circuit design and test cost. Also, this method provides accurate estimation for PJ,

ISI and DCD. In addition, it requires much fewer data samples than instrument testing.

Moreover, the ISI modeling proposed by our previous research [16] is accurate and more

efficient for jitter estimation than conventional ISI convolution technique [17] because

the traditional ISI modeling is time-consuming. In addition, it is more realistic than the

first order or second order low pass filter model [18-19].

In our proposed algorithm, a comparator network was used to sample the edge of

integer periods of pseudo-random binary sequence (PRBS) data and obtain the 0s and

1s. Given an initial sampling position which is different from the slicer of receiver, the

outputs (0s and 1s) of comparators were sent to the decomposition algorithm based on

Least squares (LS) [20-21]. Then, it obtained the new comparator network sampling

position to acquire a new set of output 0s and 1s. This iteration process would continue

till zero crossing points were found, where the difference in the number of 0s and 1s is the

smallest. Meanwhile, the new sampling position includes PJ, ISI and DCD information.

This proposed algorithm shows great accuracy for jitter decomposition and requires much

fewer data samples compared to the conventional instrument test method.

The rest of the chapter is organized as follows: In section II, the comparator based

jitter decomposition method is described in detail. In section III, the simulation results

are presented. In section IV, the measurements are provided. Section V concludes the

chapter.



57

4.2 Comparator Based Decompostion Method

In this section, we proposed the comparator based method to decompose the PJ,

DCD and ISI in detail. First, individual jitter component model for PJ, DCD and ISI

are introduced. Second, the process of using comparator output to replace the TIE is

developed. Third, using comparator output to estimate the jitter component by Least

squares (LS) in one iteration is described in detail. Fourth, the block iteration is applied

to data groups to obtain the final jitter component estimation. Fifth, some parameters

in this method and comparator design considerations are addressed.

4.2.1 Deterministic Jitter Modeling

PJ and DCD are modeled by the traditional method [2, 17]. ISI jitter is modeled in

time domain. PJ is a repeating jitter whose frequency typically known. It is caused by

noise in a switching power supply or PLL reference clock feed through. PJ is modeled

mathematically as a sum of sinusoids (here a single sinusoid is shown as example):

4 tPJ [n] = A sin(2πf0(t− nT ) + ∅) = a sin

(
2πf0n

fs

)
+ b cos

(
2πf0n

fs

)
(4.1)

where 4tPJ [n] represents a PJ amount at sampling time nT ; f0 is the fundamental

frequency of PJ; A is the amplitude of PJ; In a real system, it can be power supply noise

or input reference clock of PLL which can be extracted from the data through spectral

analysis. In this chapter, the PJ from reference clock is considered as an example in

simulation; fs is the frequency of data stream, and is the phase of PJ. In equation 4.1,

a and b are the estimation parameters in this algorithm.

DCD creates the widest set of frequency components in the clock pattern and can be

viewed as a series of adjacent positive and negative impulses at the input. The frequency

is half of the data rate, which can be modeled as [17]

4 tDCD[n] = JDCD × cos(nπ) = [−JDCD, JDCD,−JDCD, JDCD, · · · ] (4.2)
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where 4tDCD[n] is a DCD amount at sampling time nT; JDCD is the DCD amplitude

which is to be estimated in the algorithm.

ISI is caused by reflections and loss in a channel. The pulse of a single bit becomes

widened and attenuated after a lossy channel, and it occupies the pre-cursor and post

cursor samples. The ISI model used here follows that used in [16] and is more accurate

and efficient than conventional modeling based on convolution and first or second order

low pass filtering.

Figure 4.1 An Example of ISI modeling

In a high speed link, since some kind of equalizer is typically used to properly equalize

to the precursor, the post cursors from the previous k bits is considered in modeling the

ISI effect. The selection of the number of post cursor k depends on the amount of loss

of the channel and the data rate, and can be determined during channel characteriza-

tion. The previous k bits has 2k binary combinations. In the works case, each binary

combination generates a different ISI jitter amount on the current bit (main cursor). For

example, as shown in Figure 4.1 the blue curve is the actual data sequence due to ISI

and the black curve is the ideal data sequence for data sequence b1−b5. b5 is the current

bit, b1 − b4 are preceding four bits. b1 − b4 has 16 binary combinations. If b1 − b4 is

0101 as shown in Figure 4.1, the time deviation of actual b5 edge and the ideal b5 edge

is defined as ISI induced jitter J5. The index 5 is the decimal representation of 0101. ISI
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jitter model is described in the following equation

4 tISI [n] =
2k−1∑
0

Jl × Cl[n] (4.3)

Cl =


1, if binary to decimal b(n−k)b(n−k+1) · · · b(n−1) == l

0, otherwise

(4.4)

where 4tISI [n] is ISI jitter of data bit n at sample time nT. The jitter of current bit bn is

determined by binary combinations of previous k bits from bn−k to bn−1. l is the decimal

number of binary combination b(n−k)b(n−k+1) · · · b(n−1). Jl is the jitter value of the lth

binary combination to the current bit bn. Cl is a corresponding sign which represents

the binary combination of the previous k−bit. The equation describes that ISI jitter of

the current bn is the jitter amount of the previous k-bit. This model does not assume

any linearity or superposition requirements on the ISI jitter as a function of the previous

k-bit, nor does it rely on linearity in the conversion from data waveform voltage errors

to timing errors near zero crossing, thus making the ISI model more robust to channel

non-idealities. Jl is the estimation parameter in the algorithm.

All DJ components, as well as RJ, contribute to total jitter [2], which results in timing

interval errors. The deterministic part of TIE at data bit n with PJ, DCD and ISI can

be modeled as:

x[n] = dn × [4tPJ [n] +4tDCD[n] +4tISI [n]] (4.5)

where x[n] is the TIE amount at sampling time nT . dn is data transition sign used to

indicate the existence of a 0 to 1 or 1 to 0 transition from bit n − 1 to bit n. dn is 1

only when there is a falling or rising edge from bit n− 1 to bit n as shown in data (1) of

Figure 4.2 dn is 0 when there is no data transition from bit n − 1 to bit n as shown in

data (2) of Figure 4.2. When dn is 0, no jitter exists for the current bit n.
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Figure 4.2 The data transition sign dn

4.2.2 Replacing TIE Sequece using Comparator Network

Existing methods for jitter decomposition take TIE data as input. TIE is defined

as the timing difference between the zero-crossing time of the actual data and that of

the ideal data, as indicated by x[n] for bit bn in Figure 4.3. In this sense, x[n] is called

the absolute TIE since it is relative to the ideal zero-crossing. However, obtaining TIE

is a very challenging task, as explained in the introduction. Therefore we would like to

replace TIE by something that is much easier to obtain.

Figure 4.3 The definition of absolute TIE

For simplicity, let us assume there is no overshooting, undershooting, ringing and
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other signal integrity problems in the data edges, i.e., the data edges are monotonic both

at rising and falling edge, as shown in Figure 4.3.

Figure 4.4 Converting finding zero crossing point to area difference function (a)

This is not a serious limitation since the proposed method focus near zero crossing

and monotonic near zero crossing is usually satisfied. Let us place a rectangular box

centered at the zero crossing of the ideal edge. The actual data waveform divides the

box into two parts, the gray and the green. It is fairly simple to show that when x[n] is

small, the area difference between the gray and green areas is proportional to x[n]. Let

us define the area difference between the gray and green area as function g(n). As seen

in Figure 4.4(a), when x[n] < 0, the actual data curve makes zero-crossings behind the

ideal data, and the area difference function g(n) is negative. When the actual and ideal

zero-crossings match, i.e., x[n]0, the gray and green areas are approximately the same

and g[n] ≈ 0, as seen in Figure 4.4(b). When the actual data leads the ideal data, i.e.,
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x[n] > 0, the gray area will be more than the green area and we have g[n] > 0, as seen

in Figure 4.5(a). Therefore, g[n] is locally proportional to x[n] and could be used as a

candidate for replacing the TIE x[n].

Figure 4.5 Converting finding zero crossing point to area difference function (b)

The area difference function g(n), however, is an analog quantity and is not directly

available. To solve this problem, we can use a quantized representation to approximate

the area function, by placing a set of grid points in the box. The gray area will be

approximated by the number of gray dots and the green area is approximated by the

number of green dots. With this, the quantized area difference function h(n) is given by

h[n] = (] green dots− ] gray dots)n = quantized(Agray − Agreen)n (4.6)

This is illustrated in Figure 4.5.
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Figure 4.6 An example of comparator network

A simple way to count dots is to place a comparator at each grid point, with both vary-

ing threshold voltages and triggering times, as shown in Figure 4.6(a) (3 ∗ 3 A1, · · · , C3

as an example). The number of comparators with output equal to 1 represents the quan-

tized gray area, and the number of comparators with output equal to 0 represents the

green area. In the voltage domain, comparators in each row have the same nominal

threshold voltage, and between adjacent rows the threshold voltages differ by 4v. In

the time domain, comparators in each column are triggered together, and comparators

in adjacent columns have trigger times differ by a small time-delay 4t. In the Figure

4.6(a), there are two voltage intervals (4v1 and 4v2) and two time-delays 4tsft1 and

4tsft2 ). The 4v and 4tsft do not have to have the same values. The voltage intervals
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can be different for different rows, and within one row each comparator can have its own

threshold variations. Similarly, the time-delays do not need accurate controls and within

each column each comparator can have its own aperture uncertainties. The reason for

this relaxed requirement is that in the presence of variation, we can still use the difference

in the number of output 1 and the number of output 0 as a quantized representation

of the area difference. More details are discussed in design consideration section. For

simplicity, we assume the voltage intervals 4v between each row are the same and so

are the time delay 4tsft between each column. The 9 comparators in Figure 4.6(b)

produced 9 Boolean outputs. The number of 0 represents the green area and the number

of 1 represents the gray area. The difference of 0s and 1s represents the area difference

function h(n) shown in Figure 4.5(d) and is given by equation

h[n] = (] 1− ] 0)n = quantized(Agray − Agreen)n (4.7)

Now that we have a quantized area function that is easily obtained by a comparator

network, we would like to use it to replace TIE in a jitter decomposition algorithm. Before

we can do that, we need to figure out the approximate proportionality coefficient between

h(n) and TIE, that is, we need an approximate value of α such that α4 h[n] ≈ x[n].

Figure 4.7 The relative TIE definition

To approximate α, we move the center of the grid point box by a time interval 4tTIE
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to O from P as shown in Figure 4.7. Some of the comparators output will change from

1 to 0. This will cause a change in the value of the quantized area function 4h(n). To

a first order approximation, we will have:

4 tTIE ≈ α4 h[n] = α(4] 0−4] 1)n (4.8)

This process can be done either in simulation with a good model of the channel,

or in characterization if the channel and comparator network hardware is available. In

this chapter, we measure the channel characteristics and use simulation to obtain since

the comparator network are not in hardware. α can also be roughly obtained from the

average slope of the actual data edge waveform. The relative TIE 4tTIE represents the

deviation of a given reference point and the zero crossing point. For example, every

edge in a data stream shown in Figure 4.8 was sampled by the comparator network (one

green arrow refer to a comparator network) bit by bit and the position of comparator

network is the reference point of the relative TIE. The gray dashed arrows represent

the ideal clock edges used in definition of absolute TIE. Therefore, the relative TIE

sequence (4tTIE[1],4tTIE[2], · · · ,4tTIE[M ]) of M bit data stream shown in Figure 4.8

can be expressed by a series difference of 1 and 0 in each sampling time 1T, 2T,· · · ,MT

respectively which is given in the following

4 TIE[M ] =



α1(4] 0−4] 1)[1]

α2(4] 0−4] 1)[2]

...

αM(4] 0−4] 1)[M ]


≈



α(4] 0−4] 1)[1]

α(4] 0−4] 1)[2]

...

α(4] 0−4] 1)[M ]


(4.9)

Although different data edges have different slopes, we can use a roughly estimated value

for all the rising edges and −α for all the falling edges.
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Figure 4.8 M-bit relative TIE

Figure 4.9 M-bit absolute TIE

4.2.3 Jitter Decompostion by Least Squares (LS)

Using LS can estimate the PJ and ISI in the proposed model if absolute TIE is

known which was proved by our previous work [16]. Equation 4.5 shows that TIE is

a linear equation. For a linear time invariant system, LS estimation overcomes the

convergence problem [20-21] and does not require any special distribution properties for

the input. Based on this, we applied the LS to estimate the PJ, DCD and ISI parameters

[a, b, JDCD, J0, J1, · · · , J(2k−1)].

Define that M bits absolute TIE sequence is shown in Figure 4.9 The absolute TIE

in each bit is x[1], x[2], · · · , x[M ] taken at sampling time 1T, 2T, · · · ,MT , respectively.
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Then the absolute TIE sequence ZM can be expressed by the following equation

ZM =



x(1)

x(2)

...

x(M)


= HMθ + VM (4.10)

where VM is RJ vector (denoted as [[1], [2], · · · , [M ]]T ) for the TIE sequence, θ repre-

senting
[
a, b, JDCD, J0, J1, · · · , J(2k−1)

]T
is the estimation parameters for PJ, DCD and

ISI. HM is the coefficient matrix for the whole jitter sequence. The submatrix A in HM

is PJ coefficients matrix. The submatrix B is DCD coefficients and submatrix C is ISI

coefficients matrix.

HM =

[
A B C

]
A =


d1sin

(
2πf0
fs

)
d1cos

(
2πf0
fs

)
...
...
. . .

...

dMsin
(

2πf0M
fs

)
dMcos

(
2πf0M
fs

)
B =



1

1

...

1


C =



d1C01 · · · d1C2k−11

d2C02 · · · d1C2k−12

...
...
. . .

...

dMC0M · · · d1C2k−1M


(4.11)

In equation 4.11, Cli can be extracted from the data stream and store in look up

table. For instance, if binary combination of post-cursor of the ith bit data stream is

01001, then C9i is 1 and other Cxi is 0. Since the PJ frequency f0 can be obtained from

spectral analysis, we assume the f0 is a known parameter in this chapter. fs is the data

rate. The solution θ̂ for length of absolute TIE M bits is

θ̂ =
[
HT
MHM

]−1
HT
MZM (4.12)

The estimation parameter θ̂ is

θ̂ =
[
â, b̂, ĴDCD, Ĵ0, Ĵ1, · · · , Ĵ2K−1

]
(4.13)
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The amplitude of estimation PJ is

Â =

√
â2 + b̂2 (4.14)

The ISI is calculated by

ÎSIpk−pk = max(Ĵ0, Ĵ1, · · · , Ĵ2K−1)−min(Ĵ0, Ĵ1, · · · , Ĵ2K−1) (4.15)

Since we are unable to know the ideal clock edge as a reference point and absolute

TIE data is difficult to obtain, we set an initial guess reference point Sold (the middle

column of the comparator network was post in Sold ) and the initial guess of the jitter

component in the point Sold is θold which is
[
aold, bold, JDCDold, J0old, J1old, · · · , J(2k−1)old

]
.

As mentioned in part B of this section, the difference of 0 and 1 of comparator output is

approximately proportional to relative TIE 4tTIE of position O and zero crossing point

P shown in equation 4.9. Therefore, the M bits relative TIE sequence can be expressed

the difference of 1 and 0 by the following equation

4 θ̂ =
[
HT
MHM

]−1
α[]0− ]1]M (4.16)

4θ represents estimate parameters [4a,4b,4JDCD,4J0,4J1, · · · ,4J2k−1] and we

combine the equation 4.12 and 4.13, the estimated 4θ is obtained by

θ̂new = θold +4θ̂ (4.17)

4.2.4 Block Iteration

In reality, performed estimation one time is not suffice due to the nonlinear edges

and inaccurate value. Therefore, recursive iteration is needed to approach the expected

solution. We herein use an example to explain the whole process to obtain the zero-

crossing point P and PJ, DCD and ISI estimation (as shown in Figure 4.10). The

incoming PRBS data stream with PJ, DCD ISI jitter was divided into several blocks.

Each block had the same integer periods of PRBS data (M bits) and should cover at
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least 1 period PJ. First, in block 1, given an initial PJ, DCD ISI jitter θ0 and calculated

the initial sample position S0 based on equation 4.13 4.14(shown in Figure 4.10), the

comparator network (the red arrow shows) samples the edge of each data at S0 position,

the outputs (0 and 1) of comparator network were counted. According to LS calculation

and equation 4.16 4.17, the estimation distance of the initial sample position S0 to

zero-crossing point 4θ0 can be obtained the following equation. Then, the new jitter

estimated θ̂1 can be obtained based on the previous block θ0 and 4θ̂0 in the following

equation

θ̂1 = θ0 + β4θ̂0 (4.18)

In equation 4.18, β is gain factor and β < 1 which guarantees iteration converge to zero

crossing point.

Figure 4.10 Whole iteration process

Second, in block 2, the new sampling positon S1 was determined according to θ1 .The

comparator network samples the edge of each data at S1 position, the outputs (0 and

1) of comparator network were sent to LS estimat θ1 and 4θ1. This iteration continues
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to different blocks until ]1 − ]0 approaches zero where is the zero-crossing point. The

final estimation θn contains the PJ, DCD and ISI information. The PJ is obtained by

equation 4.14 and ISI peak to peak (pk-pk) is calculated by equation 4.15.

The flow chart of the proposed method is given in Figure 4.11. First, given initial

jitter θold for the data block 1 and calculated the comparator network sampling instance

based on equation 4.6, every data block length is M bits.

Figure 4.11 The flow chart of the proposed method

Second, modeled the ISI matrix based on data pattern and obtained the post cursor

number k. Modeled the PJ matrix and DCD matrix based on data rate and PJ frequency.

Third, calculated the difference sequence of 0 and 1 based on comparator network output
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for each edge and converted relative 4tTIE sequence. Fourth, used the LS to the relative

4tTIE sequence and obtained the estimated4θ and4θnew based on equation 4.16 4.17.If

4θ less than a threshold value ξ, calculated the final PJ,DCD and ISI estimation based

on equation 4.14 4.15. Otherwise, the θnew is considered as the θold of the next block

iteration until the 4θ̂ less than a threshold value ξ.

4.2.5 Alogorithem Realization Analysis

The requirements of comparator network in this algorithm are not stringent. First,

the speed is the data rate of I/O rather than the requirement that 3 times higher than

data rate in a real-time testing instrument. Second, the sampling clocks t − 4tsft1 ,

t and t + 4tsft1 shown in Figure 4.6 are no need to be ideal or jitter-free. The jitter

existing in sampling clocks helps to generate the different time intervals thus no extra

precision circuit are needed to generate the exact time interval. For example, the 4tsft

can be 2.5ps in 10Gb/s and 1.2 ps in 25Gb/s. It is difficult to design precision circuit

to generate such a small delay 4tsft. The PVT and comparator mismatch can easily

generate the different time intervals 4tsft and different voltage intervals 4v followed by

the Gaussian distribution. Third, the time interval 4tsft1 and 4tsft2 are no need to be

equal. The voltage intervals4v1 and4v2 between rows are not required to be equal. All

these relaxed requirements reduce the comparator design complexity greatly and benefit

the algorithm.

4.3 Simulation Results

In this section, the proposed decomposition methods are validated by Matlab simu-

lation. PRBS-7 data length is 8k bits and each block is 1.27k bits according the previous

section analysis and the data rate are 10Gb/s and 25Gb/s in the simulation respectively.

The PJ was a sine wave with 100MHz frequency at 10Gb/s and 250MHz frequency at
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25 Gb/s. The 5*5 comparator network were modeled by Matlab. Each horizontal com-

parator time interval is random with µ = 2.5ps, σ = 0.5ps in 10Gb/s and µ = 1ps,

σ = 0.5ps in 25Gb/s, respectively. The vertical voltage interval µ is 10% supply voltage,

σ = 20mV for 10Gb/s and 25Gb/s if supply voltage is 1v , α was roughly guessed as

0.3 in 10Gb/s and 0.5 in 25Gb/s based on the observation of data edge waveform and

β = 1.

4.3.1 Validation of the ISI Jitter Estimation

In order to verify that the ISI jitter estimation is previous k-bit dependent, we used

ISI TIE jitter sequence as reference criteria. The extraction of S-parameter of a PCB

transmission line (channel A) with insertion loss 3.5dB at 5GHz and 7.5dB at 12.5GHz

was used to generate the ISI TIE sequence. We classified the ISI jitter sequence to 2k

binary combinations. The post cursor number k of the transmission line is 6, which

was obtained from the channel pulse response. These 6 bits post cursors have 64 binary

combinations from 000000 to 111111. The corresponding jitter amount are from J0 to

J63 . The red dots in Figure 4.12 and Figure 4.13(a) represents the TIE ISI jitter in

each ISI binary combination which shows that different binary combinations correspond

to different ISI jitter at 10Gb/s and 25Gb/s respectively. The eye diagram of PRBS 7

only with ISI in Figure 4.14 shows ISI jitter (pk-pk) in this transmission line is about 7.2

ps at 25Gb/s. In order to verify the decomposition algorithm, the whole PRBS7 data

stream with only ISI jitter was sent to the proposed method. The estimated ISI jitter

for each binary combination is represented by blue dots in Figure 4.12 for 10Gb/s and

in Figure 4.13(a) for 25Gb/s. Figure 4.13(b) shows the error between the actual ISI and

estimated ISI. They show that the estimated ISI and actual ISI are very close both at

10Gb/s and 25Gb/s. The estimated ISI (pk-pk) value is about 4.6 ps at 10Gb/s and 7.2

ps at 25Gb/s which is very close to the pk-pk jitter obtained from the eye diagram in

Figure 4.14.
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Figure 4.12 Comparison of ISI TIE binary combination and estimation result for

10Gb/s

Figure 4.13 Comparison of ISI TIE binary combination and estimation result for

25Gb/s
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Figure 4.14 Eye diagram of PRBS-7 only with ISI at 25Gb/s

4.3.2 Validation of Convergence of the Algorithm

Given an initial PJ (10ps), ISI (0ps for each binary combination) and DCD (0ps) at

25Gb/s simulation, the comparator network shift to initial sample position. The outputs

of comparator network were sent to decomposition algorithm for DJ parameter estima-

tion. The estimation is done in block recursive least squares. In each recursive iteration,

the least square fitting error can be computed. Figure 4.15 shows the sequence fitting

errors after each iteration. It can be seen that the errors were reduced as more iterations

were conducted. The fitting error sequence after iteration 5 is shown in Figure 4.16. It is

clear that the errors have been reduced to within 1, which is the quantization error of the

quantized area function, thus demonstrating convergence of the iteration process. The

RMS values of fitting error sequences (excluding locations where no transitions occur)

are: 14.11, 6.1, 1.83, 1, 1 and 1, respectively from the initial iteration to the 5th iteration.
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Figure 4.15 The iteration process at 25Gb/s

Figure 4.16 The last iteration result

4.3.3 Validation of PJ, DCD and ISI Jitter

In the 10Gb/s simulation, PRBS-7 data stream with different PJ (10ps, 15ps, 25ps

pk-pk), DCD (4ps,8ps,10ps) and ISI jitter caused by channel A (4.6 ps, pk-pk) was sent
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to the algorithm. The simulation results are summarized in the third column group of

Table 4.2. It shows the estimated jitter is very close to the added jitter.

In the 25Gb/s simulation, PRBS-7 data stream with different jitter component were

generated. The data stream with different PJ (0,1.5ps, 4ps,8ps peak-peak value), DCD

(0,2ps,4ps) and ISI jitter caused by channel A (7.2ps, pk-pk value) was sent to the

algorithm. The simulation results are summarized in Table 4.3. The estimation error of

ISI is less than 0.5 ps. The estimation error of PJ is close to 0 ps. DCD estimation were

larger than the added caused by the jitter amplification due to channel loss.

4.4 Measurement Results

To verify the ISI (pk-pk) estimation and the accuracy and efficiency of the algorithm,

a hardware test bench was used (shown in Figure 4.17) to measure the jitter components

for 10Gb/s. A Tektronix BSA286C BERTscope was used to generate data stream with

PJ. An Agilent Infiniium Wide-Bandwidth Oscilloscope was used to measure the jitter

with internal software. The same PCB transmission line in simulation part A was used

to generate the ISI jitter. All experiments were done at a data rate of 10Gb/s. We

also used the result of JNEye with conventional decomposition algorithms as reference

to compare the proposed method. JNEye is Intels state-of-the art jitter and noise link

analysis tool for evaluate high-speed serial link performance. The jitter decomposition

of this platform is based on hybrid algorithms with statistical, frequency-domain, and

time-domain analysis with dedicated jitter components modeling and extraction. The ac-

curacy of JNEye has been validated with both simulation and measurement correlations

[22]. All tests for comparison were done at 10Gb/s and 25Gb/s.
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Figure 4.17 The 10Gb/s experimental test bench

4.4.1 Validation of the ISI Jitter pk-pk Estimation

Since the ISI jitter (pk-pk) generated by the PCB transmission line (channel A) is

unknown, the ISI measurement result of the oscilloscope is as a reference. In the experi-

ment, jitter free PRBS7 data generated by BERTscope was sent to the PCB transmission

line and the output of transmission line was connected to oscilloscope to obtain the ISI

jitter value. In the proposed method, the PRBS-7 data stream with ISI jitter was sent

to the algorithm and the estimation ISI value was obtained. The channel A was used in

JNEye to generate PRBS-7 with ISI and then decompose the ISI jitter. The comparison

is listed in the third row of Table 4.1. In the added jitter term, the unknown for ISI

means that the ISI jitter amount is unknown when the transmission line is added. The

ISI value in the measurement is 5.1 ps and the estimation in JNEye is 4.4ps. The one in

the proposed method is 4.6 ps. All values are very close. Therefore, the ISI modeling is

validated. DCD in the simulation is 0ps while the one in the measurement is 0.5ps due

to the instrument noise. PJ in the proposed method is 0ps (pk-pk) while the oscilloscope

result is about 1.4ps.
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4.4.2 Comparison of the Accuracy and the Sample Data

In the hardware experiment, PRBS-7 data stream at 10Gb/s with different PJ (0ps

and 20ps pk-pk) generated by BERTscope was sent to channel A and then sent to

oscilloscope. PRBS7 data stream with different amounts of PJ and ISI jitter were sent

to the proposed method and JNEye. Table 4.1 shows the comparison results among

oscilloscope, JNEye and the proposed method. When the measurement result is stable,

the experiment should run several minutes according to test experience. When the added

ISI is 0, the oscilloscope result of ISI jitter is about 3.2 ps due to the cable while in the

proposed algorithm the estimation is about 0 ps. The DCD measurement result is 0.8ps

while in the proposed method is 0. The data sample in each simulation is 8k, but

the oscilloscope requires at least 200k data in the experiment. Therefore, the proposed

algorithm has comparable accuracy using fewer data samples than instrument and have

the same accuracy compare to JNEye.

Table 4.1 Comparision (channel A) the proposed method/instrumen/ JNeye at 10Gb/s

Added
jitter

Instrument JNeye The propose methed

DCD PJ ISI DCD PJ ISI DCD PJ ISI DCD PJ ISI
0 0 unknown 0.5 1.4 5.1 0 0 4.4 0 0.07 4.6
0 20 unknown 0.6 20.5 3.2 0 20.1 4.4 0 20.2 4.7
0 20 unknown 0.8 20.3 6.5 0 20 4.4 0 20.1 4.6

Table 4.2 Comparision the proposed method and JNeye at 10Gb/s

Channel
Added
jitter

JNeye The proposed method

DCD PJ ISI DCD PJ ISI DCD PJ ISI

Channel
A

4 15 unknown 4.3 15.5 4.4 0 0.07 4.6
10 10 unknown 10.6 10.5 4.4 10.7 10.6 4.7
8 25 unknown 8.2 25.3 4.4 8.6 25.2 4.6

Channel B 0 0 unknown 4.5 4.48 3.5 0 0 3.6
Channel

C
0 0 unknown 0 0 9.2 0 0 9.3



79

Table 4.3 Comparision the proposed method and JNeye for channel A at 25Gb/s

Added jitter JNeye The proposed method
DCD PJ ISI DCD PJ ISI DCD PJ ISI

0 0 unknown 0 0 7.58 0 0.07 7.28
0 8 unknown 0 8.36 7.58 0 7.99 7.65
2 1.5 unknown 2.2 1.56 7.58 2.34 1.63 7.61
4 4 unknown 4.5 4.48 7.58 2.64 3.75 7.24

We also modeled channel B with 3dB loss and channel C with 5dB loss at 5GHz

to verify the proposed method. With different ISI, the comparison of JNEye and the

proposed method is listed in the sixth and seven row of Table 4.2. It shows that both of

two methods have the same estimation accuracy with the same sample data at 10Gb/s.

For the 25Gb/s comparison, PRBS7 data stream with different PJ (1.5ps,4ps,8ps pk-pk),

DCD (0ps,2ps, 4ps) and ISI jitter generated from channel A were sent to JNEye and the

proposed method. Table 4.3 shows the estimation results in the proposed method and

the JNEye estimation result. Both of two methods have the same estimation accuracy

with the same sample data. However, the proposed method has two obvious advantages.

First, the JNEye or other similar commercial simulation platform with different jitter

decomposition methods is only applied in off-chip simulation, while the comparator based

method can be applied on chip design with less complexity and low cost and have a great

potential to reduce the whole test cost. Second, the proposed method can provide ISI

analysis in detail for each ISI binary combination.

4.5 Conclusion

An efficient and accurate comparator based method is presented that simultaneously

extracts periodic jitter, duty cycle distortion and ISI jitter. It uses Boolean output

from a network of simple low-cost comparators for decomposing the jitter components

instead of using the much more expensive TIE data. This method is based on time-

domain ISI modeling which is simpler than the conventional cursor convolution technique
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while provides precise ISI analysis for each binary combination. It utilizes significantly

fewer data samples than standard instrument test while maintaining sufficiently high

estimation accuracy in both clock pattern and data pattern. Comparison of results

among simulation, the hardware tests and Intels state of the art jitter decomposition

simulation platform demonstrate the accuracy of the proposed jitter method. Beside

the above advantages, one significant property of the comparator-based method is that

it offers great potential for being adopted for on-chip test implementation, which could

lead to significant benefits in test time and test cost reduction.
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CHAPTER 5. A LOW-COST DITHERING METHOD FOR

IMPROVING ADC LINEARITY TEST APPLIED IN

USMILE ALGORITHM

Analog-to-digital converter (ADC) is an important component in electronics design.

One of the difficulties being faced is to be able to accurately and cost-effectively test

the continually higher performance of ADCs under budget constraint. Test time for

static linearity is a major portion of the total test cost. Our group proposed an ultrafast

segmented model identification of linearity error (uSMILE) algorithm before estimating

linearity, which reduces 99% of the test time compared to the conventional method.

However, this algorithm produces large estimation errors in low resolution ADCs (10-12

bits) when the input is a ramp signal, at which the quantization noise of ADC becomes

a dominant part in the total noise. In this study, we proposed three types of distribu-

tion dithering methods adding to the ramp input signal to reduce the estimation error

when uSMILE was applied in low resolution ADCs. Fixed pattern was proved to be

the most efficient and cost-effective method by comparing to the Gaussian, uniform,

and fix-pattern distributions. The simulation results indicate that the estimation error

can be significantly reduced in a 12-bit SAR ADC with effective dithering. Further-

more, a hardware evaluation board with commercial ADC products was used to validate

the effectiveness of the fix-pattern dithering method, our measurement shows the INL

estimation error can be reduced to less than 0.1 LSB.
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5.1 Introduction

The analog-to-digital converter (ADC) is one of the most common-used, mixed-signal

products [1]. Testing high-performance ADC under cost/budget constraints remains a

huge challenge for decades in the semiconductor industry. As manufacturing costs drop

gradually, the ADC testing cost becomes a major portion of the overall cost. ADC

linearity test including integral and differential nonlinearity (INL and DNL) test is cost-

sensitive and time-consuming. The linearity test is conventionally conducted by a his-

togram method [2-4] using either a pure sine wave, or a very linear ramp or triangle wave

as stimulus.

There are two key challenges in ADC linearity test: linear stimulus generation [5-7]

and data acquisition. For the linear stimulus generation, the stimulus are required to

offer 3-4 bits resolution higher than the ADC under the test. However, it is difficult to

generate stimulus for the high solution ADC (e.g. 16-bit). Meanwhile, the histogram

method requires much more samples than the number of transitions in the ADC for data

acquisition. It uses several tens even hundreds of hits per code to accurately test the

ADC nonlinearity, which results in a long data acquisition time. For high resolution

ADCs higher than 16-bit, it is usually even not practical to fully test the ADC linearity

due to the extremely long test time.

Researchers have proposed various methods to reduce the stringent requirements

on the linearity of stimulus and data acquisition. A stimulus error identification and

removal (SEIR) algorithm using nonlinear stimulus was introduced previously by our

group [8-10]. It demonstrated that a 7-bit linear ramp signal can be used to test a high

resolution ADC and achieved more than 16 bits accuracy. However, the SEIR method was

based on the histogram method, which means its data acquisition time is still very long.

Our group also attempted a system identification approach to identify the parameters

in a pipeline ADC and then reconstruct the full code linearity information [13]. In
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addition, another test method was also proposed to estimate the ADC′s INL based on

fast Fourier transform (FFT) [11-12]. Some researchers also combined Kalman filtering

in the standard histogram method and presented new ADC linearity test algorithms that

can reduce the data acquisition time by several times [14-15]. Goyal et al. [16] developed

a selective code measurement method to reduce the test time of SAR ADCs. All the

methods in the literature attempt to reduce linearity test time by sacrificing some aspects

of test accuracy than histogram method.

Yu, et al. [17] in our group proposed an ultrafast segmented model identification of

linearity error algorithm (uSMILE) for accurate linearity test in a high resolution ADC

with dramatically reduced data acquisition. With the segmented non-parametric model,

the algorithm can reduce the test data to 1% sample and achieve a test accuracy superior

to the histogram method.

However, the uSMILE algorithm caused large estimation INL error when the input

is ramp signals applied low-mid resolution ADC because the quantization noise is the

dominant part of the ADC noise. In the ADC production test, large testing errors will

be resulted in yield loss. A quarter LSB estimation error is difficult to achieve under

limited samples. Since the application of low-mid resolution ADC is very common and

its product volume is in the order of billion each year, it has a great potential to reduce

the test cost by diminishing the estimation INL error of uSMILE for low-mid resolution

ADC.

This study was conducted by different dithering methods to identify the most effective

and easy-to-implement way to reduce the estimation error. The dithering includes the

Gaussian, uniform, and fix-pattern distributions. The fixed-pattern dithering method

was verified to be the most efficient due to its less complexity of implementation and

effectiveness in averaging the quantization noise. The estimation error can be reduced

to less than 0.5LSB.

The rest of this chapter will be organized as follows. In section II, a brief overview of
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uSMILE algorithm will be presented and quantization noised causing the INL estimation

error will be also addressed. In section III, we will analyze different dithering techniques

to average the quantization error and a low-cost dithering generating circuit will be

introduced. In section IV, the simulation result for different dithering approaches are

presented. In section V, measurement results will show the validation of our proposed

methods and section VI will present the conclusions of this study.

Table 5.1 SNR comparison in selected industrial ADCs

ADC SNR(Ideal) SNR(Measured)
20bit (LTC-2378) 122 104
18bit (LTC-2379) 110 101.2

18bit (TI ADS8881) 110 100
16bit(TI ADS8353) 98 89
14bit(TI ADS7853) 86 82
12bit(TI ADS7253) 74 73.5

5.2 Problem Statement

In this section, the noise in ADC is first discussed. We investigated many commercial

ADC with different resolutions. For some low-resolution ADCs, the noise is dominated by

the quantization error. Then, the uSMILE algorithm is reviewed and the INL estimation

error caused by quantization noise in uSMILE is addressed.

5.2.0.1 Noise in ADC

The noise in an ADC is composed by two components: true noise Nr and quantization

noise Nq. The quantization noise (or quantization error) is due to the finite resolution of

the ADC. The true noise is from external sources such as input signal noise and random

clock jitter, and the ADC system noise such as aperture jitter, KT/C in sampling capac-

itors, comparator noise and residue amplifier. One specification of ADC performance is
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signal (S) to noise (N) ratio (SNR), which is caculated by equation 5.1

SNR = 20log(S/N) (5.1)

For ADCs with different resolutions, the noise contributions is different. The study

focuses on the Nyquist rate ADCs. The comparison of various industry ADC products

from 10-bit to 20-bit is shown in Table 5.1. Only the quantization noise is considered in

the noise term N of ideal SNR calculation. The actual measured SNR is obtained from

the datasheet for comparison. For fair comparison, only low frequency measurement

is used. The comparison shows that the noise in high resolution ADC (16-20 bits) is

dominated by the true noise. However, the noise in low and middle resolution ADC

(10-14 bits) is dominated by quantization noise. For example, the theoretical calculation

of SNR in 20-bit ADC is about 122dB while the measurement result is about 104dB,

where the SNR is mainly limited by the true noise. The calculated SNR in 12-bit ADC

is about 74dB but some 12-bit ADCs can achieve SNR close to 74dB SNR.

Figure 5.1 uSMILE algorithm implementation

5.2.1 uSMILE Algorithm

The uSMILE algorithm is developed to reduce the test time for high resolution ADCs.

It takes a system identification approach with a segmented non-parametric INL model.

It assumes that for an N -bit ADC, all the INL/DNL errors are highly correlated and
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are deterministic functions of a much smaller number of independent errors (component

size error, parasitic, voltage coefficients, etc.), which is true for most ADC architectures

except flash ADCs and Sigma-Delta ADCs.

In this model, the INL is first broken into multiple-most-significant-bit (MSB) seg-

ments. Each MSB segment has an error term EM(CMSB) corresponding to the MSB

code CMSB. Then, for each MSB segment, the small INL curve can be further divided

into smaller segments for intermediate significant bits (ISB). Each ISB segment has an

error term EI(CISB) corresponding to the ISB code CISB. Similarly, each ISB segment

can be further divided into smaller segments for all the less significant bits (LSB). For

example, an INL curve of 18-bit ADC can be broken into 64 MSB segments, 64 ISB

segments,64 LSB segments if 6-bit MSBs, 6-bit ISBs and 6-bit LSBs are used. There are

64 MSB error terms that denoted as EM(0), EM(1), · · · , EM(63) and 64 ISB error terms

EI(0), EI(1), · · · , EI(63). Similarly, EL has 64 EL. The estimated INL for code C can

be expressed by

INLest(C) = EM(CMSB) + EI(CISB) + EL(CLSB) (5.2)

For instance, the code of ADC output is 1100110111100000111, then CMSB = 110011,

CISB = 0111100 and CLSB = 000111. With the above model, we first identified all the

independent error terms and then used the model to compute the full code of INL/DNL.

The implementation of this method is shown in Figure 5.1. The converted output code

from the ADC under test is compared with the expected linear code Cexp. The difference

ye reflects the total ADC error caused by the ADC nonlinearity and the noise. Therefore,

the input and output relationships can be expressed as:

Cexp − C +Nnoise = EM(CMSB) + EI(CISB) + EL(CLSB) (5.3)

If the average value of the Nnoise term in each segment is zero, the estimated INL

can be accurately estimated as the true INL. The input signal can be either a sine wave

or a linear ramp signal. With the sine wave input, the expected code can be obtained
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using Fourier transform. The DC and the fundamental are the corresponding linear part.

With ramp as input signal, least square can be used to extract the best fit line as the

expected code.

5.2.2 Problem Statement

In the uSMILE algorithm, the estimated MSB segment error for code i (MSB code) is

shown in equation 5.4. The exact derivation is in the Appendix A. In this equation, the

estimation error is equals to the average value of Cexp−C+Nnoise of i-th MSB segment.

EM(i) ≈ 1

#CMSB == i

∑
CMSB==i

(Cexp − C) +
1

#CMSB == i

∑
CMSB==i

(Nnoise) (5.4)

These similar equations can be derived for ISB and LSB error terms respectively. For

equation 5.4, if the mean value of the noise in each segment is not zero, the estimation

will not be accurate. Unlike the histogram ramp test, uSMILE algorithm can use a

Vin

Dout
Input Signal

Middle of code

Transfer Curve

Quantization 
Error

Figure 5.2 One MSB segment of ADC transfer curve and quantization definition

ramp signal close or less than 1 hit/code to effectively test the ADCs INL/DNL. If the

ramp signal with 1 hit/code is used, each increment is 1 LSB in voltage. It is unknown

the position where each input signal hits in the transfer curve of the ADC as shown in
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Figure 5.2. It is a zoomed-in part of the transfer curve of a MSB segment. The blue dots

represent the actual input signals and the green dots are the middle points for each code

bin. The difference between green and blue dots in each LSB is the quantization error,

ranging from -0.5 LSB to 0.5 LSB. Each input signal may has the same quantization

error in this segment if the LSB segments have good linearity and the increment of the

voltage is exactly 1 LSB. As discussed previously in part A, the noise in the 10-12 bits

ADC is dominated by the quantization and the true noise could be ignored. Therefore,

the average quantization noise in each MSB segment is not zero and the estimated EM

is not accurate based on equation 5.4.

For a randomly generated 12-bit SAR ADC in Matlab, a linear ramp input signal

with 1 hit/code without extra noise was used in the simulation. We used 4-bit MSB,

4-bit ISB and 4-bit LSB as the segmentation in the uSMILE algorithm. The estimated

INL and true INL are plotted in top plot of Figure 5.3. The INL estimation error is as

large as 0.5 LSB, shown in the bottom plot of Figure 5.3 bottom.
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Figure 5.3 Comparison of true INL and estimation INL for uSMILE without input

noises

It shows the quantization noise of each sample and there is a clear pattern shown
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in the quantization noise distribution. Multiple red lines plotted in Figure 5.4 show

the averaged quantization noise of each MSB segment. The averaged quantization noise

range is very wide and the distribution matches the shape of the estimation error plotted

in Figure 5.3 bottom. As many ADCs with similar resolution have a very good SNR. The

application of uSMILE in these ADCs will be an issue with the dominated quantization

error. To reduce the estimation error, a dither signal has to be added to the input signal

to average the quantization noise.
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5.3 Proposed Dithering Method

In this section, three commonly-used dithering forms were investigated, including

uniform noise, fixed dithering pattern and Gaussian noise to reduce the INL estimation

errors. The implementation is to add extra dither to the ramp input to test the ADC,

shown in Figure 5.5.
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Ramp input

ADC

Added Dither

Figure 5.5 Dithering Implementation

5.3.1 Dithering Amplitude

From equation 5.4, the estimation INL error is approximately equal to the averaged

quantization noise in each MSB segment. The aim of adding the dither is to make the

averaged quantization noise value in every segment to be zero.

Assume that every code bin width in each MSB segment is exactly 1 LSB for the

simplicity in the rest of the chapter. Define Vin as the input of an n-bit ADC, Vq as

the quantization noise for each sample which the pdf is shown in Figure 5.6. For ADC

output code C, the relation among Vin and quantization noise for k-th sample can be

expressed as:

Vin(k) = C · LSB + Vq(k) + 0.5 · LSB

Vq(k) ∈ [−0.5 0.5] LSB

(5.5)

where LSB is ideal LSB voltage.

Define that Vd(k) is the dithering signal added to k-th sample, Vind(k) is the actual

input of ADC after adding the dither. The Vind(k) is then expressed as:

Vind(k) = C · LSB + Vq(k) + 0.5 · LSB + Vd(k) (5.6)

With added dither, the ADC’s output code may not be the same. If the dither is too

large, the output code will increase. Then, the quantization error will change according
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to the actual output code. No matter how the code changes, the quantization error is

alway within +/- 0.5 LSB. The new quantization noise Vdq(k) can be expressed as:

Vdq(k) = Vq(k) + Vd(k)− n · LSB

Vdq(k) ∈ [−0.5 0.5]LSB

(5.7)

where n is an integer to make Vdq within +/- 0.5 LSB.

For many samples in each segment, if the dithering signal Vd(k) is too small (much

smaller than 1 LSB), the voltage Vind(k) after adding the dither is still close to the original

signal Vin(k) and the quantization noise Vdq(k) hardly changes (at this case n = 0). Thus,

the ADC code will remain as the same code k even after adding dither signal under this

circumstance.

-0.5 0.5Vq 0 Vq

f(Vq)

Figure 5.6 Quantization Noise Function

If the term of Vq(CMSB) + Vd(k) is beyond +/- 0.5 LSB (larger than 0.5 LSB or

smaller than -0.5 LSB), the sampled voltage Vind(k) will result in a different code (C−n)

compared to Vin. Therefore, the new quantization error Vdq(k) will be shifted back to +/-

0.5 LSB. The amount of new quantization noise Vdq(k) becomes Vq + Vd − nLSB and n

is an integer. In this case, the probability density function (pdf) fdq of new quantization

noise Vdq is the convolution of the original quantization noise distribution pdf function

fq(vq) and the pdf of the dither signal fd . The excessive parts of of 0.5 LSB and -0.5

LSB are needed to be folded back within the +/- 0.5 LSB range.
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We analyzed different dithering distribute to change the code and made the average

new quantization noise Vdq(k) within MSB segment to zero based on above discussion.

We assume the initial quantization error Vq falls in [-0.5, 0] LSB.

5.3.2 Uniform Noise Requirement

In order to average the quantization noise to zero, the uniform distribution dithering

amplitude should satisfy with a+ b = 0, b− a <= 1. The derivation is as follows.

The uniform dithering follows a continuous uniform distribution fq(Vd) given by equa-

tion 5.8 with the assumption that Vq < 0 is given by

fd(Vd) =


1
b−a a ≤ Vd ≤ b

0 otherwise

(5.8)

Figure 5.7 shows the convolution of the quantization error and pdf of the uniform

before folding. The upper bound is Vq + b and the lower bound is Vq + a.

The quantization noise Vq >0.5 LSB and Vq < −0.5LSB are folded back to the

[−0.5 0.5] for the new quantization noise pdf fq(Vdq) , thus the range between Vq +a and

-0.5 LSB is moved to Vq + a+ 1 and 0.5 LSB as shown in Figure 5.8.

The expected value in the new quantization noise distribution E(Vdq) is given by

equation 5.9

E(Vdq)

=

∫ ∞
−∞

fdq(vdq) · (vdq)dvdq

=
1

b− a

[ ∫ vq+b

−0.5
vdqdvdq +

∫ 0.5

Vq+a+1

vdqdvdq

]
= (vq +

1

2
) · (1− 1

b− a
)

(5.9)

From equation 5.9, the expected value E(Vdq) depends on the initial quantization

noise Vq with a range from -0.5 to 0.5 LSB. To minimize the expected value close to zero,

choosing 1/(b − a) can be made close to one. When 1/(b − a) is exactly equal to one,
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thus Vq + a+ 1 is equal to Vq + b. The expected value E(Vdq) is exactly zero in this case

no matter what Vq initial value is as shown in equation 5.10 and Figure 5.9.

E(Vdq) =

∫ ∞
−∞

fdq(vdq) · (vdq)dvdq =
1

b− a

∫ 0.5

−0.5
vdqdvdq = 0 (5.10)

Figure 5.7 Convolution of quantization error function with uniform distribution pdf

Figure 5.8 Pdf of quantization error after adding uniform noise

5.3.3 Fixed Dithering Pattern

A fixed dithering pattern refers to a series of m kinds of amount dithering signal data

and theirs values are repeated with a period of m. Each value has a probability equal to

1/m.
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Figure 5.9 Pdf of quantization error after adding uniform noise with exactly 1 LSB

width

a
0 Vd

b

1/m

(b-a)/ (m-1)

fd(Vd)

Figure 5.10 Pdf of fixed pattern dithering

Figure 5.11 Convolution of quantization error function with pdf of fixed pattern dither-

ing
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The fixed dithering pattern follows a discrete uniform distribution and we use prob-

ability mass function (pmf) for the discrete random variables. For the dither signal Vd

with m bins from a to b following the discrete uniform distribution shown in Figure 5.10.

The lower bound is a and the upper bound is b. Assume the initial quantization noise

Vq falls in [−0.5 0] LSB , the convolution of dithering distribution function fd and the

quantization function fq is shown in Figure 5.11. The values after dithering lower than

-0.5 LSB is folded back to the (-0.5, 0.5) LSB range in Figure 5.12.

Define that there are L values lower than −0.5 and the first value greater than −0.5

is Vx. V
′
q is defined as the distance between the −0.5 and Vx so that V ′q = Vx + 0.5. The

expected value is:

E(Vdq)

=
L−1∑
k=0

1

m
(Vq + a+ 1 + k · b− a

m− 1
)

+
m−1∑
k=L

1

m
(Vq + a+ k · b− a

m− 1
)

=
L∑
k=1

1

m
(V ′q + 0.5− k · b− a

m− 1
)

+
m−L−1∑
k=0

1

m
(V ′q − 0.5 + k · b− a

m− 1
)

= −0.5 +
b− a

2
+
L

m

[
1− m(b− a)

m− 1

]
+ V ′q

(5.11)

In this equation, the value of −0.5 + b−a
2

is fixed once a and b are defined. V ′q is

between 0 and b−a
m−1 which can be minimized by using small value of b−a and large value

of m. L
m

[1− m(b−a)
m−1 ] will depend on the value of L. However, L can be any value between

0 and m
2

. To make the second term small, the value of 1 − m(b−a)
m−1 should be minimized

which will result in b−a = m−1
m

to make it be 0. In this case, the expected value becomes

E(Vdq) = V ′q −
1

2m
(5.12)

Since V ′q is between 0 and 1
m

, the expected value will be between − 1
2m

and 1
2m

, thus the
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maximum INL estimation error (absolute value) caused by quantization error being 1
2m

.

Figure 5.12 Pdf of quantization error after adding fixed-pattern dithering

5.3.4 Gaussian Noise

Gaussian noise following N(0, σ2) is added to an input ramp signal. The convolution

of the quantization error with the Gaussian noise is shown in Figure 5.13. The beyond

-0.5 LSB part is folded back to [0 -0.5] LSB interval. After summation, the new quan-

tization error probability distribution fdq(Vdq) is shown in Figure 5.14. The pdf of new

quantization error depends on the value of Vq and the variance of the noise. Whatever

the variance is, the pdf will have non-zero values from −∞ to +∞. For other values

beyond +/ − 3 σ, we can treat them as zero since they will hardly change the pdf of

the quantization error. When the noise variance is small, the average quantization noise

will remain close to the original value. When the noise variance is large, the average

quantization is like to be close to 0 since the pdf of quantization is flatter. However, the

large noise variance, in turn, will affect the uncertainty of the uSMILE estimation.

5.3.5 Hardware Implementation Comparison

Regarding the implementation, many researchers have proposed efficient and compact

design for Gaussian noise generator [23-25], but the circuit complexity and area overhead
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Figure 5.13 Convolution of quantization error with normal distribution probability

function
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Figure 5.14 Probability density function of the quantization error after adding Gaussian

noise

are against the purpose of saving the test cost. The uniform dithering generator pro-

vides the best quantization noise averaging capability but requires the probability density

function in a continuous form, which is also difficult to implement. The fixed-pattern

dithering generator also provides excellent capability of averaging the quantization noise

to zero. The implementation is much easier compared with the other two methods since

it is easily achieved to generate a finite number of dithering signal. A low cost dithering

hardware implementation for the ADC linearity test were previously proposed [26].

The basic idea is shown in a SAR ADC. Figure 5.15 shows a conventional binary-

weight N-bit SAR ADC. There are N capacitors and one dummy capacitor Ct which is
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Figure 5.15 Original SAR ADC structure

Figure 5.16 The linearity test operation of the modified SAR ADC structure

equal to the value of C1. In the proposed circuit, the dummy capacitor Ct is modified

into a small capacitor array in Figure 5.16. Ct1 to Ct3 is a 3-bit capacitor DAC and

Ct0 is a dummy capacitor with a value equal to Ct1. Note that the total capacitance of

the capacitor array remains the same as in original SAR ADC structure. More switches

are added to control each capacitor in the small CDAC array. Ct1, Ct2 and Ct3 are

controlled by a pseudorandom binary sequence (PRBS) pattern generator to generate

the fixed pattern dithering.The PRBS 3 generator consists of a XOR gate, and 3-bit shift

register. The PRBS 3 generator will update the pattern for every new ADC sample.
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5.4 Simulation Results

To demonstrate the validity of the proposed method for uSMILE algorithm in ADC

linearity test, extensive simulation has been carried out. A 12-bit SAR ADC is modeled

with random capacitor mismatches. For the segmentation, 4-bit MSB, 4-bit ISB and

4-bit LSB are used. Three linear ramp signals with Gaussian noise, uniform noise and

fixed-pattern dithering are used as the input of the same ADC. The ramp signal is 1

hit/code with 1 LSB increment each time.
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Figure 5.17 INL comparison after adding Gussian dithering

Gaussian noise with 0 mean and 0.5 LSB sigma is added in the simulation. There are

48 variable in the uSMILE method and there are around 4,000 samples in the simulation.

The test uncertainty has a variance being σ2×48/4000 ≈ 0.01σ2, where σ2 is the Gaussian

noise variance. The INL comparison is shown in Figure 5.17. The estimated INL matches

with the true INL but with noticeable estimation error. It also shows the difference

between the estimated and the true INL. The maximum INL error is around 0.22 LSB.

The 3 σ for estimation uncertainty is 0.3 LSB as analyzed earlier. The simulation matches

the theoretical analysis.
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Figure 5.18 INL comparison after adding uniform dithering

Figure 5.19 INL comparison and uSMILE estimation error after adding fixed dithering

For the uniformly-distributed noise, the interval only needs to be 1 LSB to effectively

average the quantization error. In the simulation, 1 LSB wide uniform noise is used.

The INL comparison and the estimation error difference is shown in Figure 5.18. The

maximum estimation error is less than 0.1 LSB, showing better performance than the
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Gaussian noise effect.

The fixed-pattern dithering was implemented using the proposed architecture in sec-

tion III. In Figure 5.3, the input signal had no noise and the INL estimation produces

error as large as 0.5 LSB. Then, a 7-value fixed-pattern dithering was added to the input

signal with 7/8 LSB difference between the smallest and largest dithering signal. The

estimation is shown in Figure 5.19, which shows less than 0.5 LSB estimation error. In

previous analysis, the estimation error can be reduce to 1/2m when m equals to 8 which

is 0.0625 LSB.

Compare to the Gaussian, Uniform and Fixed pattern dithering, both uniform noise

and fixed pattern have very good estimation. Considering the implementation, the fixed

pattern dithering is feasible and low-cost one.

5.5 Measurement Results

The proposed method of adding dither to uSMILE algorithm has been validated by

MATLAB simulation. However, in real testing, there are more unpredictable factors

that cannot be simulated and the ultimate application of this algorithm is experimental

testing. This proposed method is validated by measurement data using a 12-bit SAR

ADC.

Figure 5.20 PCB Board Measurement Setup

The test setup is show in Figure 5.20. FPGA board was used to control the timing,



105

control signal, and data storage. The test stimulus was generated from a 20-bit DAC

AD8756. The ADC under test was ADS7253 (a 12-bit commercial ADC with 73.5dB

SNR). The 20-bit DAC has a very good linearity, which can be used as histogram test

to obtain a relatively accurate INL results. Since the resolution of the DAC is high, the

DAC code can be programmed to generate a fixed pattern dithering. The fixed pattern

added to the DAC code was a PRBS-3 code. The dither voltage range corresponds to

-3/8 LSB to 3/8 LSB of ADC.

By applying the stimulus to the SAR ADC, the output of ADC was collected and

sent to the uSMILE. The INL of ADC was also tested by 64 hits/code histogram ramp

test. The DNL/INL comparison of uSMILE before and after adding dithering with

histogram test is shown in Figure 5.21. For the INL/DNL comparison, the blue curve

is the result of 64 hits/code histogram ramp which is treated as a standard. The red

curve is result of 1 hit/code uSMILE before adding dithering. The cyan curve is the one

with 1 hit/code uSMILE after adding dithering. Figure 5.22 shows the INL estimation

error in the uSMILE before and after adding dithering. In the test results, the two ends

comparison are not shown due to saturation near top and bottom for the histogram.

From the result, it shows that the INL estimation error is as large as 0.5 LSB without a

dithering technique. The INL estimation error is less than 0.2 LSB with the fixed pattern

dithering.

In the measurement results, there are clearly some segmented errors in the INL es-

timation which is caused by the unwhitened quantization noise. After applying the

dithering, the segmented error shape was significantly reduced and the INL estimation

error was reduced from 0.6 LSB to 0.2 LSB.
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Figure 5.22 Estimation Error Comparison

5.6 Conclusion

The uSMILE algorithm was developed for accurate ADC linearity test with signifi-

cantly reduced data acquisition time. However, in a low noise testing environment, the

quantization error causes up to +/- 0.5 LSB INL estimation error. In this chapter, we an-

alyze the root cause of the quantization error-induced estimation error. To overcome this
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issue, different dithering methods including Gaussian, uniform, fixed-pattern dithering

were compared and evaluated. It has been shown that proper dithering can significantly

improve the estimation accuracy. The fixed-pattern dithering method was proven to

the most-efficient and cost-effective method. The proposed methods were validated by

both simulation and measurement in hardware setup. The simulation and measurement

results show that the INL estimation error can be reduced to 0.2 LSB with fixed-pattern

dithering. Therefore, with the proposed fixed pattern dithering, the uSMILE algorithm

can be effectively used in low-resolution ADC with reduced number of sampling, thus

saving the test cost. Considering the high volume in around 12-bit ADCs, the cost

reduction becomes significant.
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CHAPTER 6. SUMMARY

In this dissertation, jitter decomposition challenges in high-speed links is discussed.

Algorithms with a function of accurate and fast jitter decomposition were presented.

As channel loss results in both ISI and jitter amplification, DCD amplification is a

big concern in high-speed links. The DCD was well analyzed for both clock channels and

data channels in this dissertation. This dissertation presents a general formula to calcu-

late the data channel DCD amplification based on peak distortion analysis and statistical

jitter modeling methodology. The presented methodology was validated by time-domain

simulation on different lossy channels. The comparison among formula calculation, worst

case pattern, and PRBS time-domain simulation in the system demonstrated the accu-

racy and fast simulation.

In the TIE-based decomposition method, a new time-domain ISI model was applied

in the algorithm which is more realistic, accurate, and faster than the conventional ISI

models. This method utilized Least Squares (LS) estimation which simultaneously sepa-

rates ISI, RJ, and PJ. This algorithm obtained the estimated individual jitter component

values with fine accuracy by using less data samples compared with the conventional

methods. The efficiency and accuracy of the proposed method were demonstrated by

simulation and hardware experiments.

In the comparator-based decomposition algorithm, instead of using TIE jitter se-

quence to decompose, it used Boolean output from a network of simple low-cost com-

parators to identify the deviation of current sampling position from the ideal sampling

position. The new method simultaneously separated ISI, PJ and DCD. Simulation and
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measurement results demonstrated that the proposed method can estimate the ISI, PJ

and DCD with sufficient accuracy using significantly fewer data samples.

In addition, the low cost and simple dithering method which improved the test of

linearity of ADC was proposed. In this thesis, we proposed three types of distribution

dithering methods adding to the ramp input signal to reduce the estimation error when

uSMILE was applied in low resolution ADCs. Fixed pattern was proved to be the most

efficient and cost-effective method by comparing it to the Gaussian, uniform, and fix-

pattern distributions. The simulation results indicate that the estimation error could

be significantly reduced dithering. Furthermore, a hardware measurement with com-

mercial ADC products was used to validate the effectiveness of the fix-pattern dithering

method.Our measurement showed the INL estimation error could be reduced to less than

0.1 LSB. This method could be applied as built-in-self-test (BIST) in the future.

Compared to the existing methods, these algorithms have significant advantages and

benefits to reduce the test cost, to improve efficiency and accuracy. First, as the channel

loss results in both ISI and jitter amplification, the DCD amplification in data channel

was not as well understood and clearly quantized as clock channel DCD amplification.

The DCD amplification analysis for data channels in this dissertation provided a fast

and accurate mathematical equation to calculate the DCD amplification factor only

using post-cursor and pre-cursor coefficient of channel impulse response. The worst-case

pattern was a simple and fast pattern to analyze the DCD amplification using fewer data

than than PRBS pattern, therefore reducing the simulation time greatly.

Secondly, the new time domain ISI modeling in the TIE-based and comparator-

based jitter decomposition had obvious advantages over the conventional ISI models. A

conventional ISI model was to model the channel as a first-order and a second-order

low-pass filter or based on the convolution technique. However, such a model was too

simple to represent the real channel and became invalid because of discontinuities. This

model was very time-consuming since the cursor was usually 100-bit long. The ISI jitter
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model in this dissertation was simpler than the conventional ISI cursors convolution

technique and more accurate and realistic than the low pass filter model which made the

simulation fast and reduce the simulation time. This model did not assume any linearity

or superposition requirements on the ISI jitter as a function of the previous k-bit, nor

does it rely on linearity in the conversion from data waveform voltage errors to timing

errors near zero crossing, thus makes the ISI model more robust to channel non-idealities.

Both the TIE-based and comparator-based methods can provide ISI analysis in detail

for each ISI binary combination.

Lastly, the data samples in the TIE-based and comparator-based method were fewer

in number than the state-of-the art requirement. In the TIE-based method, the data

samples could be reduced by 50X as shown in the measurement with the comparable

accuracy. Currently available jitter measurement techniques require expensive measure-

ment instruments but they do not guarantee sufficient test quality. The jitter analysis

algorithms in these instruments usually use by using the histogram method or spectral

test. All these algorithms require large samples of TIE jitter data. TIE data must be

measured by an instrument with: 1) sufficient bandwidth (three times the data rate is

usually adequate) to represent the signal; 2) sufficient memory depth to acquire enough

data so that the digital signal processing (DSP) techniques are accurate; 3) low noise.

These requirements could be satisfied with high precision circuits such as extremely fast

ADC and ideal PLL. Unfortunately, the manufacturing cost for such an instrument is

huge and the instrument design also remains a big challenge when the data rate is very

high.

In the comparator-based method, no TIE data is needed, meaning that no extremely

high precision circuit is necessary which greatly reduces the complexity of circuit design

and test cost. The requirements of comparator network in this algorithm were not

stringent. The speed was the data rate of I/O rather than the requirement that was 3

times higher than data rate in a real-time testing instrument. The sampling clocks of
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the comparator network did not need to be ideal or jitter-free. The jitter existing in

sampling clocks helped to generate the different time intervals thus no extra precision

circuits were needed to generate the exact time interval. All these relaxed requirements

of the comparator network design made the comparator-based method applied in BIST

less complex with lower costs, which has a great potential to reduce the whole test cost.

However, some state-of-the-art commercial simulation platforms or instruments with

different jitter decomposition methods are only applied in off-chip simulation or testing.

Instruments are unable to lend themselves to fast parallel testing of devices with a large

number of high-speed interfaces due to their hardware complexity, cost and scalability

limitations.

The TIE data is still required in the TIE-based method, which means the implemen-

tation with the same drawbacks existing in the state-of-the-art decomposition methods.

The comparator-based method is a great improvement for the TIE-based method with

same accuracy without using TIE data. The comparator-based method requires the cir-

cuit design and can be integrated in the receiver which can be automatically adjusted

the slicers sampling position and reduce the BER. Our future work is to implement the

circuit in the receiver.
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APPENDIX

Chatper5 - Proof of Equation 4 Derivation

Let NMSB, NISB and NLSB be the number of bits in MSB, ISB and LSB bits.

Then, the number of segments are 2NMSB , 2NISB and 2NLSB for MSB, ISB and LSB

segments respectively. Define EM as a column matrix of all the error terms of MSB EM

terms. EI and EL are defined similarly.

EM =


EM(0)

...

EM(2NMSB − 1)

 (A.1)

Define three matrices HM ,HI and HL. HM is a k∗2NLSB matrix with each term being

a boolean value either one or zero. k is the total sample number of input data.Each row

represents each sample falling in which MSB error term EM . If the MSB error term of

the jth sample data corresponds to EMX , then the Xth column of the HM is one in jth

row. It is the only one 1 in each row and all the others are zeros in corresponding row.

HI and HL are defined in the same way for ISB and LSB bits.

HM =


CMSB(1) == 0 CMSB(1) == 1 · · ·CMSB(1) == 2NMSB − 1

...
...
. . .

...

CMSB(k) == 0 CMSB(k) == 1 · · ·CMSB(k) == 2NMSB − 1

 (A.2)
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Then, the estimated INL for the whole sample can be expressed as equation A.3.

[
Cexp − C +Nnoise

]
=

[
HM HI HL

]
EM

EI

EL

 (A.3)

In the (i + 1)th column in the matrix, we multiple both sides by the transpose of this

column matrix.

[
CMSB(1) == i · · ·CMSB(k) == i

] [
Cexp − C + noise

]

=

[
CMSB(1) == i · · ·CMSB(k) == i

] [
HM HI HL

]
EM

EI

EL


(A.4)

In this matrix

[
CMSB(1) == i · · · CMSB(k) == i

]
, only the location where the corre-

sponding MSB bit being i will be 1s and all the other all 0s. Therefore, equation A.5

can be obtained.

[∑
CMSB==i(Cexp − C) +

∑
CMSB==i(Nnoise)

]
=

∑
CMSB==i

EM(i) +
2NISB−1∑
j=0

[∑
CMSB==i&&CISB==j EI(j)

]
2NLSB−1∑

j=0

[∑
CMSB==i&&CLSB==j EL(j)

] (A.5)

If the total number of samples is k, within each MSB segment, the number of samples is

approximately equal to k/2NMSB . Within each MSB segment, the number of samples for

each ISB segment is approximately equal to k/2(NMSB+NISB) . Within each MSB segment,

the number of samples for each LSB segment is approximately equal to k/2(NMSB+NISB)

. Then, A.5 can be approximated by A.6.
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[∑
CMSB==i(Cexp − C) +

∑
CMSB==i(Nnoise)

]
≈

∑
CMSB==i

EM(i)

+
k

2NMSB+NISB

[∑NISB−1
j=0 (EI(j))

]
+

k

2NMSB+NISB

[∑NLSB−1
j=0 (EL(j))

]
(A.6)

In this equation,
∑NISB−1

j=0 (EI(j)) and sumNLSB−1
j=0 (EL(j)) are close to 0 and their coeffi-

cients are also much smaller compared with the number of CMSB equal to i so that the

last two terms are almost 0 which can be discarded (A.7).

[∑
CMSB==i(Cexp − C) +

∑
CMSB==i(Nnoise)

]
≈

∑
CMSB==i

(EM(i)) (A.7)

Divide both sides by the number of MSB bits being (#CMSB == i).

EM(i) ≈ 1

#CMSB == i

∑
CMSB==i

(Cexp − C)

+
1

#CMSB == i

∑
CMSB==i

(Nnoise)

(A.8)
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