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## I. INIRODUCTION

By a variance component model we shall mean a statistical model with vector/matrix representation of the form

$$
y=\sum_{i=0}^{r} x_{i} \gamma_{i}+\sum_{i=r+1}^{k+1} x_{i} \beta_{i}
$$

where y is anxl vector of observations, $\mathrm{X}_{\mathrm{i}}{ }^{\prime}$ 's are fixed, known: $n \times p_{i}$ matrices whose elements may be either classification or functional parameter coefficients, $\gamma_{i}{ }^{\text {'s }}$ are fixed parametric vectors and $\beta_{i}$ 's are random vectors satisfying $E\left(\beta_{i} \hat{\beta}^{2}{ }_{j}\right)=0(i \neq j)$, and $E\left(\beta_{i} \beta^{2}{ }_{i}\right)=V_{i}$. Sometimes, but not always, the assumption that $E\left(\beta_{i} \beta_{i}{ }^{2}\right)=I \sigma_{i}{ }^{2}$ will be made as will the assumption of normality of $\beta_{i}$ effects. By appropriate restrictions we can make our model conform to the ciassification of Eisenhart (1947) or to some of the cases mentioned in the extended classification of Takey (1949). Thus Model I (of Eisenhart. (1947)) refers to the case where $k=0$, all $X_{i}{ }^{\text {'s }}$ are 0 or 1 and there is only one random vector in our model. In this case where $X_{i}{ }^{\text {r }} \mathrm{s}(i=0, \ldots, r)$ refer entirely to classificarion parameters the model represents an analysis of variance ( $A .0 . V_{.}$) model, while if $X_{i}{ }^{8}$ s consist of both classification and functional parameters this special case represents an analysis of covariance (A,O.C.) model. Model II (of Eisenhart (1947)) refers to the situation where $r=0, \gamma_{0}=\mu, X_{0}=j_{n}$ i.e., an $n \times 1$ column vector of ones, and the $\beta_{i}$ 's are assumed to be independently normally distributed
 mension for each i. Model III of Tukey (1949) is the pure finite sampling model and is similar to Model I except that the populations from which the randomerrors are drawn are assumed to be finite, so that correlations are induced into the covariance structure of $y$.
 problem usualiy seems to be viewed in two separate paris that are seldom discussed together. These are: a) The estimation of fixed effect parameters in models with correlated or uncorrelated errors at which time nothing much is said about estimates of components of variance except in the special case of general linear hypothesis. b) The estimation of variance components in random effects mocels at which time nothing is said about the estimation of fixed parameters in the model. One of our aims was to give consideration to these problems simultaneously, but in point of fact, a reasonable solution is found in oniy a smali number of cases. We consider a "mixed" model and it appears to be the case that only in certain specially "balanced" cases at opposite ends of the spectrum of the general model that we are considering are estimates with "optimum" properties available. Naturally the optimum properties depend somewhat on the assumptions made at the start, and "balance" is a term which needs clarification.

In experimental design sitiations when ail factors are not in fact random, but some are fixed, statisticians in an attempt to obtain an approximate solution for estimators of variance components have suggested answers which are motivated by either the completely random "balanced" or the general linear hypothesis case and then modified in some fashion. We have in mind, for example, the well-known rules for writing down expected mean squares for the two-way mixed model with interaction, given, amongst others, by Bennett and Franklin (1954); the motivation for some modifications has not always been as clear as it could have been.

Some of the contributions made by the present work are:
a. An attempt to unify the knowledge on M.V. unbiased point estimation in a variety of models and to extend the available techniques for obtaining best, i.e., M.V., estimators of components of variance to some designs, including both random and mixed model ones for both the infinite and the finite model where currently either littie or nothing is known about the properties of least squares estimators.
b. The development of a classification for variance component models (of the type defined above), that enables us to tell by a simple computation whether estimators with good properties are available for any design in question. Although investigated for an infinite model, we show grounds for believing that this classification will be useful in determining whether the best quadratic unbiased (D.q.u.) esti-
mator property can be inferred for finite modei estimators.
c. In most of the cases that can be represented by the variance component model above, it is the case that U.M.V. unbiased estimators do not exist. We have obtained some new results on the variances of quacratic forms arising in either mixed or random models and which are not dependent on the normaiity assumption. Naturally however, they reduce to simpler forms in that case. we incicate briefiy how these results are necessary to soive the question of which estimator we should choose among reasonable alternatives in virtually any cases that fall outside the rather small "balanced" class in which U.M.V. estimators do exist.
II. REVIEW OF LITERATURE AND INITIAL RESULTS

Due to the broad nature of the topic and the fairipextensive literature thereon, this review is rather long. It may be divided quite naturally into two sections:
A. Estimation of components of variance
B. Minimum variance estimation of regression parameters in models with correlated errors.

## A. Estimation of Components of Variance

Tine variance component estimation problem in a model of the type

$$
y=j_{n} \mu+\sum_{i=1}^{k+1} x_{i} \beta_{i} \text { (II.A.1) }
$$

is theoreticaliy regarded as solved if we are satisfied to make the assumptions of no correlation of the different $\beta_{i}$ type vectors, i.e. $E\left(\beta_{i} \beta^{\prime}{ }_{j}\right)=O(i \neq j)$, normality of distribution of $\beta_{i}$ type vectors and $E\left(\beta_{i} \beta_{i}{ }^{2}\right)=I \sigma_{i}{ }^{2}$. Actually, however, maximum-1ikelihood provides an answer without resorting to iterative techniques only in "balanced" models even when all assumptions are made. In practice then, if we are to obtain estimators with reasonably powerfull small sample properties, in contrast to ones which are only asymptotic, the assumption of some sort of balance is a very definite requirement.


#### Abstract

It seems everybocy has his own definition of balance. For example Crump (1951) says "A multiple classification is balanced if all of the classes or subclasses of any chosen rank contain the same number of observations." Tukey (1956) has another view which relates to the expectations of different lines of the A.O.V. table and their behavior when arbitrary changes are made in the contributions in any particuiar iine. We find it convenient to point out at this early stage that we shall distinguish two types of baiance, namely


> balance $_{1}$
> and
> balance $_{2}$

In general Iinear hypothesis models (frequently written $y=X \gamma+e)$ the notion of balance ${ }_{1}$ from one point of view requires the existence of an easily found solution to the normal equations (X'X) $\gamma^{\prime}=X^{\prime} y$. Apart from the desirable feature of simplifying the analysis this notion of balance usually ensures a structured covariance matrix andoften equal information on estimates of treatment differences. This appears to be the main advantage of a balanced ${ }_{1}$ design. From the viewpoint of analysis, of course, because of the GaussMarkoff theorem, there is no need to restrict consideration to balanced ${ }_{1}$ situations in order to obtain estimators with the best linear unbiased (b.1.u.) property. There is not
and never was any use for the concept of balance in variance component modeis, dut îhis is not generaily recognized or agreed upon. We shall refer to the model (II.A.I) where only $\beta_{i}{ }^{1} s$ are random, $E\left(\beta_{i} \beta_{j}{ }^{7}\right)=0(i \neq j)$ and $E\left(\beta_{i} \beta_{i}{ }^{8}\right)=$ $I \sigma_{i}{ }^{2}$ as Model II. A model representation (II.A.1) will be said to be balanced 2 if and only if $X_{i} X_{i}{ }^{2} X_{j} X_{j}{ }^{8}=X_{j} X_{j}{ }^{7} X_{i} X_{i}{ }^{8}$ (i, $i=0, \ldots k+1$ ). By Theorem 3 of Chapter III this means that there exists a known orthogonal matrix wich diagonaiizes the covariance matrix

$$
V=X_{1} X^{p}{ }_{1} \sigma_{1}^{2}+\ldots+X_{k+1} X_{k+1} \sigma^{2}{ }_{k+1}
$$

regardiess of the actual values of the unisnown parameters. In fact, the orthogonal matrix musi simuitaneousiy diagonalize

$$
X_{i} X_{i}^{\prime}(i=1, \ldots, k+1)
$$

We shall see that the balance 2 concept is a natural one in variance component models. There is no obvious reason why any balanced ${ }_{I}$ design should also be a balanced ${ }_{2}$ design. In classification designs this may however be the case. It should be noted that balance 2 is not the same as the balance of Crump (1951) which in turn is not balance ${ }_{1}$, yet all three classes do to some extent overlap. Balance 2 is not the same as the balance of Tukey (1956) either. To be more specific, Tukey (1956) deals with a Model III situation and regards the b.i.b. with treatments and blocks random as balanced.

However，if we represent the randou case of the baianced jュー complete block design（b．i．b．d．in the sequel）in the form （II．A．1）with treatments and blocks random，then it is not balancec． 2 。

CIump（1947，1951）was of the opinion that the estimates of various components obtained by regarding all parameters as fixed and equating oiserved and expected mean squares un－ der the random model（and repiacing negative estimates by zero）i．e．what are known as A．O．V．estimators，are maximum likelihood（M．I．）estimates when Model II is assumed and the classification is balanced，i．e．，if all of the classes and subclasses of any chosen rank contain the same number of ob－ servations．Ignoring for now the problem of equating nega－ tive estimates to zero，this conclusion still needs quaiifi－ cation．For example it is not clear that the M．L．estimators equal the A．O．V．estimators and that either have any special merit in the design

$$
\begin{gather*}
y_{i j}=u+a_{i}+b_{j}+e_{i j}  \tag{II.A.2}\\
(i=1,2), \quad(j=1,2) ;(i=3,4),(j=3,4)
\end{gather*}
$$

In fact due to lack of completeness we cannot infer M．V．for M．L．or any other estimators in this case．The situation in a b．i．b．is similar，thougn more complex．We shail go into this case in more detail later．The balance criterion of Crump（1951）appears to be of no help in sorting out diffi－ culties such as the above．The introduction of the balance 2
definition seems to de a step in the rignt direction jor jor credit for the concept, if not for the name, is due to Graybill and Hultquist (1961) who appear to have been the first to use the condition of balance 2 in a class of variance component models. They did not, however, point out that if this rather exacting condition does not hold and even sometimes when it does (as in II.A. 2 above) we are in difficuity insofar as M.V. estimation is concerned. Danieis (i939) and Satter $\check{\text { nwaite ( }}$ (1946) suggested estinators of the samping variance of any estimated variance component in a balanced multiple classification under Model Ir. The sampling distribution of such estimates under Model II have been given by Pearson (1933) and discussed by Satterthwaite (1946) and Bhattacharyya (1945). Bross (1950) discussed and illustrated several approximate methods of obtaining confidence limits for estimated variance components. Wald (1940, 1941, 1947) has given a theoretical methoc (apparently not yet used in practice) by which exact conficence limits for any ratio of a variance component to the error component may be obtained. Wald (loc. cit.) used a general linear hypothesis approach to obtain mean squares. This method, of ignoring momentarily the real assumptions and using least squares, was spelled out and popularized by Henderson (1953). If we substitute an estimate of error for $\sigma^{2}$, Wald"s (10c. cit.) method would also yield approximate confidence limits. Crump's (1951)
pioneer arificie reported on some of the work that was geteing under way, which regarded Model II as much too restrictive and which desired to obtain estimates under less restrictive conditions. Tukey (1950, 1956, 1957), Hooke (195́a, and b) and Wilk and Kempthorne (1955, 1956) provide a small indication of work which included amongst its general aims the estimation of variance components (and such madefinitions of this concept as were found necessary) when the assumption of normality and drawing effects from infinite populations were replaced by drawing from finite ones.

It appears to be fair to say that a good measure of success was achieved in obtaining unbiased estimators for the balanced $_{1}$ structures, i.e., essentially those cases in wich equal or proportional numbers were observed in the cells of crossed or nested structures. inite (1963) has extended the riles for finding expected mean squares to some of the designed unbalanced structures. The similarities between the polykays (of Tukey) and the cap sigmas ( $O f$ Wilk and Kempthorne) were pointed out by Zyskind (1958) and established by Daynoff (1964b). The A.O.C., i.e. a non-classification model, has not been adequately resolved under a randomization model and. Cox (1956) still appears to be the only one who has atiempted to deal with this case. The approach in this randomization model is general enough to deal with a mixed model. The only claim made for the estimates obtained is that generally they
are unbiased. Obtaining the variances of the variance components under a finite model in even the simplest balanced n-way ciassifications is a formidable probiem which has been attempted by Dayhoff (1964a).

When we relax only the assumption of normality of distribution of the effects and instead regard them to be independent( $0, \sigma_{i}^{2}$ ) respectiveiy, estimators with a best quadratic unbiased property are available in the following cases:
a. If in (II.A.1) $\beta_{1}, \beta_{2}, \ldots, \beta_{k}$ are all fixed unknown parameters. This is the well-known general linear hypothesis situation and constitutes one of the oldest parts of statistical theory. Least squares provides b.I.u. estimators of the parameters $\hat{\beta}_{1}, \beta_{2}, \ldots \beta_{k}$ and the $S . S$. about residuals with a further condition on the fourth moment provides a b.q.u. estimator of the variance $\sigma_{\mathrm{k}+1}^{2}=\sigma^{2}$. This result is due to Hsu (1938). We emphasize that the elements of the $X_{i}$ 's are classification type elements or functional parameter coefficients.
b. Graybill (1954) showed from first principles that the Model I mean squares provided b.q.u. estimators for functions of the variance components in the balanced nested classifications.
c. By making use of a different approach that was first suggested by Graybill and Wortham (1956), i.e. complete sufficient statistics if normality holds, Graybill and Hultquist
(1961) showed that within a certain class of situations described by the model (II.A.1) if finite fourth moments of $\beta_{i}$ :s exist and third and fouxth moments for a given $\beta_{i}$ are equal then the same estimators that are M.V. under normality are b.g.u. under the assumptions mentioned.

Best quadratic unbiasedness has not been claimed for most other estimators that are commonly used in variance component models. Notably this is the case for most unbalanced, i.e. not balanced ${ }_{2}$ situations that arise in experimental design and where for some time now least squares has been used as an "approximate" method. Thus we have the situation that the same method is suggested for balanced ${ }_{2}$ situations as well as for unbalanced ones, while optimum properties are available for least squares estimates only in the former case. Estimates would be "best" in both cases if the fitting constants method was an "optima1" method of estimation in variance component models. Our viewpoint is that there is in general no uniformiy best method of estimation for the model (II.A.1) when amongst estimators that are based on all the information there is ambiguity about the set of estimators that should be used. In such a case one method of comparing a candidate with other available methods is by way of the variances of aiternative estimators. Empirical studies by Busn and Anderson (1963) indicate that the fitting constants method or Henderson's (1953) method 3 is a "best on average" method
over a fairly wide range of conditions of unbalance in a twoway classification. In a later chapter we shaiI advance some further argument that appears to single out this metiod as the best available in b.i.b. designs.

When we are prepared to make the assumptions of normality and independence we find that for some balanced 2 situations, the model 1 mean squazes can be shown to consist of a complete sufficient set of statistics for the mean and the variance components. Graybill and Wortham (1956) first pointed out that this enabled one to call upon the well-known RaoBlackwell theorem, (Rao (1945), Blackwell (1947)) dealing with complete sufficient statistics to establish properties for unbiased estimators. Graybill and Hultquist (1961) prove a number of theorems that have helped in the understanding of the classification model cases when normality is assumed and the model is balanced 2 . Assuming normality, Weeks and Graybill (1961, 1962) Kapadia (1962) and Kapadia and Weeks (1963) have obtained what they call minimal sufficient statistics for b.i.b.d.'s and p.b.i.b.d.'s with random blocks and treatments. At time of writing we have minimal sufficient statistics for virtually all incomplete block designs but no method of using these to obtain best estimates. We shall give an example showing how closely the method 3 estimates of Henderson (1953) are related to the set of minimal sufficient statistics from which it is presumabiy the view of some tiat
M.V. estimators may one day be constructed. We have our doubts about tinis, and present our views.

There has been one fairly detailed investigation of the testing for significance of variance components, namely that of Herbach (1957). As is usual in such cases, normality of effects was assumed. Herbach (loc. cit.) showed for example that all F-testis used in testing hypotheses in a two-way classification determine uniformiy most powerful (U.M.P.) similar tests although, unlike in the case for Model $I$, they are not likelihood ratio (L.R.) tests. In the one-way balanced $_{1}$ or 2 classification however for all practical purposes the test is an L.R. test and is U.N.P. as well. Herbach's (1957) method was unable to demonstrate that the standard $F$ test for $\sigma_{A B}^{2}=0$ in the two-way balanced 2 case, is a U.M.P. similar test, and this deficiency was remedied by an extension of the completeness lemma supplied by Gautschi (1959) who had worked independently on the problem. Gautschi (10c. cit.) proved the following Lemma 1:

$$
\begin{aligned}
\text { Let } \begin{aligned}
ß^{t} & =\left\{P_{\theta}^{t} ; \theta \varepsilon D\right\}, \quad t=\left(t_{2} ; \ldots, t_{r}\right), \quad \theta=\left(\theta_{2}, \ldots \theta_{I}\right) \\
\beta_{2} t_{1} & =\left\{P_{\theta_{1}, \theta^{\prime}} ;\left(\theta_{1} ; \Theta\right) \varepsilon D_{1} \times D\right\} \quad \theta_{1} \text { real be two }
\end{aligned} .
\end{aligned}
$$

families of probability measures on Borel. sets of the Euclidear space $E_{r-1}$ and the real line $E_{1}$ respectively, having the densities

$$
\begin{aligned}
& p_{\theta}(t)=c(\theta) \sum_{1}\left(t_{2}, \ldots, t_{I}\right) e^{\theta_{2} t_{2}+\ldots+\theta_{I} t_{I}} \\
& p_{\theta_{I}, \theta}\left(t_{1}\right)=c\left(\theta_{I}, \theta\right) e^{g}(\theta) t_{1}{ }^{2}+\theta_{I} t_{I}
\end{aligned}
$$

with respect to Lebesque measuae. $I f \mathcal{D}_{1}$ is the real line and D a Boret set in $E_{r-1}$ containing a non-degenerate (r-1)-cimensional interval then the family of product measures $\mathcal{\beta}=\left\{P_{\theta_{1}, \theta}^{t_{1}} \times P_{\theta}^{t} ;\left(\theta_{1}, \theta\right) \mathcal{D}_{1} \times \mathcal{D}\right\}$ is strongly complete (in the sense of Lehmann anc Scheffe (1950). Iminof (1960) extends this lemma to the multivariate case. The state of knowledge at this time appears to be that in an n-way balanced situation all tests of (n-1) and (n-2) factor interactions are U.M.P. similar tests.

Workers have not ignored the unbalanced case in recent years. For details the reader may refer to Hammersiey (i949), Henderson (1953), Tukey (1957), Searle (1956, 1958, 1961) Gates and Sniue (1902), Gower (1962), Robertson (1962), and Bush and Anderson (1963) amongst others. The above selection illustrates the complexity of the algebra we sometimes involve ourseives in when trying to obtain variances of estimators and the sometimes surprisingly elegant rewards to be reaped from hopeless seeming cases.

Crumpis (1951) paper in retrospect suggests the need for trying and comparing different methods of estimation. It is interesting to note that in the unbalanced (i.e., not balanced $_{2}$ ) designs the normality assumption if made has not to
date been used to form a maximum iiveininood solution. Computational difíicuities are cited as the reason. Consideraole work, some of which is empirical, has been done comparing some other different methocs that are available. A whole new aspect has in fact been opened up by this work which is concerned with determining the best form of unbalanced design to estimate particulai vaiiance components minen
 sizes of the variance components. The reader is referred to Bush and Anderson (1963) for further references on this aspect. Ignoring for now the moot question of motivation, we interpret these findings as follows: given a balanced ${ }_{2}$ design, there is no ambiguity about the best statistical analysis. In an unbalanced design there is no uniformly best method but Henderson's (1953) method 3 (the fitting constants method) is among the best "on average" in the 2-way design without interaction. However, if anything at all is known about the relative sizes of the variance components, the balanced 2 design may well be less efficient for estimating the random components than some unbalanced design.

In general prior knowledge is not available; we concern ourselves primarily with that case, and try to extend the conciusion beyond the two-way design, and to mixed models, a venture in which we meet with only partial success. Until now we have been primarily concerned with the completely random model. One wight perhaps have expected to find a com-
parabie amount of work on the mixed model. There has been a good deal of work, but it has not concerned itself with minimum variance estimation in the mixed model. Thus for example the work of Wilk and Kempthorne (1955, 1956) is general enough to include the case of the mixed model. However, they start with the usual Model I mean squares and make no claim of minimum variance for the estimates they obtain. Schefiè (1956, 1959) likewise makes no ciaim of M.V. Eor such estimators as he derives. MoV. estimators in a mixed model are obtained by Imhof (1960) who derives a set of sufficient statistics in a three-way classification with one factor fixed and two random and proves M.V. for the Bennett and Franklin (1954) type mean squares in that case. The Scheffè model postulates non-zero oorrelations between dirferent random factors and is therefore outside the framework that we consider.

In the unbalanced case we note that the fitting constants method does appiy to a mixed mode1. However, no formulas have been given for obtaining the variances of the variance components. David and Johnston (1951, 1952) make use of symmetric functions to obtain formulae for the cumulants of quadratic forms in fixed, mixed, and random models. We extend these formulae to apply to estimators given by the fitting constants method in a mixed model, and choose to find the variances by making use of the concept of a conditional inverse of a matri.. Bush and Anderson (1963) seem to have been the first to solve the variance problem (for the
completeiy rancom mociel) by another method that assumes normality. Although the results of David and Johnston (1951, 1952) are applicable they have not been put to use. To conclude section $A$ of this revie: we mention some work by Thompson (1962) and Thompson anc Moore (1963) on the estimation of non-negative estimares of variance components that has some intuitive appeai. It is unfortunately the case that tine :"pooi the minimum violaior: aigorithm that they describe and which gives a straightforward procedure for solving for variance components is only applicable to the designs which have "rooted tree" form. In brief this means that the threeway and higher-way classifications are not included in the theory that they describe. This severely restricts the field of application of the method. The question of minimum variance or otherwise of such estimators is an open question; we give this method no consideration.

## B. Minimum Variance (M.V.) Estimation of Regression Parameters

In the course of the above discussion we mentioned that estimation by least squares of the regression parameters in a general linear hypothesis model gave best (M.V.) linear unbiaseu estimators. Our concern here is with estimation in more general models which to date seem to have had attention only in the context of autocorrelated regressions. In this section we review some of the work in this area.
 errors, so that it is convenient to represent the partitioned mocel (II.A.1) by

$$
y=\sum_{i=0}^{I} X_{i} \gamma_{i}+\sum_{i=y+1}^{r+1} X_{j} \beta_{i}
$$

or by

$$
\begin{equation*}
y=x \gamma+\omega, \tag{II.B.I}
\end{equation*}
$$

where $\gamma$ denotes the fixed set of parameters while $\omega$ is a coiumn vector with covariance matrix V.

The problem of estimation of regression parameters when the errors are correlated was first discussed by Aitken (1934); there has been a good deal of discussion since then that we do not propose to cover here. We have decided to confine attention largely to the papers by Watson (1955), Magness and McGuire (1962) and Golub (1963). In general these authors are concerned with the determination of bounds to the ratios of variances of minimum variance (M.V.) and least squares (I.S.) or weighted least squares (W.L.S.) estimates and showing under what conditions some or all of these methods would give estimates having variances of similar magnitude. In the cases they discuss, as in design situations, M.V. estimation is generally not possible. If L.S. estimation is a1most as good, this would be nice to know.

The following theorem is proved by Magness and McGuire (1962). The W.L.S. and M.V. estimates of $\gamma$ in

$$
y=x \gamma+\omega
$$

where $X: X=I$, have identical covariance matrices if and only if the subspace spanned by the $p$ columns of $X$ coincides with the space spanned by $p$ of the eigenvectors of $p$ (rho) the correlation matrix of $y$, in which case both covariance matrices are similar to diagonal matrices whose elements are the corresponding eigenvalues of $\rho$ (rho). The result that L.S. estimators of $\gamma$ are M.V. when column vectors of $X$ are eigenvectors of the correlation matrix is mentioned also by Watson (1955). Magness and McGuire:s (1962) work was, however, done without awareness of watson's (19.55) results. Zyskind (1962) and Zyskind et al. (1964) have given a more general formulation that does not require the restriction $X^{8} X=I$. It follows from these results that the minimum variance estimate of $\mu$ in a random balanced 2 partitioned model of the form represented by

$$
\begin{equation*}
y=j_{n} \mu+\sum_{i=1}^{k+1} x_{i} \beta_{i} \tag{II.B.2}
\end{equation*}
$$

agrees with the W.I.S. estimate in which all weights are unity, or the estimate given by least squares ignoring the correlations. Alternatively, and more directly, we have

Proof: In a linear model $y=X \gamma+\omega$

$$
\hat{\gamma}_{M V}=\left(X^{v} V^{-1} X\right)^{-1} X^{v} V^{-1} y
$$

and

$$
\hat{\gamma}_{W L S}=\left(X^{v} W X\right)^{-1} X \vee W y
$$


and

$$
\sigma_{\hat{8}}^{2} W L S=\left(x^{8} W X\right)^{-1} x^{1} W V W X\left(x^{8} W X\right)^{-1}
$$

In the model (II.B.2), $\gamma=\mu, X=j_{n}$, i.e. a $n \times 1$ column of ones, and $x X^{\prime}=J$, a $n \times n$ matrix of ones. Now the condition of balance ${ }_{2}$, ensures that

$$
\begin{aligned}
& \mathrm{VJ}=\Sigma \mathrm{X}_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}{ }^{\mathrm{j}} \sigma_{\mathrm{i}}{ }^{2} \mathrm{XX}{ }^{8} \\
& =X X^{\nu} \Sigma \Sigma_{-i} X_{i}{ }^{\prime} \sigma_{i}^{2}=J V .
\end{aligned}
$$

If furthermore $W=I$, so that $\hat{\gamma}_{\text {WLS }}=\hat{\gamma}_{\text {IS }}$ then

In general the vector space of X is not coincident with the vector space of the eigenvectors of $V$ so that in general we cannot simplify det $\Sigma_{\hat{\gamma}_{I S}} /$ det $\Sigma_{8 M V}$ (where det means "determinant" and this ratio is used to replace $\sigma^{2} \hat{8}_{L S} / \sigma^{2} \hat{\gamma} M$ when constant parameters exceed one in number) to give 1 as in the above special case.

However, there is a fairly large well used class of situations in which simplification is possible. These are those mixed factor situations, which, if all factors had been random, would have been balanced ${ }_{2}$. We demonstrate this for the mixed model (II.B.1) which can be represented by

$$
\begin{equation*}
y=x \gamma+\underset{i=r+1}{\sum_{i}+1} x_{i} \beta_{i} \tag{II.B.3}
\end{equation*}
$$

where $X=\left(X_{O} X_{I} \ldots X_{I}\right)$ is the coefficient matiix of ail fixed factors, and commutativity of $X X==\sum_{i=0}^{I} X_{i} X^{\prime}{ }_{i}$ and $V$ (the covariance matrix in this model) holds.

Assuming that we reparametrize $X \gamma$ appropriately, to avoid singularity of $X^{8} X$, to $\mathbb{X} \delta(s a y)$ where $\bar{X}$ is a matrix containing only some of the $X_{i}{ }^{8} s(i=0, \ldots, r)$ we have $(w i t h W=I)$

$$
\begin{aligned}
\operatorname{det}\left(\Sigma_{\hat{\delta} \Sigma S}\right) / \operatorname{det}\left(\Sigma_{\hat{\delta} M V}\right) & =\operatorname{det}\left(\bar{X}^{\imath} V \overline{X X}^{\imath} V^{-1} X\right) / \operatorname{det}\left(\bar{X}^{\imath} \bar{X}\right)^{2} \\
& =1 .
\end{aligned}
$$

In pariicuiar inen in a two-way with equal numbers and with blocks random, the ( $y . j$ ) are M.V. estimators of the parameters $u+\alpha_{j}$, and $y \ldots$ is a M.V. estimate of $u$. In general, for unbalanced situations, we do not have commutativity of $\overline{X X}$ ' or $X X^{\prime}$ and $V$ and the ratio

$$
\begin{equation*}
\operatorname{det}\left(\Sigma_{\hat{\delta} L S}\right) / \operatorname{det}\left(\Sigma_{\delta_{M V}}\right) \tag{II.B.4}
\end{equation*}
$$

does not simplify to one. Watson (1955) and Golub (1963) both attempt to provide bounds for the ratio (II.B.4). After Golub (1963) we define $M_{k}=X^{1} A^{k} X$, where $A$ is a real positive definite matrix, and $u_{k}(X)=$ det ( $M_{k}$ ), where $X$ has rank $p$, and the latent roots of $A$, ordered decreasingly, are $\lambda_{1}, \ldots, \lambda_{n}$; let the condition number be $K_{p}=\lambda_{1}, \ldots, \lambda_{p} / \lambda_{n-p+1}, \ldots, \lambda_{n}$.

Schopf (1960), proves the inequality following:

$$
1 \leqslant u_{k+1}(x) \quad u_{k-1}(X) / u_{k}^{2}(x) \leqslant\left[\left(\frac{1}{2}_{p}^{2}+X_{p}^{-\frac{1}{2}}\right) / 2\right]^{2}
$$

Using this Goiub (1963) paoves (when $k=0$ ) the foilowing tneorem. Let $y=x$ ori $\omega$ where $X$ is an $n x p$ matrix of ranis $p$, $\gamma$ is a vector with $p$ components to be estimated, and $\omega$ is a random vector of $n$ components with $E(\omega)=0$ and covariance matrix V. Let the weighting matrix be $W=F F^{\prime}$, let $\lambda_{i}{ }^{2}$ s be the eigenvalues of $F^{i} V F$ ordered decreasingly and put $\Psi=F^{\text { }} \mathrm{X}$. Then since


$$
=\operatorname{det}\left(\psi^{8} F^{8} V F \Psi\right) \operatorname{det}\left(\psi^{i}\left(F^{i} V F\right)^{-1} \psi\right) /\left(\operatorname{det} \psi^{8} \psi\right)^{2}
$$

it £ Oilows tnat

$$
1 \leqslant \operatorname{det}\left(\Sigma_{\hat{\gamma}_{W I S}}\right) / \operatorname{det}\left(\Sigma_{\hat{\gamma} M N}\right) \leqslant\left[K_{\mathrm{p}}^{\frac{1}{2}}+K_{\mathrm{p}}^{-\frac{1}{2}} / 2\right]^{2}
$$

Watson (1955) obtained a similar bound. As far as our problem is concerned however there appear to be distinct limitations to this type of bound. The following example illustrates the difficulty.

Consider the model for a one-way random classification represented by

$$
\begin{aligned}
& y_{i j}=\mu+a_{i}+e_{i j} \\
& \quad(i=1, \ldots, a ; j=1, \ldots, b)
\end{aligned}
$$

where $\mu$ is the mean effect, $a_{i}$ is a random effect assumed to be distributed about zero with constant variance $\sigma_{A}^{2}$, and $i_{i j}$ is a random error effect assumed to be distributed about zero with constant variance $\sigma_{E}^{2}$ and $a_{i}$ and $e_{i j}$ are assumed to be uncorrelated. The covariance matrix of the observation vector $y$ has the form

Where $I_{b}$ is the $b x b$ unit matrix, $J_{b}^{b}$ is a $b x b$ matrix of ones and there are a diagonal blocks.

The largest latent root is $\sigma_{E}^{2}+b \sigma_{A}^{2}$ with multiplicity a while the smallest latent root is $\sigma^{2}{ }_{E}$ with multiplicity a(D-1). We rank the latent roots from largest, designated $\lambda_{1}$, to smallest, designated $\lambda_{a b}$. Since there is only one parameter ( $\mu$ ) in the mociel we define

$$
\mathrm{K}_{i}=\lambda_{1} / \lambda_{\mathrm{ab}}=\left(1+\mathrm{b} \sigma_{A}^{2} / \sigma_{E}^{2}\right)
$$

According to the theorem quoted above
$1 \leqslant \operatorname{det} \Sigma \hat{\delta} I S / \operatorname{det} \Sigma_{\hat{\gamma} M V}=\sigma_{\hat{\mu} I S}^{2} / \sigma_{\hat{\mu} M V}^{2} \leqslant\left(\left(K_{I}^{1 / 2}+K_{1}^{-1 / 2}\right) / 2\right)^{2}$
(where we have assumed the weighting matrix $W=I$ for lack of knowledge of better weights). Conceivably then if we assume $\sigma_{A}^{2} \gg \sigma^{2} E$, the upper bound may in fact be arbitrarily large, and knowledge of the bound would allow very little to be inferred about how well the variance of M.V. estimates are approximated by the variance of L.S. estimates, when in fact from other points of view e.g., Magness and McGuire (1962), or since the situation is balanced ${ }_{2} \sigma_{\hat{\mu} N V}^{2}=\sigma_{\hat{\mu i L S}}^{2}=\sigma_{E}^{2}+b \sigma_{A}^{2} / a b_{3}$ and it follows that the variance of the L.S. estimator is in agreement with the variance of the M.V. estimator. When for example we consider the model

$$
y_{i j}=\mu+a_{i}+\beta x_{i j}+e_{i j}
$$

Where $\mathcal{L}$ is an uninnown Exed value and $x_{i j}$ is a known fixed value, theae are two parameters in the model and so

$$
X_{2}=\lambda_{1} \lambda_{2} / \lambda_{a b} \lambda_{a b-1}=\left(1+b \sigma_{A}^{2} / \sigma_{E}^{2}\right)^{2}
$$

Use of the bound in this case to infer something about L.S. estimators seems to hold littie promise. A further increase in the number of concomitants causes the bound to teli us even less. These considerations form the basis for the criticism that when other methods are uninformative and we need the bound most, it is liable to be uninformative also. It is possible that the fault may lie with the sharpness of the bound. This view is supported by the fact that L.S. estimates do surprisingiy well in autocorrelated regression problems when $0 \leqslant \rho \leqslant .9$ as shown by Golub's (1963) calculations. Indeed he appears to have been required to choose suspiciously high correlations to demonstrate superiority of W.I.S. over L.S. As we have aiready noted, W.I.S. with weignts $W=$ ciag ( $1 / v_{i j}$ ) is not a feasible alternative in our case, and correlations will likely be low. Although our suspicion is that L.S. will often be acequate in unbalanced cases as well as balanced 2 ones we are forced to concluce that there seems to be no optimal general theory covering the estimation of fixed effects in a mixed model by the above appioach.

We now consider another important case where a soo but apparently non-optimai solution has been in use for years. The b.i.b. design with treatments fixed, blocks random, is an example of the model presently under consi ation, for which a reasonable, easily obtained estimate treatment effects was obtained long ago. See Yates (194 and Rao (1947a), for example, both of whom say the estim is only approximate. We know that if the weights are kn the procedure for combining estimates gives the Aitken (1934) or M.V. estimator. The method of attack in a b.i makes use of the structure of tine covariance mairix $\bar{v}$ an it seems, is a more helpful approach to the estimation $p$ lem in a mixed model than is the more general approach s far discussed in this section. A result by Graybill and Weeks (1959) showing that Yates: (1940) estimator is bas on a minimal sufficient set seems to vindicate this view Since estimates of variance components are required to s up the combined estimator in this case, this tends to ind cate the importance of estimation of the varsance compone over estimation of linear regression parameters. This is the reason why this thesis concerns itself mainly with es timation of the variance components in the model in as $e 1$ cient a way as possible. One of the problems is to dist guish between $\dot{\text { ifferent }}$ methods of estimation of the varj components which give rise to different estimators.

In sone cases we can do quite a good dear, but in the majority of cases, rinere simpiy is no theory to guide us. There are two choices, a) abandon the whole question as a lost cause, or b) methodically obtain numerous estimators, Witin a view to later comparing them. Tukey (1962) and statisticians generally appear to subscribe, not always with enough justification perkaps, to the latter aiternative.
III. ON UNBIASED ESTIMATION IN A SMALL SUBSET OF VARIANCE COMPONENTS MODELS

## A. Complete Suficicient Statistics for the Completely Random Variance Components Model

## 1. Introduction

Let the model be represented by

$$
\begin{equation*}
y=j_{n} \mu i+\sum_{i=i}^{k+i} x_{i} \hat{\ell} i \tag{III.A.I}
\end{equation*}
$$

where $y$ is a $n x 1$ vector, $y_{n}$ is a vector of unit elements, $X_{i}{ }^{1}$ s are matrices of size $n \times P_{i}$ of known constants and

$$
E\left(\hat{\beta}_{i} \beta_{i}\right)=I_{i} \sigma_{i}^{2}, E\left(\beta_{i} \beta_{j}^{i}\right)=0,
$$

so that $V$, the variance matrix of $y\left(=E\left(y y^{8}\right)-E(y) E\left(y^{8}\right)\right)$ is

$$
X_{1} X^{q} \sigma_{1}^{2}+X_{2} X^{q} \sigma_{2}^{2}+\ldots \div X_{k+1} X_{k+1}^{z} \sigma_{k+1}^{2}
$$

We seek (a) necessary and swificient conditions for the existence of M.V. unbiased estimators for $\mu, \sigma_{1}^{2}, \ldots, \sigma_{k+1}^{2}$, and. (b) the form of the estimators.

A theorem due to Lehmann and Scheffè (1950) states:
If $A_{i}(\theta)(i=1, \ldots, k)$ are estimable functions of a parametric vector $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)^{\prime}$ and a complete sufficient statistic $T=\left(T_{1}, \ldots, T_{k}\right)^{\text {i }}$ for $\theta$ exists, then the M.V. unbiased estimators of $A_{i}(\theta)(i=1, \ldots, k)$ exist. The M.V. unbiased estimator of $A_{i}(\theta)$ is the unique function of $T_{i}{ }^{\prime} s$ which is an unbiased estimator of $A_{i}(\theta)$. In view of this correspondence between a complete sufficient statistic and a
M.V. unbiased estimator, the first step in a search for a M.V. estimator is ofien a search for a complete sufficient statistic. Some distributional ass'mption concerning the $\beta_{i}{ }^{\text {'s }}$ is necessary to ensure sufficiency however; the assumption most frequently used being that $\boldsymbol{\beta}_{i}{ }^{\prime \prime}$ s be distributed independently of each other and each normally about zero
 though necessary for our development, is not always necessary for estimators to have the property of best quadratic unbiasedness. Something less will do.

Koopman (1936) showed that when the density function for a vector $y$ can be expressed in the form

$$
\exp \left\{\sum_{i=1}^{m} \nabla_{i}(y) u_{i}(\theta)+C(y)+D(\theta)\right\}
$$

then the eJ.ements of the vector $v(y)=\left(v_{1}(y) v_{2}(y) \ldots v_{m}(y)\right)^{\prime}$ are jointly sufficient for the elements of the vector $u(\theta)=$ $\left(u_{1}(\theta) u_{2}(\theta) \ldots u_{m}(\theta)\right)^{\prime}$. We note that all the observations form a jointly sufficient set of statistics for the set of all parameters, and therefore, of course, it is possible for the Koopman (1936) form to do no more than indicate this. In fact, it appears that less than careful use may lead the form to indicate $n+r(r>0)$ statistics when in fact there are only $n$ observations. The concept of a minimal sufficient set, i.e., the smallest number of sufficient statistics, could then be used to ensure that we never state that the number of sufficient statistics exceeds the number of observations,
and that frequently the size of the minimal set will be substantially less than $n$ in number.

Under the assimption of normaiity for the model (III. A.1), the density function for $y$ is

$$
f(y ; \theta)=1 / 2(2 \pi)^{n / 2} \cdot|v|^{-\frac{1}{2}} \exp -\left\{(y-\mu)^{i} v^{-1}(y-j)\right\} / 2
$$

and Graybill and Hultquist (1961), have exhibited a minimal set of sufficient statistics for this case under the further condition $X_{i} X_{i}{ }_{i} X_{j} X_{j}{ }_{j}=X_{j} X_{j}{ }_{j} X_{i} X_{i}{ }_{i}(i, j=0, \ldots, k+1$ ). Since (as we shall see) commutativity of this type implies existence of an orthogonal matrix $P$ that diagonalizes $V$ independently of the parameters, in this case the terms i.e., $u_{i}(\theta)$, entering the Koopman (1936) form above, are the reo ciprocals of the distinct latent roots of $V$. If the minimal set agrees in number with the number of parameters i.e., satisfies an appropriate condition of uniqueness, or more formally if a set of sufficient statistics is also complete, we can find U.M.V. unbiased estimators for all the parameters. One convenient characterization of uniqueness in the present situation is given by the number of distinct latent roots of $E\left(y y^{r}\right)=W=X_{0} X^{2} 0 \mu^{2}+V$. We note that although at first sight it would appear that the two conditions, (a) on commutativity of the matrices $X_{i} X_{i}^{\prime}$ and (b) on the number of distinct roots of $W$, are non-overlapping, this is not the case. In fact if the first condition does not hold, it is not possible to diagonalize $V$ (or $W$ ) independently of the parameters
and so the latent roots of $V(o r W)$ in this case are not quantities that can be readily obtained and distingiished. Thus when we maire a statement about the number of distinct latent roots of $W$ we shall in fact imply that the condition $A_{i} A_{j}=A_{j} A_{i}(i, j=0, \ldots, k+1)$ does in fact also hold. Theorem 6 of Graybill and Hultquist (1961) appears to take a different view.

Graybill and Hultquist (1901) make occasional use of a condition that the $X_{i}$ matrices satisfy

$$
\underline{i}_{n} X_{i}=r_{i} j_{p_{i}}^{\prime} \quad \text { and } X_{i} j_{p_{i}}=j_{n} \quad \text { (IIT.A.2) }
$$

where $r_{i}$ is a positive integer and the subscripts $n$ and $r_{i}$ are the dimensions of respective vectors of unit elements. The sense in which this condition is required is of some interest. It turns out that mathematically there is no need for the condition in models of type (III.A.1). However, before we abandon the condition entirely, it might be as well to note that by a "variance component model". we understand something more than (III.A.I), and that, succinctly, the condition (III.A.2) brings (III.A.1) into the realm of a variance component model. Consequently when we "remove" this condition in later theorems we do so only to emphasize the conditions that are truly relevant to the particular argument at hand.

It is noteworthy that there is a mathematical (as opposed to an interpretive) need of the condition (III.A.2)
in section C.
In the course of what follows, we shall restate some of the theorems proved by Graybill and Hultquist (1961) except that the condition (III.A.2) has been removed from the hypothesis in all cases where they required it. When no improvement beyond removal of the requirement (III.A.2) can be made to their proof, we shall sometimes give their proof, and indicate that the theorem is reaily theirs.
2. On the necessity for the commutativity condition

There is a theorem in matrix aigebra winch states:
Theorem 1 (well-known): For every real symmetric matrix $A$ there is a real orthogonal marrix $T$ such that $T^{8} A T$ is in diagonal form.

In the model (III.A.1), where $V=\sum_{i=1}^{k+1} A_{i} \sigma_{i}^{2}$ and where $\sigma_{1}^{2}$ are unknown, mere symmetry of $V$ does not suffice to allow diagonalization of $V$ so long as $V$ involves unknown variance components. We have already noted that the condition $A_{i} A_{j}=$ $A_{j} A_{i}(i, j=0, \ldots, k+1)$ has been shown to suffice. Let us now convince ourselves that nothing less will do.

Lema 2 (well-known): A real symmetric matrix A is nor-negative definite if there exists a matrix $Q$ such that $A=Q Q^{*}$. Theorem 2: If $W=X_{0} X^{2} \alpha^{\mu}+X_{1} X_{1}{ }_{1} \sigma_{1}^{2}+\ldots+I \sigma^{2}$ and $P W P=$ $\Delta$ (diagonal), independently of the parameters, and where $P$ is orthogonal, then $P X_{i} X_{i}^{q} P^{2}(i=0, \ldots, k+1)$ are all diagonal forms.

Proof: Since parameter values are arbitrary we may put all parameters but the first (say) equal to 0. It follows that $P X_{0} X_{0} P^{\prime}$ has to be diagonal. By repeating the argument and putting a11 parameters but the second equal to zero, ali but the third equal to $z e z o$, and so on, we see that every form $P X_{i} X_{i} P^{\prime}(i=0, \ldots, k+1)$ is in fact a diagonal one.

In other words $P$ must simultaneously diagonalize
 choice of $X_{k+1}=I$ the latent roots will all be positive. Notice tinat $\left(\mathrm{X}_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}{ }_{\mathrm{i}}\right)^{\prime}=\mathrm{X}_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}{ }^{\prime}$, so that ail tnese matrices are symmetric. We can therefore deal with the individual components of $V$ (or $W$ ) as though they were a separate coliection of matrices requiring simultaneous diagonalization, and this is best done by means of the following theorem, which gives a necessary and sufficient condition in terms of the $X_{i}$ matrices for the existence of an adequate $P$ matrix.

Theorem 3: (We11-1snown) Let $A_{0}=X_{0} X_{0}{ }_{0}, A_{1}=X_{1} X_{1}, \ldots, A_{t}=$ $X_{t} X_{t}$ be a collection of symmetric $n \times n$ matrices. A necessary and sufficient condition that there exist an orthogonal
 diagonal is that $A_{i} A_{j}$ be symmetric for $a 11 i$ and $j$. Since all $A_{i}$ are symmetric, it follows that $A_{i} A_{j}$ is symmetric if and only if $A_{i}$ and $A_{j}$ commute.

So much then for the need of the commutativity condition
insofar as MoV。 unbiased estimators in mocel (IIr.A.D) are concerned. In models of this type, $V$ matrices will either be simultaneously diagonalizable (in which cases the commutativity condition will hold) or this will not be the case. In order to split off the small class (we shall soon see how restrictive the condition is) from the totality, we have chosen to designate the class within modeis (III.A.I) having $A_{i A}{ }_{j}=A_{j} \hat{A}_{i}(i, j=0, \ldots, k i i)$ by tine name balanced ${ }_{2}$, while 211 other cases are considered to be in the unbalanced class.

## 3. Some reiaied theorems of interest concerning the

 regression parameterWe now reinforce just how restricted the class of balanced $_{2}$ situations is. We here seen that commutativity of $A_{i}$ and $A_{j}(i, j=0, \ldots, k+1)$ implies that

$$
X_{i} X_{i}{ }_{i} V=V X_{i} X_{i} \quad(i=0, \ldots, k+1)
$$

In particular in the present model with $X_{0} X_{0}=A_{0}=J$ we have

$$
J V=V J
$$

(III.A.3)

This relation implies that the sum of terms in every row of $V$ is the same and equal to the sum of terms in every column and this is therefore a necessary condition for commatativity. That the condition is not sufficient can be shown by an exampie. The same result is true for $\mathrm{V}^{-1}$.

The next point of some interest is to determine the effects of the commutativity condition on estimates of the
fixed regression parameter in the model. Since we shall later be interested in mixed models it is convenient to prove the theorems that follow for the model

$$
y=x \gamma+\sum_{i=x+i}^{k+1} X_{i} \beta_{i} \quad \text { (III.A.4) }
$$

where the fixed parameters are represented collectively by $\gamma$. Of course (III.A.1) is (III.A.4) with $r=0$,

$$
X=j_{n}, \text { and } \gamma=\mu
$$

Now in view of the restriction $J V=V J$ we assert that there exists a $P$ such that $V^{-1} j_{n}=j_{n} P$ where $P$ is a scalar which is equai to the constant row sum of $\mathrm{V}^{-1}$. In fact the properties of the least squares (L.S.) estimator for $\mu$ in the model (III.A.ミ) are described as a special case of the foilowing theorem.

Theorem 4: If $X^{\prime} X$ is non-singular and there exists a nonsingular $P$ such that $v^{-1} X=X P$, then $\hat{\gamma}_{M_{0}} V_{0}=\hat{\gamma}_{\text {L.S. }}$

Proof: $\hat{\gamma}_{\text {M.V. }}=\left(X^{\imath} V^{-1} X\right)^{-1} X^{\imath} V^{-1} y$
$=\left(P^{*} X^{*} X\right)^{-1} P^{*} X^{\prime} y$
$=\left(X^{8} X\right)^{-1}\left(P^{8}\right)^{-1} p^{8} X^{8} y$
$=\left(x^{\prime} X\right)^{-1} X^{r} \cdot y$
$=\hat{\gamma}_{\text {L.S. }}$.

Theorem 5 (Zyskind et ai. 1964): If $X^{8} \mathrm{X}$ is singular, and there exists a matrix $P$ such that $V^{-1} X=X P$, then the estimate of any estimable function of parameters from generalized least squares equations equals the estimate of the same estimable function of
parameters obtained from simple least squares equations.

Proof: The b.1.u. estimator of any estimable $\lambda^{\prime} \gamma$ is unique and is of the form $\delta^{2} X^{r} V^{-1} y$, where $\delta$ is any solution of $X^{\bullet} V^{-1} X \delta=\lambda$. Since $V^{-1} X=X P$, it follows that
b.I.u. estimator of $\lambda^{\prime} \gamma=\delta^{1} x^{\prime} v^{-1} y=\delta^{1} P^{\prime} x^{\prime} y$ $=(x p \delta): y$.

Hence the b.l.u. estimator of $\lambda^{\prime} \gamma$ has for the transpose of coefficient vector the vector $\mathrm{XP} \delta$, a vector belonging to the column space of $X$. Since the simple least squares estimator is the unique unbiased estimator with transpose of the coefficient vector in the column space of $X$, it follows that the b.I.u. estimator and least square estimators of $\lambda^{\prime} \gamma$ are identical.

We note that when $X^{\top} X$ is singular the ratio det $\Sigma_{\hat{\delta} M V} / \operatorname{det} \Sigma_{\hat{\gamma} L S}$ is indeterminate.

The requixement in theorem 4 was that there exist a nonsingular matrix $P$ such that $V^{-1} X=X P$, which the readex will be aware we have not shown to be a general consequence of the commutativity condition. The following two theorems connect the condition of commutativity and the condition there exists $P$ such that $V^{-1} X=X P$.

Theorem 6: If $V X X=X^{\prime} X^{\bullet} V$, then the estimate of any estimable function of parameters from generalized least squares equations
equals the estimate of the same estimabie function of parameters obtained from simple least squares equations.:

Proof: If $V X X=X X ' V$ and both $V$ and $X X$ : are symmetric it follows there exists an orthogonal 0 matrix such that both $X X^{\prime}$ and $V$ are diagonalized simultaneously by it.

We have $O^{\text {r }} \mathrm{XX}^{\prime} \mathrm{O}=\Delta$ (diagonal) where (say) the ist $r$ terms of $\Delta$ are non-zero, and all elements of (n-r) rows of 0 O must be zero. This implies that $O^{8}$ has $n-r$ rows that are orthogonal to $X$, i.e. O has exactly rows in the space of $X$, and ( $n-r$ ) rows in the space orthogonal to $X$. The condition of existence of an $O$ of this type that diagonalizes $V$ is shown by Zyskind et al. (1964) to Ve equivalent to the condition there exists a $P$ such that $V X=X P$, or $V^{-1} X=X P$. By Theorem 5 the result follows.

In the case where $X \cdot X$ is singular, the ratic det $\Sigma_{\hat{\delta} M . V . / ~}^{\text {. }}$ $\operatorname{det} 8 \mathrm{fl} . \mathrm{S}$. is indeterminate.

Theorem 7: If there exists $P$ such that $V^{-1} X=X P$ and $P=P^{\text {r }}$, then $V X^{1}=X X^{8} V$.

Proof:

$$
\mathrm{v}^{-1} \mathrm{X}=\mathrm{XP}
$$

$$
\text { i.e., } \quad x=V X P
$$

$$
\text { and } \quad X^{r}=P^{8} X^{9} V^{r}=P X^{?} V \text {. }
$$

Then

$$
\begin{aligned}
V X X & =V V X P P X^{\top} V \\
& =V V V^{-1} X P X X^{\top} V
\end{aligned}
$$

$$
\begin{aligned}
& =\mathrm{V}^{-1} \mathrm{XX} \mathrm{~V}^{2} \\
& =\mathrm{XX} \cdot \mathrm{~V} .
\end{aligned}
$$

The main features emerging for the model (III.A.4) are: (a) If $X$ ' $X$ is singular, then existence of a $P$ such that $V^{-1} X=X P$ is sufficient for $\delta^{r} x^{2} V^{-1} y=p^{r} X^{r} y$. (b) Existence of a symmetric $P$ such that $V^{-1} X=X P$ is equivalent to $V X X X^{2}=X X^{r} V$.

These results are adequate for our purposes in later sections.

## 4. Restatement of known and useful theorems

We turn our attention in the remainder of this section to "weakening" the requirements for a number of theorems proved in a paper by Graybili and Hultquist (1961) dealing with the estimators of the variance components in the model (III.A.1). We do not claim that our viewpoint is greatly different from that of Graybili and Hultquist (1961), but tre differences do seem to us to be worth recording in view of their clarificatory value. It is not our intention to detract from their presentation in any way, but to improve upon it.

Theorem 8: (Graybill and Hultquist (1961)) A necessary and sufficient condition that the $\sigma_{s}^{2}$ are estimable is that the $A_{s}$ are linearly independent. The source of this theorem provides an adequate proof. Significantly the condition (III.A.2) is not used. This condition is however mentioned unnecessarily in the hypothesis of the following theorem, while the reference to estimability is inadvertently ignored.

Theorem 9 (Gニapbi̊卫 and HuItquist (1961)): If in the model (III.A.1) all $\sigma_{i}^{2}$ are estimable, then the number of distinct characteristic roots of $W=E\left(y y^{\prime}\right)$ is not less than $k+2$.

Theorem 10 (Graybili and iuitquist (i96i)): If the number of distinct characteristic roots of $W$ is $k+2$ and all $\sigma_{i}^{2}$ are estimable then the distinct characteristic roots $d_{1}, \ldots, d_{k+2}$ are functionally independent. (We have inserted the hypothesis that $\sigma_{i}^{2}$ are estimable, since it is implied in their proof.)

A clarification of the relation between distinct latent roots of $V$ and of $W$ may be heipful at this time. We have $W=E\left(y y^{i}\right)=\sum_{i=0}^{k+1} A_{i} \sigma_{i}^{2} ; V=E\left(y y^{2}\right)-E(y) E\left(y^{\prime}\right)=\sum_{i=1}^{k+1} A_{i} \sigma_{i}^{2}$. If $V$ is diagonalized by $P=\left(P_{1}^{\prime} \ldots P_{S}^{\prime}\right)^{\prime}$, where $P_{i}$ is a matrix made up of a complete collection of independent latent vectors corresponding to the $i^{\text {th }}$ distinct latent root of $V$, then PVP' $=\sum_{i=1}^{k+1} \sigma_{i}^{2} D_{i}$ and $P W P^{\prime}=P A_{0} P^{\prime} \sigma_{0}^{2}+\sum_{i=1}^{k+1} \sigma_{i}^{2} D_{i} . \quad P$ can be chosen so that PVP $=\operatorname{diag}\left(d_{1} *, d_{2} I_{2}, \ldots, d_{S} I_{s}\right)$ where $d_{1} *=$ $d_{1}-n \mu^{2}$ and $d_{1}, \ldots, d_{S}$, are the $s$ distinct roots of $w$, i.e., PWP: $=\left[\begin{array}{l}n \sigma_{0}^{2} \\ \\ \\ \\ 0\end{array}\right]+\sum_{i=1}^{k+1} \sigma_{i} D_{i}=\operatorname{diag}\left(d_{1}, d_{2} I_{2}, \ldots, d_{s} I_{s}\right)$.
In consequence, all latent roots of $V$ and $W$ except for the first are in agreement. If the ist root of $V$ is in agretment with some other root then $W$ will have one more distinct root than $V$; if on the other hand the first root is not identical

With any other root. $V$ and $W$ will have the same number of aistinct roots. The more imporiant consideration for our purposes, is the number of distinct roots of $W$. From what has been said above this number will be the same, or one more than the number of distinct roots of $V$. Graybill and Hultquist (1961) state and prove only part of theorem 11 given
 (i=2,..., tit2) and $D_{1} y$ form a complete sifficient set. The proof of this part is essentially theirs. Insertion of the commatativity condition may well strike the reader as surprising, in view of the work of Imhof (1960) on a mixed model of Scheffè (1956, 1959). Imhof finds a complete sufficient set of statistics for parameters of a highly restricted crossclassification with equal numbers model, which is not within the class (III.A.1), and hence not covered by our classification, without requiring that $V$ be diagonaiizable.

Theorem 11: In a completely random model (III.A.1) assuming commutativity and normality, and all $\sigma_{i}^{2}$ 's estimable, there is a complete sufficient set of statistics for the parameters $\mu, \sigma_{1}^{2} \ldots, \sigma_{k+1}^{2}$ if, and onig if, $W$ has $k+2$ distinct latent roots.

Proof: Consider the joint distribution of $Y_{1}, \ldots, Y_{n}$. The quadratic form

$$
\begin{aligned}
Q & =(\bar{y}-\mu): V^{-1}(\bar{y}-\dot{H}) \\
& =(P(\bar{y}-\mu)): P^{-1} P:(P(\bar{y}-j))
\end{aligned}
$$

can be written

$$
Q=d_{1}^{\frac{1}{\grave{1}}-1}\left(P_{1} y-n^{\frac{3}{2}} \mu\right)^{2}+\sum_{u=2}^{s} d_{u}^{-1} y^{i} P_{u}{ }_{u} P_{u} y
$$

where $s=k+2$.
In view of theorem io above, the $k+2$ distinct characteristic roots $d_{1}, d_{2}, \ldots, d_{s}$ are functionaily independent. The Neyman factorization theorem gives $T=\left(p_{1}^{8} y_{8} y^{8} P_{2}^{\ell} P_{2} y_{\text {, }}\right.$ $\ldots y^{\prime} P_{s}^{s} P_{s} y$ ) for the set of sufficient statistics. It is necessary to make use of a lemma by Gautschi (1959) and write the joint density for $T$ in a form that involves a product of two independent distributions whence we can infer that the set of statistics $T=\left(P_{1} y, y^{2} P_{2}^{\prime} P_{2} y, \ldots y^{\prime} P_{s}^{\prime} P_{s} y\right)$ which is the estimator for $\left(\mu, \sigma_{1}^{2}, \ldots, \sigma_{\mathrm{k}+1}^{2}\right)$, is indeed complete. Conversely, we now show that if under commutativity and normality there exists a complete sufficient set of statistics for the parameters $\left(\mu, \sigma_{1}^{2}, \ldots, \sigma_{k+1}^{2}\right)$ then $W$ has $k+2$ roots. In view of commutativity, we have an orthogonal A.O.V. breakdown. In fact if there exists $a \operatorname{P}$ such that $P W P=\Delta$ (diagonal) then we have $P_{y}=\left(P_{1} P_{2} \ldots P_{s}\right)$ (say) where $P_{i}$ is $m_{i} x n$ (say) and where $m_{i}$ is the multiplicity of the
root $\delta_{i}$. Let there be $s$ distinct roots. Since ail $\sigma_{i}^{2}$ s


$$
y^{\prime} y=\sum_{i=1}^{S} \nabla^{8} P_{i} P_{i} \nabla
$$

where $E\left(y{ }^{\prime} P_{i}{ }^{1} P_{i} y\right)=c_{i} \delta_{i}$. Ignore for the moment the component $y^{r} P_{1} P_{1} y$ that corresponds' to the mean. Completeness impiies that there are exactiy k+1 other components, i.e. $s=k+2$. This follows since if $g(\theta)$ is an unbiased estimator for which anbiased estimators $S_{1}(T)=S_{1}$ and $S_{2}(T)=S_{2}$ depending on a complete sufficient statistic $T$ can be found, then $S_{1}=S_{2}$. Consequently $y^{i} y=\sum_{i=1}^{i+2} y^{i} P_{i} P_{i} y$ and $W$ has $k+2$ distinct roots.

In view of the Lehmann-Scheffe (1950) theorem we can infer that if $W$ has $k+2$ distinct roots and all $\sigma_{i}^{2}$ 's are estimable, then the standard A.O.V. gives M.V. unbiased estimators for unique functions of $\sigma_{i}^{2}$ 's.

The real problem arises when $W$ has more than $k+2$ distinct roots or commutativity does not hold. In both these cases we are for all practical purposes in difficulty. Lemma 3 (Huzurbazar (1963)): When an "efficient" or minimum variance unbiased estimator exists it is unique. Rao (1945) showed that the M.V. unbiased estimator of a parametric function $\tau(\theta)$, when it exists, is always a function of the sufficient statistic $t$. The generalization of this to $k$ parameters to which we shall appeal was given by Rao (1947b):
for the simuitaneous estimation of $t(\leq k)$ fanctions $\tau_{i}$ of the $k$ parameters $\theta_{S}$, the undiased functions of a minimai sei of $k$ sufficient statistics, say $t_{i}$, have minimal attainable variances. Hence the search for the M.V. unbiased estimator of $\tau_{i}^{\prime} s(i=1, \ldots r, \quad r \leqslant k)$ reduces to consideration of functions of $t_{i}{ }^{\prime} s(i=1, \ldots, k)$ which are unbiased estimators of $\tau_{i}{ }^{2} \mathrm{~S}$. If there exist several such functions of $\tau_{i}{ }^{i}$ s which are unbiased for $t_{i}$ then the function of such several functions with least vaxiance is the Mov. unbiased estimator of $\tau_{i}$. In view of lemma 3 , such a function of a sufficient statistic with least variance will be unique, since the M.V. unbiased estimator is unique when it exists.

We feel that the following definition is of some value in distinguishing different cases in the model (III.A.1): All cases in the model (III.A.1) fall into one of the three classes $P, R-P, S-R$ where

## PCRCS

and $C$ means "is a proper subset of ${ }^{"}$. $P$ is the class of situations in which $W$ is diagonalizable and has a distinct number of roots equal to the number of parameters, $R$ is the class of situations where $W$ is diagonalizable and $S$ is the unrestricted ciass of situations. Let us redefine the matrix $P$ that diagoralizes $W$ as follows: $P=\left(P_{0}{ }^{\text {P }} \ldots P_{k+1}\right)^{\prime}$. .

In later theorems on a mixed model we need the condition $P_{i} X_{j}=0(i \neq 0) \neq(j \neq k+1)$. One consequence of this condition,
which in effect defines a sub-ciass of $P_{\text {g }}$ is that, apart from roots conresjonding to $P_{0}$, the mox-zezo moots of individual $A_{i}$ matrices making up $W$ are added in non-overlapping places. In this sub-class of $P$, the breakdown is a unique one in terms of orthogonal projection operators on orthogonal complements of the vector $j_{n}$ in the column spaces of the $X_{i}$ matrices.

The properties of A.O.V. estimators in situations described by class $P$ have been shown to be M.V. by Theorem 11. The situation in the other two classes i.e. $R-P$ and $S-R$ is not clear-cut and is debatable. We take this up later. It will suffice at this time to point out that in class $R$ a minimal set of sufficient statistics does exist, but we do not have any machinery for constructing an M.V. estimator in that case. In fact it is not clear on what grounds Rao's (1947a) conjecture, that there is a U.M.V. es: timator in a special example of this nature, is based.

We conclude this sub-section with a theorem which indicates that the good properties for estimators derived under an assumption of normality for class $P$ above carry over when less restrictive assumptions instead of normality are made. Theorem 12 (below) is our interpretation of theorem 7 of Graybill and Hultquist (1961).

We note that although the assumption of normality is removed, independence of vectors $\beta_{i}$ and $\beta_{j}(i \neq j)$ and between
elements within a given vector $\beta_{i}$, is not. This means, for example, that terms of type $B\left(\beta_{i 1} 3 \beta_{i 2}\right)$ are all assumed to be zero. The justification for this assumption is that we are sampling from an infinite population.

Theorem 12: In the model (III.A.1) consider only the class P. If $\beta_{i}$ and $\beta_{j}$ are independent for all $i$ and $j(i \neq j)$ and finite fourth moments exist for all random variables, and witho in every given vectox $\hat{\beta}_{i}$, ail fourth mowents are equal, and all third moments are equal, then the same estimators, i.e. the usual Model I. A.O.V. mean square estimators for the $\delta_{i}=E\left(y^{r} P_{i}{ }_{i}{ }^{p}{ }_{i} y\right)$, that are M.V. unbiased under normality, are b.q.u. estimators under present assumptions.

The proof of this resuit given by Graybill and Hultquist (1961) is an abbreviated one, and is in fact obscure. Since we shall state and prove a more general version of this theorem in section $C$, we do not expand on this proof at this time. We note that Theorem 12 is a considerable generalization of a result proved by Graybill (1954) for b.q.u. estimators under similar restrictions in the special case of a general "balanced" nested design.

We conclude this section by noting that:
(a) we have purposely done away with the restricted definition of existence of an A.O.V. made by Graybill and fultquist (1961) because we do not favor defining an A.O.V.
tio exisit when and oniy when the number of sums of squares in the subdivision agrees with the number of parameters to be estimated.
(b) We have made no restriction to classification type models since none is needed. In the event a non-classification type model can be found which satisfies the commutativity condition and has distinct reots equal in number to the number of parameters, then M.V. properties can be inferred for estinators "oorrowed" from Model I. No natural non-classification examples are presently known.
B. On an Extension to a Mixed Model

In brief our objectives in this section are to show that the same results, namely a complete sufficient set of statistics and hence M.V. estimators under normality, and b.q.u. estimators when normality is replaced by slightly less stringent conditions, can be obtained for certain mixed model situations. We find it convenient to fix ideas and indicate procedures by means of the best known example of a "mixed" model (aithough' not usually considered as such) namely the general linear hypothesis model (i.e., Model I.).

$$
y=x \gamma+e
$$

where $y(n \times 1)$ is a vector of observations, $\mathrm{X}(\mathrm{n} \times \mathrm{p})$ is a known matrix of rank $x$ of constants,
$\gamma$ ( $\mathrm{p} \times 1$ ) is a vector of unknown parameters e(n x 1) is a vector of normaily distributed error elements satisfying $E(e)=0, E\left(e e^{p}\right)=I \sigma^{2}$.

The content of Theorem 13 (to follow) is essentiaily known, but no proof appears to have been given. In the proof of Theorem 13 we shall use the following: Lemma 4 (Imhof (1960)): Let $\theta$ be a parameter vector and $Y$ be a random vector in Euclidean space $E_{n}$, similarly let $\theta_{1}$ and $Y_{I}$ be vectors in $E_{n_{1}}$. Assume that $Y$ and $Y_{1}$ have probability densities (with respect to Lebesque measure) of the form

$$
\begin{aligned}
p(Y, \theta) & =g(\theta) h(Y) \exp \left\{\theta^{r} Y\right\} \\
p\left(Y_{1}, \theta_{1}, \theta\right) & =f\left(\theta_{1}, \theta\right) \exp \left\{Y_{1} 1^{R}(\theta) Y_{1}+\theta^{r}{ }_{1} Y_{1}\right\}
\end{aligned}
$$

where $R(\theta)$ is a matrix of size $n_{1}$. Let the domain $D$ of $\theta$ contain a non-degenerate interval in $E_{n}$ and the domain of $\theta_{1}$ be $E_{n_{1}}$. Then, the family of product measures on $E_{n+n_{1}}$ generated by the family of probability densities

$$
T=\left\{p(Y, \theta) p_{1}\left(Y_{1}, \theta_{1}, \theta\right):\left(\theta, \theta_{1}\right) \varepsilon D \times E_{n}\right\}
$$

is strongly complete in the sense of Lehmann and Scheffè (1955).

Let $\hat{\gamma}$ be any vector satisfying the normal equations


i.e., ( $\left.X^{r} X\right)^{*}$ is a crositional inverse of $X^{8} X$.

Theorem 13: In the generai inear model $y=X o ; e$, the statistic $\left(X \hat{\gamma}, s^{2}\right)$ is both sufficient and complece for the parameter set (Xr, $\sigma^{2}$ ).

Proof: The quadratic form in the exponent of the density function for $y$, ignoring the $-\frac{1}{2}$, is

$$
\begin{aligned}
Q & =(y-X \gamma):\left(I \sigma^{2}\right)^{-1}(y-X \gamma) \\
& =(y-X \hat{\gamma}):(y-X \hat{\gamma}) / \sigma^{2}+(X \hat{\gamma}-X \gamma):(X \hat{\gamma}-X \gamma) / \sigma^{2} \\
& =(n-r) s^{2} / \sigma^{2}+(X \hat{\gamma}-X \gamma):(X \hat{\gamma}-X \gamma) / \sigma^{2} .
\end{aligned}
$$

Sufficiency follows by the Neyman factorization theorem. Now $X \hat{\gamma}$ and $s^{2}$ are independent, $s^{2} / \sigma^{2}$ is $c X^{2} n-p$, and $X \hat{b}$ is $N\left(X \gamma, X\left(X^{r} X\right) \star X^{r} \sigma^{2}\right)$.

If we make the following correspondence with terms in Lemma 4, namely

$$
\begin{aligned}
s^{2} & =Y, \quad \sigma^{2}=\theta \\
X \hat{\gamma} & =Y_{1}, \quad \text { and } X \gamma=\theta_{1} \quad \text { then }
\end{aligned}
$$

if $T=\left(X \hat{\gamma}, s^{2}\right)$ it follows that the density of $T$ becomes

$$
p_{T}=p(Y, \theta) p_{1}\left(Y_{1}, \theta_{1}, \theta\right)
$$

and the family of product measures generated by $P_{T}$ is therefore strongly complete.

The statistic $T=\left(X \hat{\gamma}, s^{2}\right)$ is thus complete sufficient for the set (Xr, $\sigma^{2}$ ).

We turn now to the conventionai mixed mocied

$$
\begin{equation*}
y=\sum_{i=0}^{I} x_{i} \gamma_{i}+\sum_{i=r+1}^{k+1} x_{i} \beta_{i} \tag{III.B.I}
\end{equation*}
$$

which we shall a1so represent by

$$
\begin{equation*}
\gamma=x \gamma+\sum_{i=x+1}^{k+1} X_{i} \beta_{i} \tag{III.B.1a}
\end{equation*}
$$

where $\gamma_{i}{ }^{i} s$ and $\gamma$ are fixed parameters and $\beta_{i}{ }^{i} s$ are statistically independent vectors eacin distributed according to the multivariate normal distribution $N\left(0, I \sigma_{i}{ }^{2}\right), i=$ $r+1, \ldots, k+1$. We shall say that the mixed model (III.B.1) satisfies the balance ${ }_{2}$ condition if

$$
X_{i} X_{i}{ }^{2} X_{j} X_{j}{ }^{v}=X_{j} X_{j}{ }^{2} X_{i} X_{i} \quad(i, j=0, \ldots, k+1)
$$

In this section we restrict ourselves to those mixed models that satisfy the balance ${ }_{2}$ condition. Notice that the restrictions for balance 2 in the representations (III.B.1) and (III.B.1a) are not identical.

The linear model representation $y=X \gamma+e$ with $E(e)=0$,
 and is therefore balanced 2 . We specialize (III.B.1) further to have $A_{0}=J, A_{S+1}=I$. Then $V=\sum_{i=I+1}^{k+1} A_{i} \sigma_{i}{ }^{2} ; E\left(Y Y^{8}\right)=W=$ $X \gamma \gamma: X^{*}+V$. If we choose the representation

$$
\begin{equation*}
y=j_{n \mu}+\sum_{i=1}^{k+1} x_{i} \beta_{i} \tag{III.B.2}
\end{equation*}
$$

as the corresponding completely random model (for(III.B.1)),
$y$ in (III.B.2) has variance $\overline{\mathrm{v}}=\sum_{i=1}^{k+1} A_{i} \sigma_{i}{ }^{2}$, and if tine commutativity condition is satisfied we can find an orthogonal matrix $P$ such that

$$
\begin{aligned}
P \bar{V} P^{1} & =\Delta \text { (diagona1) } \\
& =P A_{1} P^{2} \sigma_{1}^{2}+P A_{2} P^{\prime} \sigma_{2}^{2}+\ldots+P P^{2} \sigma_{k+1}^{2}
\end{aligned}
$$

and we denote diagonal elements of $\Delta$ by $\delta_{i}{ }^{2} s^{\text {: }}$
Furthermore we have

$$
\begin{aligned}
P \bar{V}{ }^{2} & =\Delta * \text { (diagona1) } \\
& =P A_{r+1} P^{2} \sigma_{r+1}^{2}+\ldots+p^{2} P \sigma_{k+1}^{2}
\end{aligned}
$$

and we denote diagonal elements of $\Delta *$ by $\delta_{i}{ }^{*} s . \quad$ Now if $\bar{W}$ has $k+2$ distinct roots, and if furthermore $P_{i} X_{j}=0(i \neq 0) \neq$ ( $j \neq k+1$ ) then it is easily seen by the argument following theorem 11 that $V$ has exactly $k-r+1$ distinct roots. We have chosen to designate these as $\delta_{i}{ }^{*}$ s. We have been unable to proceed to complete sufficient statistics without at least $P_{i} X_{j}=0(i \neq 0, I+1 \leqslant j \leqslant k)$ and $V$ has exactly $k-I+1$ distinct roots. The assumption $P_{i} X_{j}=0(i \neq 0) \neq(j \neq k+1)$ is sufficient for the latter ; it is not claimed to be necessary. If we assume normality for the $\beta_{i}{ }^{2}$ s, in (III.B.1) and write out the density of the observation vector $y$, then we obtain the quadratic form of the exponent ignoring the $-\frac{1}{2}$, to be

$$
\begin{aligned}
Q= & (y-X \gamma): V^{-1}(y-X \gamma)=(P(y-X \gamma)):\left(P V^{-1} p^{z}\right)(P(y-X \gamma)) \\
= & \left(P_{0}(y-X \gamma)\right):\left(P_{0}(y-X \gamma)\right) / \delta_{h}^{*}+\left(P_{1}(y-X \gamma)\right):\left(P_{1}(y-X \gamma)\right) / \delta_{j}^{*} \\
& +\ldots+\left(p_{k+1}(y-X \gamma)\right):\left(p_{k+1}(y-X \gamma)\right) / \delta_{m}^{*} \quad \text { (III.B.3) }
\end{aligned}
$$

Where the $P_{i}$ matrices are defined as subspaces of $P$ with aimensions equal to the multiplicities of the roots of $\bar{V}$. These subspaces are made up of vectors corresponding to similar latent roots or $\delta_{i}{ }^{8} s$ i.e. $P=\left(P_{0}^{i} P_{i}^{i} P_{2}^{i} \ldots P_{Y}^{p} P_{i}^{q}+1\right.$ $\left.\ldots \mathrm{P}_{\mathrm{k}+1}\right)^{8}$ and there are $k+2$ in all; it follows that in (III. B.3) $\delta_{i}{ }^{*}$ values do not occur only once. Nor can we specify which $\delta_{i} *$ goes with any particinlar term. The restijction $P_{i} X_{j}=0(i f 0) \neq(j \neq k+1)$ simplifies the expression (III.D.3) to $\left(P_{0} y-P_{0} X_{0}\right):\left(P_{0 Y}-P_{0} X_{0}^{r}\right) / \delta_{h}^{*}+\left(P_{1} y-P_{1} X_{0}\right):\left(P_{1} y-P_{1} X o\right) / \delta_{j}{ }^{*}$ $\div \ldots\left(P_{I} y-P_{r} x \gamma\right):\left(P_{I} y-P_{r} X \gamma\right) / \delta_{k}^{k}+\sum_{i=r+1}^{k+1} y^{8} P_{i}^{i} P_{i} y / \delta_{i}^{*}$
$=(R-E R): R_{0}^{-1}(R-E R)+\sum_{i=r+1}^{k+1} y^{8} P_{i}^{i} P_{i} y / \delta_{i}^{*}$
where $R=P y, E R=P X \gamma$

$$
R_{0}^{-1}=\text { a diagonal matrix of } \delta_{i}^{* 2} s, \text { and } P=\left(P_{0}^{2} P_{1}^{2} \ldots P_{r}^{2}\right)^{2}
$$

In view of the Neyman criterion and prior knowledge, namely that $P_{i}\left(P_{i}{ }^{2} P_{i}\right){ }^{*} P_{i}$ is a projection on the space of $X_{i}$ and $P_{i} y(i \leqslant I)$ is therefore the exact linear function that is indicated by the usual Model I breakdown or I.S. procedure, and $X \hat{\gamma}_{\mathrm{LS}}=X \hat{\gamma}_{\mathrm{MV}}$, we conclude that $\left(\hat{X}_{\mathrm{IS}},{\left.s_{I+1}^{2}, \ldots S_{k+1}^{2}\right)}_{2}^{2}\right.$ is sufficient for the parameter set $\left(X \gamma, \sigma_{r+1}^{2}, \ldots \sigma_{K+1}^{2}\right)$.

Theorem 14: The condition of balance 2 and $p_{i} X_{j}=0(i \neq 1) \neq$ $(j \neq k+1)$ in a mixed model $y=x \gamma+E X_{i} \beta_{i}$ where $\beta_{i}{ }^{\prime} s$ are in-
dependent normal and where there are $k+2$ roots for $\bar{W}$ in the corresponding completely random model (III.B.2) ensures that the statistic $T=\left(X \hat{\gamma}\right.$ LS $\left., s_{r+1}^{2}, \ldots, s_{k+1}^{2}\right)$ is complete sufficient for the parameters of the moder.

Alternatively: If the Modei (III.B.I) satisfies the restrictions
$X X^{\imath} V=V X X{ }^{2}, P_{j} X=0(j=r+1, \ldots, k), X_{i} X_{i}{ }^{8} X_{j} X_{j}{ }^{q}=X_{j} X_{j}{ }^{2} X_{i} X_{i}{ }^{8}$ ( $i, j=r+1, \ldots, k+1$ ),$V$ has $k-r+1$ distinct roots and $\beta_{i}{ }^{\text {'s }}$ are independent normal then the statistic $T=\left(X \hat{\gamma}_{I S}, s_{r+1}^{2}, \ldots\right.$, $s_{k+1}^{2}$ ) is compiete sufficient for the parameteas of the midel.

Proof: we have that $\left(y-X \hat{\gamma}_{\text {LS }}\right)$ is distributed $N(O, V)$. Furthermore,

$$
\begin{aligned}
& P_{i}^{s} P_{i} V / \delta_{i}^{*}, P_{i}^{s} P_{i} V / \delta_{i}^{*}=P_{i}^{\prime} P_{i} V / \delta_{i}^{*} \text { and } \\
& P_{i}{ }^{2} P_{i} V / \delta_{i}^{*} P_{j}{ }^{\prime} P_{j} V / \delta_{j}^{*}=0,
\end{aligned}
$$

in view of the choice of $P_{i}, P_{j}$ as subspaces of an orthogonal matrix P. It follows that $s_{i}{ }^{2} s$ are independently distributed as $c_{p_{i}} \chi_{i}^{2}$ - In a balanced ${ }_{2}$ case $\hat{X} \hat{X}_{\text {LS }}$ is multivariate normal (X〕, $R_{0}$ ).

Since $P_{i y}(0 \leqslant i \leqslant r)$ and $P_{i y}(r+1 \leqslant i \leqslant k+1)$ are uncorrelated, in view of normality we have independence of all statistics actualiy calculated. If we make the following correspondence between present variables and parameters and those in lemma 4

$$
\begin{gathered}
\left(s_{r+1}^{2}, \ldots, s_{k+1}^{2}\right)^{:}=\bar{Y}, \quad\left(\sigma_{r+1}^{2}, \ldots, \sigma_{k+1}^{2}\right)=\theta \\
P_{y}= \\
Y_{1} \text { and } \bar{P} X \gamma R_{0}^{-1}=\theta_{1} \\
\text { and } R(\theta)=R_{0}^{-1}
\end{gathered}
$$

then it can be verified that

$$
P_{T}=P(Y, \theta) P_{1}\left(Y_{1}, \theta_{1} ; \theta\right)
$$

where the two factors are of the type considered by Imhof (1960) and tine family of product measures generated by PT is therefore strongly complete. We conclude that the sufficient statistic $T=\left(X \hat{\gamma}_{I S}, s_{I_{i}}^{2}, \ldots, s_{\underline{K}+1}^{2}\right)$ is complete.

We conclude this section by stating without proof the mixed model version of theorem 12.

Theorem 15: Suppose that in the model (III,B.1) we consider the class $P$, i.e., that class where complete sufficiency can be estabiished under normality. If finite fourth moments exist for all $\beta_{i}$ random variables, and all third and fourth moments are equal for all variables in a given vector $\beta_{i}$, and independence is retained, then the same estimators for $\delta_{i}=E\left(y^{q} P_{i}{ }^{8} P_{i} y\right)$ that are M.V. unbiased under normality are b.q.u. under present assumptions while the ordinary least squares estimators for regression coefficients are b.1.u. estimators.

In conclusion we note that the results of this section have relevance for example in mixed classification models without interaction of which the randomized blocks case
with blocks =andom and treatments fixed is an example. Hultquist and Graybill (1965) exhibit a minimal set for this situation; we have shown that the estimators usually used are in fact complete. This makes a considerable difference to the properties that we can infer for the "usual" L.S. estimators.

## C. Other Models

In this section we consider briefly estimation in two basic types of models. They are of special interest because of their relationship to covariance structures induced under a finite model.

The first type is represented by

$$
\begin{aligned}
y & =\sum_{i=0}^{k+1} X_{i} \beta_{i} \\
X_{0} & =j_{n} \cdot \beta_{0}=\mu, X_{k+1}=I, \text { and } E\left(\beta_{k+1} \beta_{k+1}^{:}\right)=I a_{k+1}
\end{aligned}
$$

For $i=1, \ldots, k$, we have $E\left(\beta_{i} \beta_{i}{ }^{t}\right)=\left(a_{i} \backslash b_{i}\right)=\left(a_{i}-b_{i}\right) I_{i}+b_{i} J_{i}^{i}$ where
$\left(a_{i} \backslash b_{i}\right)$ is a matrix with $a_{i}{ }^{\prime} s$ on the diagonal and $b_{i}{ }^{\prime} s$ off it, while for $i=i, \ldots, k+1, E\left(\beta_{i} \beta_{j}{ }^{i}\right)=0(i \neq j)$. (III.C.1)

The second type is represented by

$$
\begin{gathered}
y=\sum_{i=0}^{x} X_{i} \gamma_{i}+\sum_{i=1+1}^{k+1} X_{i} \beta_{i} \\
x_{0}=j_{n}, \gamma_{0}=\mu, X_{k+1}=I \text { and } E\left(\beta_{k+1}\left(\beta_{k+1}^{i}\right)=I a_{k+1}\right.
\end{gathered}
$$

roi $i=2+1, \ldots, x$, we have $E\left(\hat{Q}_{i} \hat{B}_{i}^{\prime}\right)=\left(a_{i} \backslash b_{i}\right)$, and for $i=x+1, \ldots, k+1, E\left(\hat{\beta}_{i}\left(\hat{\beta}_{j}^{\hat{j}}\right)=0 \quad(i \neq j)\right.$ (III.C.2)

Our first objective is to exhibit M.V. unbiased estimators for some of these cases. We shall draw attention to the fact that in such cases the estimators of previous sections are still M.V. estimators, but that the estimators of variance components estimate the ( $a_{i}-b_{i}$ )'s ( $b_{\underline{k}+1}=0$ ). Generalizations of various theorems previously given will be presented. A simple example, which exhibits the essential features of constant correlation in (III.C.1), is

$$
y=\mu+e
$$

where $e$ has covariance matrix $V=(a-b) I+b J$. Let $P$ be any orthogonal matrix that diagonalizes $V$. It is known that $\bar{y}$ is a MV estimator for $\mu$. Let us assume normality of distribution and write down the density function for $y$. The quadratic form in the exponent, ignoring the $-\frac{1}{2}$ is,

$$
\begin{aligned}
Q & =(y-\mu): V^{-1}(y-\mu) \\
& =\left(P(y-\mu):(P V P:)^{-1} P(y-\mu)\right. \\
& =\left(P_{0}(y-\mu): P_{0}(y-\mu) /\{a+(n-1) b\}+\left(P_{1}(y-\mu)\right)^{:} P_{1}(y-\mu) / a-b\right. \\
& =n(\bar{y}-\mu)^{2} / a+(n-1) b+y^{i} P^{i}{ }_{1} P_{1} y / a-b
\end{aligned}
$$

since $P_{0}(y-\bar{y})=0$ and $P_{i} j_{n^{\mu}}=j_{n} 0$. Since $P_{0}(y-\mu)$ and $P_{1}(y-\mu)$ are orthogonal, the two component parts of $Q$ are independent. Furthermore $s^{2}=y^{i} P_{1} P_{1} y /(a-b)$ has $X^{2}(n-1)$ distribution and $(\bar{y}-\mu)$ is distributed $N(0,(a+(n-1) b) / n)$.

By appealing to Cautschi's (1959) lemma we therefore have: Theorem 16: The statistic $T=\left(\bar{y}, s^{2}\right)$ in the model $y=\mu+e$ where $E\left(e e^{\prime}\right)=V=(a \backslash b)$ is a complete sufficient statistic for ( $\mu, a-b$ ):

The parameter $(a+(n-1) b)$ cannot now be obtained as a function of the set ( $\mu, a-b$ ), as was the case in previous cases. It can also be shown that there are no unbiased estimators of the individual parameters $a$ or $b$. The Example demonstrates that complete sufficiency may exist for a vector function of parameiers but not for the set of all the parameters themselves. A similar situation obtains with respect to unbiased estimators. We verify that this state of affairs carries over to some more complex models. We restrict our considerations to models of type (III.C.1) which satisfy the balance 2 restriction

$$
X_{i} X_{i}^{2} x_{j} x_{j}^{2}=x_{j} x_{j}^{1} x_{i} x_{i}^{q} \quad(i, j=0, \ldots, k+1) \quad \text { (III.C. 5) }
$$

and for which the additional restriction

$$
\begin{equation*}
j_{n}^{r} x_{i}=r_{i} j_{p_{i}}^{p}, x_{i} j_{p_{i}}=j_{n} \tag{III.C.6}
\end{equation*}
$$

is imposed. It follows that $E\left(y y^{2}\right)=W$
$=X_{0} x_{0}^{i} \mu^{2}+\sum_{i=1}^{k} X_{i}\left(\left(a_{i}-b_{i}\right) I_{i}+b_{i} J_{i}^{i}\right) x_{i}{ }^{2}+I a_{k+1}^{2}$
$=X_{0} x_{0}^{2} \mu^{2}+X_{1} X_{1}^{2}\left(a_{1}-b_{1}\right) \div \ldots+X_{k} X_{k}^{2}\left(a_{k}-b_{k}\right)+I a_{k+1}^{2}+X_{1} J_{1}^{1} X_{1}^{8} b_{1}+\ldots$ $+X_{k} J_{K}^{k} x_{k}^{\prime} b_{k}$
$=J_{n}^{n} \mu^{2} \dot{\tau} v_{1} \dot{+} j_{n}^{n}\left(b_{1}+\ldots, b_{k}\right)=v_{1} \div j_{n}^{n}\left(r^{2} \div b_{1} \div \ldots+b_{k}\right)$.
We note that $\dot{V}_{1}$ agrees axactly with the term from the corresponding model without correlation, i.e. (III.A.I) if we replace $\sigma_{i}^{2}$ therein by $\left(a_{i}-\sigma_{i}\right)(i=i, \ldots, k)$ and $\sigma_{k+1}^{2}$ by $a_{k+1}$. We emphasize that condition (III.C.6) has been utilized. As in Theorem 11 there exists an orthogonal $P$ such that $P^{2} P^{s}=\Delta$ diagonal, where elements of $\Delta$ are denoted by $\delta_{i}{ }^{8} s$.

Theorem 17: Under an assumption of a multivariate normal distribution in the model (III.C.I) which satisfies also (III.C.5) and (III.C.6) if $W=V+X_{0} X_{0, ~}^{8}{ }^{2}$ has $k+2$ distinct latent roots, then the vector-statistic

$$
T=\left(P_{0} y, s_{1}^{2}, s_{2}^{2}, \ldots, s_{k+1}^{2}\right) \text { is complete sufficient }
$$

for $\left(\mu,\left(a_{1}-b_{1}\right), \ldots,\left(a_{k}-b_{k}\right), a_{k+1}\right)$.

Proof: The quadratic form in the exponent of the density function for $y$, ignoring the $-\frac{1}{2}$, is

$$
\begin{aligned}
Q= & \left(P(y-\mu):\left(P V^{-1} p^{2}\right)(P(y-\mu))\right. \\
= & \left(P_{0}(y-\mu)\right):\left(P_{0}(y-\mu)\right) / \lambda_{0}+\left(P_{1} y\right)^{:}\left(P_{1} y\right) / \delta_{1}+\ldots+ \\
& \quad\left(P_{k+1} y\right)^{2}\left(P_{k+1} y\right) / \delta_{k+1} \\
= & \left(P_{0}(y-\mu)\right):\left(P_{0}(y-\mu)\right) / \lambda_{0}+c_{1} s_{1}^{2} / \delta_{1} \div \ldots+c_{k+1} s_{k+1}^{2} / \delta_{k+\xi}
\end{aligned}
$$

Mutual independence of all terms $P_{0} y, s_{i}^{2}, \ldots, s_{k+1}^{2}$ is assured and by Gautschiss (1959) iemma the result follows.

Therefore although we cannot find estimators for all the parameters, we do find that there is a certain robustness to the goodness of the usual mean squares for estimating adjuster variance components ie. $\left(a_{i}-b_{i}\right)^{i} s i=1, \ldots, k+1, b_{k+i}=0$, in the model (III.C.I) with correlated effects.

The theorem (to follow) is a generalization of theorem 12. We noted earlier that the proof of theorem 12 that appears in the literature is inadequate. We are able to establish that Theorem 12 is true by observing that the nature of $\hat{F}_{i} \bar{Y}_{i}$ matrices in tine dias $\bar{E}$ is a highly restricted one which we shall describe and to which we must therefore necessarily limit our proof.

Theorem 18: For the model (III.C.1), under the additional restriction (III.C.6) and allowing only one nonzero entry per row for $X_{i}$ matrices, consider the class of situations for which it is true that the submatrices $B_{i i}$ and $B_{i j}$ of the projection operators $P_{i}^{8} P_{i}$ satisfy appropriate restrictions (to be specified).

If instead of normality, we have independence of $\beta_{i}$ and $\beta_{j}$ vectors ( $i \neq j$ ) and if furthermore all fourth moments exist for the elements of each $\beta_{i 1}$ and $E\left(\beta_{i k}{ }^{4}\right)=c_{i}$, $E\left(\beta_{i k}{ }^{3}\right)=d_{i}, E\left(\beta_{i k}^{3} \beta_{i I}\right)=e_{i}$,
$E\left(\beta_{i k}{ }^{2} \beta_{i!} \beta_{i m}\right)=f_{i}$, and $E\left(\beta_{i k} \beta_{i I} \beta_{i m} \beta_{i n}\right)=g_{i}$ ( $i=1, \ldots, k, e_{k+1}=f_{k+1}=g_{k+1}=0$ ) where $k, 1, m$ and $n$
ail unequal and $c_{i} d_{i}, g_{i}$ are constants, then the estimad tors that are M.V.U. under normality are b.q.u. estimators.

Proof: In ciass $P$, there exists an orthogonal matrix $P=\left(P_{0}^{2} P_{1}^{\prime} \ldots P_{k+1}^{:}\right)^{\prime}$ such that

$$
y^{t} y=y^{1} P_{0}^{i} P_{0} y+\ldots .+y^{1} P_{k+1}^{s} P_{k+1} y .
$$

Matrices of the type $P_{i}^{\prime} P_{i}$ are idempotent, symmetric and regular in structure. This will be seen to be crucial to the argument to follow.

Let the general quadratic estimator of $\delta_{i}$ be $\hat{\delta}_{i}$. Expressing this in terms of $y^{2} P_{i}^{f} P_{i} y$ we have

$$
\hat{\delta}_{i}=y^{2} P_{i}^{t} P_{i} y+y^{2} C^{i} y \quad \text { (III.C.7) }
$$

where the constant elements of $c^{i}$ are defined by the relation (III.C.7). Now $E\left(\hat{\delta}_{i}\right)=E\left(y^{9} P_{i} P_{i} y\right)+E\left(y^{i} C^{i} y\right)$, so that unbiasedness implies

$$
E\left(y^{\prime} C^{i} y\right)=E\left\{\Sigma c_{j k}^{i}\left(\mu+\sum_{i=1}^{k+1} x_{i} \beta_{i}\right)_{j}\left(\mu+\sum_{i=1}^{k+1} x_{i} \beta_{i}\right)_{k}\right\} .
$$

The vector $y$ is made up of $\mu$ and the "contributions" $x_{e} \beta_{e}$. In view of (III.C.6) and since we allow only one entry per row for $\mathrm{X}_{\mathrm{i}}$ matrices we notice that it is possible to rearrange $x_{e} \beta_{e}$ in the form $\left(\beta_{e 1}, \beta_{e 1}, \ldots, \beta_{e 1}, \beta_{e 2}, \ldots, \beta_{e 2}, \ldots, \beta_{e t}\right)^{\prime}$ an $n \times 1$ vector. We explain in Chapter $V$ that each vector $\beta_{e}$ entering $y$ may be regarded to denote a " $\beta_{e}$-partition" of the matrix of the quadratic form $B$ (say) of the type
where $B_{11}$ represents a cezeain left-iand uppermost block of the matrix $B$. This subdivision of $B$ is called a $\beta_{e^{-p a r t i-~}}$ timon.
where $C_{r r}^{i}\left(\beta_{e}\right)$ is the sum of all $\epsilon_{j k}^{j}$ terms in the ruth diagonal block as determined by the $\beta_{\text {e }}$-partition. By equating coefficient we obtain numerous restrictions that the $C^{i}$ matrix must satisfy. For the estimate $\hat{\delta}_{i}$ to be "best" it is required that $E\left(\hat{\delta}_{i}^{2}\right)-\left(E\left(\hat{\delta}_{i}\right)\right)^{2}$, or since $E\left(\hat{\delta}_{i}\right)=\delta_{i}>0$, more simply $E\left(\hat{\delta}_{i}^{2}\right)$ must be a minimum. We have
 We can choose $C^{i}$ to make this a minimum if the center term vanishes identically. Put $B_{i}=P_{i}{ }^{2} P_{i}$. Then we can write

$$
\begin{aligned}
& +\sum_{j k} b_{j k} \beta_{j} \beta_{k}+\sum_{j k} b_{j k} \mu e_{j}+\sum_{j k} b_{j k} \mu e_{k}+\sum_{j k} b_{j k} e_{j} e_{k} \\
& +\sum_{j k} b_{j k} \beta_{j} e_{k}+\sum_{j k} b_{j k} e_{j}\left(\beta_{k}\right)
\end{aligned}
$$

times a similar expansion for $\left.y^{t} C^{t} y\right\}$.
We illustrate why all terms vanish. The coefficient of
$\mu^{4}$ is

$$
\left(\sum_{j k} b_{j k}\right)\left(\sum_{j k} c_{j k}^{j}\right)=\left(\sum_{j k} b_{j k}\right)(0)=0
$$

while the coefficient of $E \beta_{j}^{4}$ is
 duct of matrices. Equality of fourth moments implies that the coefficient of E $\boldsymbol{B}_{j}^{4}$ is

$$
\sum_{j}\left(B_{j j}\left(B_{j}\right) \otimes C_{j j}\left(B_{j}\right)\right)
$$

It is certainly not obvious why this quantity is always zero. In fact this is only the case because of the highly restricted nature of the $P_{i}{ }^{2} P_{i}$ matrices. Depending on the vector that determines the partition, different sub-matrices of $P_{i}{ }^{2} P_{i}$ are to be regarded as $B_{j}{ }^{8} S$ and $B_{i j}{ }^{8} s$. The presen theorem limits itself to those cases in which with respent to the relevant partitions in each case, the matrices $B_{j j}$ are in fact equal and the matrices $B_{i j}$ are equal but for a possibly different sign. We therefore have

$$
\sum_{j} B_{j j\left(\beta_{j}\right)} \otimes C_{j j}\left(\beta_{j}\right)=B_{j j}\left(\beta_{j}\right) \otimes \sum_{j} C_{j j}\left(\beta_{j}\right)=0
$$

Terms in $E \beta_{i}{ }^{3} \beta_{j}$ (in abbreviated notation) are

$$
\begin{aligned}
& \sum_{i j} B_{i i} \otimes C_{i j}+\sum_{i j} B_{i j} \otimes C_{i j} \\
= & B_{i j} \otimes \sum_{i j} C_{i j}+\sum_{j} B_{i j} \otimes \sum_{i} C_{i i}=0 .
\end{aligned}
$$

We claim that the restrictions given ensure that all terms
of $E\left(y^{8} P_{i}{ }^{8} P_{i} y y: c^{\bar{i}} y\right)$ do in ract vanish, and

$$
E\left(\hat{\delta}_{i}\right)^{2}=E\left(y: P_{i}: P_{i} y\right)^{2}+E\left(y: c^{i} y\right)^{2}
$$

$E\left(\hat{\delta}_{i}\right)^{2}$ takes on its minimum value when

$$
E\left(y^{i} C^{i} y\right)^{2}=0
$$

Now $E\left(y^{r} C^{i} y\right)=E\left(y^{2} C^{i} y\right)^{2}=0$ implies $C^{i}=0$ is the best choice we can make of $C^{i}$ and the best quadratic unibiased estimate of $\delta_{i}$ (some 1inear function $\sigma_{i}{ }^{2} s$ ) is $y^{8} B_{i} y$.

In model (III.C.2), as in (III.C.1) we assume conditions (III.C.5) and (III.C.6). It follows that

$$
E\left(y y^{2}\right)-E(y) E\left(y^{2}\right)=V=V_{1}+J_{n}^{n}\left(b_{I+1}+b_{r \div 2}+\ldots+b_{k}\right)
$$

where $V_{1}$ is the variance term for the corresponding mixed model (III.B.1) with $E\left(\beta_{i} \beta_{i}^{i}\right)=I \sigma_{b}^{2}$ considered in section $B$, if we replace $\sigma_{i}^{2}$ therein by $a_{i}-b_{i}(i=r+1, \ldots, k)$, and $\sigma_{k+1}^{2}$ by $a_{k+1}$.

The corresponding model with all factors random is (III.C.I). We recall however that when the model (III.C.2) is being considered, for convenience we designate the covariance matrix of (III.C.1) by $\nabla$. There exists an orthogonal $P$ such that $p \bar{V} P^{t}=\Delta$ diagonal. Suppose $W=\bar{V}+A_{o} \mu^{2}$ has $k+2$ distinct roots. It follows that $P V P^{2}=\Delta *$ diagonal and if furthermore $P_{i} X_{j}=0(i \neq 0) \neq(j \neq k+1)$, then by the same argument as before $V_{1}$ has $k-r+1$ distinct. roots and therefore $V$ has $k-r+2$ distinct latent roots $\delta_{0,}^{*} \delta_{1, ~=n,}^{*} \delta_{k-r+1}^{*}$.

We shall not present all the detaiis, dut surfice it to say that the form of $Q$ in (III.B.3) would be dupiicated in the present case with the sole difference that the first $\delta_{\mathrm{i}}^{*}$ term invoives all the correlation effects, all of which are non-estimable. Also the only terms that do enter implicitly into $\delta_{1}^{*}, \ldots, \delta_{k-r+1}^{*}$ terms and for which estimates can be found are the $\left(a_{i}-b_{i}\right)^{\prime} s,(j=r+i, \ldots, i k i), b_{k+1}=0$. The constant correlations do not affect the resuit that least squares estimators for estimaile functions of $X_{i}$ 's are b.1.u. estimators of the same estimable functions. Using the arguments of the previous section we can prove

Theorem 19: Consider the class of mixed model situations described by (III.C.2) with the additional restrictions (III.C.5), (III.C.6) and $P_{i} X_{j}=0(i \neq 0) \neq(j \neq k+I)$. If we assume multivariate normality of $\beta_{i}$ vectors as well, then the set of estimators $\left(X \hat{\gamma}_{L S}, s_{r+1}^{2}, \ldots, s_{k+1}^{2}\right)$ are complete sufficient for the parameters ( $X \gamma, a_{r+1}-b_{r+1}, \ldots, a_{k}-b_{k}, a_{k+1}$ ). Alternatively: If we consider the class of mixed models represented by (III.C.2) with the additional restrictions (III.C.6), $V X^{t}=X X^{s} V, P_{j} X=0(j=r+1, \ldots k)$,

$$
X_{i} X_{i}{ }^{2} X_{j} X_{j}^{s}=X_{j} X_{j}{ }^{3} X_{i} X_{i}^{s}(i, j=r+1, \ldots k+1) \text { and }
$$ we assume multivariate normality of $\boldsymbol{\beta}_{i}$ vectors, then the set of estimators $\left(X \hat{\gamma}\right.$ LS $\left., s_{r+1}^{2}, \ldots, S_{K+1}^{2}\right)$ are complete sufficient for the parameters ( $X \gamma, a_{I+1}-b_{I+1}, \ldots, a_{k}-b_{k}, a_{k+1}$ ).

In other words the usuai estimatozs aze M.v. also for the situation above, and may be said to be robust to constant correlations of random $\beta_{i}$ effects ( $i=r+1, \ldots, k$ ).

We concIude this section with the counterpart of Theorem 16.

Theorem 20: Suppose that within the model (III.C.2) we consider that class for with complete sufficiency can be esrabiished under normaiity, and restrict ourselves to cases in which projection operators satisfy the restrictions discussed in theorem 18. If we remove normality, but retain independence of vectors $\beta_{i}$ and $\beta_{j}$ for ( $i \neq j$ ) and if furthermore fourth moments are finite for all elements within a given vector $\beta_{i}$ and if $E\left(\beta_{i k}^{4}\right)=c_{i}, E\left(\beta_{i k}^{3}\right)=d_{i}, E\left(\beta_{i k}^{3} \beta_{i 1}\right)=$ $\left.e_{i}, E \beta_{i k}^{2} \beta_{i 1} \beta_{i m}\right)=f_{i}$, and $E\left(\beta_{i k} \beta_{i I} \beta_{i m} \beta_{i n}\right)=g_{i}$
where $i=r+1, \ldots, k, \quad c_{k+1}=f_{r+1}=g_{k+1}=0$, $\mathrm{k}, \mathrm{I}, \mathrm{m}$ and n are all unequal
and

$$
e_{i}, e_{i}, \ldots g_{i} \text { are constants, }
$$

then the same estimators that are M.V. under normality are b.q.u. and b.1.u. for"variance components" and estimable functions of regression parameters respectively.
IV. ON ESTIMATION IN DESIGNED VARIAÑCE COMPONENTS MODELS
A. Introduction

In this chapter we consider situations which are known as "balanced" in the literature and which are designed in some special way, for example, b.i.b.'s and p.b.i.b.'s. The b.i.b.?s, for instance, have a relatively simple yet approximate analysis under the assumption that (say) treatments are fixed and blocks are random. Our interest in this chapter is to consider estimation in such "balanced designed" cases under a variance components model. The cases that interest us here are those that cannot be treated by the methods of Chapter III, i.e., those cases where for some $i, j$, the commutativity condition does not hold. In view of Theorem 3 , we recognize that simultaneous diagonalization independently of the parameters of the covariance matrix $V$ by an orthogonal $P$ is not possible and we have to have recourse to other methods.

The question that arises is whether U.Ni.V. estimators exist. We have no proof that they do not. However the minimal sufficient sets of statistics that have been exhibited thus far are known not to be complete. For competitive estimators, such as those exhibited by Bush and Anderson (1963), in different regions of the parameter space, different estimators have smallest variance. Furthermore we note that for finite samples maximum likelihood (M.L.) estimators
do not have the good properties that they have when sample size is infinite, see Cramer (1946) and Lehmann (1950) for examples where M.L. estimators are inefficient for finite samples. There does in fact appear to be no aiternative but to attempt to find the minimum variance estimator for every special situation that arises by trial and error. Obviously an undertaking of this nature depends rather crucially on having available formulae by which to evaluate the variances of estimators of variance components that are given by different methods. In Chapter V. we contribute to the problem of finding the variance of a fairly general quadratic form. In the present chapter we attempt to clarify some aspects of a method of estimation that has long been known, and is commonly referred to as "least squares estimation method." We believe that the scope of this method is not fully appreciated and utilized. We point to the fact that Henderson (1953) could claim that the variances of estimators obtained by this method (his Method 3) were unknown. There have been some attempts for e.g. Searle (1956, 1958, 1961), Manamunulu (1963), at variances of variance components for estimators obtained by Henderson's (1953) method 1 , and there has been an attempt at the variances of method 3 estimators of variance components in a 2 -way unbalanced classification by Bush and Anderson (1963) who use a theoretical argument due to Roy (1957). In this chapter
we present a "transformation method" for obtaining estimators through the use of independent single degree of freedom sums of squares. The novel feature of the method is that it enables us to find variances of variance components obtained by least squares quite easily; we think this alone makes the "method" worthy of presentation. We have decided to call this "method" the sequential transformation method.
B. On Estimation in the B.I.B. with Treatments Fixed

Rao (1947a).in discussing the b.i.b. design with treatments fixed, remarked that there are "best" estimators although the equations leading to them are complicated. If we are correct in presuming that Rao (loc. cit.) had M.L. estimators in mind, then the assertion appears to have no solid basis. In fact the only claim that can validly be made for M.L. estimators is that they are based on a minimal sufficient set.

Graybill and Weeks (1959) show that Yates: (1940) combined estimator for treatment contrasts which Rao (1947a)encorsed as a good approximate method is also based on a minimal sufficient set. The least squares estimators for $\sigma_{b}^{2}$ and $\sigma^{2}$ are also based on the minimal sufficient set of statistics. Whereas $\sigma_{B}^{2}$ is a function that involves all members of the set, $\sigma^{2}$ is a function of all members only if
we allow some coefficients to be zero. As is well known, rine question of exactiy how a 'good' estimatol should be constructed from a minimal sufficient set is an unsolved one.

In the b.i.b. with blocks and treatments random the same difficulty arises. Weeks and Graybill (1961) have exhibited a minimal sufficient set ( $s_{1}, \ldots, s_{6}$ ) for this case, but not shown how to use them to form "good" estimators. Estimators obtained by "least squares" in this case are functions of the set they give if we say that $s_{4}$ enters all functions with coefficient zero.
C. Aigebraic Restatement of Method 3 of Yenderson for Pinding Variance Component Estimators in Completely Random Models

We shall have need in this section of the concept of a conditional inverse. It has been indicated by Rao (1962b) and others in unpublished material that considerable unification within the theory of least squares is made possible by a concept of this type.

Definition. Let $A$ be any matrix. The matrix $A^{*}$ is said to be a conditional inverse of $A$ if $A *$ satisfies the relation $A A^{*} A=A$.

The concept of a conditional inverse finds theoretical utility in the solution of linear equations. We illustrate this in

Iemma 5: If $A *$ is a conditional inverse of $A$, and if $A x=y$ are consistent then the vector $\hat{\Lambda}^{*} \neq \bar{y}$ is a solution to these equations:

Proof: Since the equations are consistent there exists 2 vector, $x_{0}$ say, such that

$$
\begin{aligned}
Y & =A x_{0}=A A * A x_{0} \\
& =A(A * y),
\end{aligned}
$$

so that

$$
\begin{aligned}
& A * y \text { is a solution to the equations } \\
& A x=y \text {. }
\end{aligned}
$$

A theoretical method for finding the conditional inverse of a $n \times \mathrm{p}$ matrix $A$ is to first find the non-singular matrices $B$ and $C$ such that

$$
B A C=D
$$

where $D$ is the $n \times p$ matrix

$$
\left[\begin{array}{ll}
I_{r} & 0 \\
0 & 0
\end{array}\right]
$$

i.e., the matrix wich $r^{\text {th }}$ order unit matrix in the upper left-hand position and zero elements everywhere else. It can be verified easily that the $p x n m a t r i x$

$$
D^{*}=\left[\begin{array}{ll}
I_{r} & U \\
W & V
\end{array}\right]
$$

with the sub-matrices arbitrary, satisfies

$$
D D * D=D
$$

and furthermore that the matrix $A^{*}=C D * B$ is a conditional inverse for $A$. We know of no computer programs in existence
for finding a conditional inverse in this way. it is interesting to note tinat the foilowing weil known procedure does in fact produce a conditional inverse for a symmetric matrix $A(n \times n)$. For convenience we consider $A$ rearranged so that the independent rows and columns appear at the top lefthand corner. Delete dependent rows (and columns) of A until a matrix of fuil rank $A_{i}(s a y)$ is obtained. Then the n $x$ n maさrix

$$
B=\left[\begin{array}{cc}
A_{-1}^{-1} & 0 \\
0 & 0
\end{array}\right]
$$

is a concitional inverse of A. Tnis foilows because.

$$
\begin{aligned}
A B A & =\left[\begin{array}{ll}
A_{1} & A_{2} \\
A_{2}^{1} & A_{3}
\end{array}\right]\left[\begin{array}{ll}
A_{1}^{-1} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{ll}
A_{1} & A_{2} \\
A_{2}^{1} & A_{3}
\end{array}\right] \\
& =\left[\begin{array}{ll}
A_{1} & A_{2} \\
A_{2}^{1} & A_{2} A_{1}^{-1} A_{2}
\end{array}\right]
\end{aligned}
$$

However, since rows deleted are linear combinations of rows semaining we can write
$\left(A_{2}^{2} A_{3}\right)=P\left(A_{1} A_{2}\right)$, i.e., $A_{2}^{\prime}=P A_{1}$ and $A_{3}=P A_{2}$. We have $A_{2}^{2} A_{1}^{-1} A_{2}=P A_{2}=A_{3}$ so that $A B A=A$ and therefore $B$ is a conditional inverse of $A$.

Another method for producing a conditional inverse for a symmetric matrix A is given by Rao (1962b).

We now consider the model

$$
y=j_{n} \mu+\sum_{i=1}^{k+1} x_{i} \beta_{i},
$$

$X_{r+1}=I, \quad E\left(\beta_{i} \beta_{i}^{\prime}\right)=0(i \neq j), E\left(\beta_{i} \beta_{i}^{i}\right)=I \sigma_{i}^{2}$
and for at least some $i \neq j,(i, j=0, \ldots, k+1)$,

$$
X_{i} X_{i} X_{j} X_{j}^{8} \neq X_{j} X_{j} X_{i} X_{i} \quad \text { (IV.C.1) }
$$

We remark that a $\mu$-term in (IV.C.1) is not essential to the arguments that follow.

If the model (rv.C.1), the yaxiance

$$
v=\left\{v_{i j}\right\}=\sum_{i=1}^{k+1} x_{i} x_{i}^{2} \sigma_{i}^{2}
$$

or for that matter, $W$, is not simultaneously diagonalizable independently of the parameters by an orthogonal matrix $P$. The character of the general "approximate" method of analysis for models of the above type is to regard all effects as fixed, unknown constants, fit constants by least squares (L.S.) and then to equate the S.S. obtained to their true expectations in terms of the actual model. Further specifications along with the above outline were popularized. by Hencierson (1953) as Method 3, but the essentials of the method were mentioned in the literature by Wald (1947) and David and Johnston (1951, 1952) and were probably used long before 1947 as well. The details of Method 3 differ slightly from those of Kempthorne (1952), page 112. At this time our
interest centers on the Method 3 of Fencerson (1953) which we shall also refer to as the least squares (L.S.) method. No comprehensive analysis of the properties of the method, other than a demonstration that it is unbiased, appears to have been undertaken. One general aim of the present chapter is to contribute to such an analysis.

If in (I V.C.i) ail $\beta_{i}{ }^{\prime} s$ except for $\beta_{k+1}$ are regarded as fixed, and we fit ail constants, then the L.S. estimator of the parametric vector fitted is given by any solution $\hat{\theta}$ to the equations

$$
\left[\begin{array}{cccc}
x_{0}^{8} x_{0} & x_{0}^{8} x_{1} & \ldots & x_{0}^{8} x_{k} \\
x_{1}^{8} x_{0} & x_{1}^{8} x_{1} & \ldots & x_{1}^{8} x_{k} \\
\cdot & \cdot & \ldots & \cdot \\
x_{k}^{8} x_{0} & x_{k}^{8} x_{1} & \ldots & x_{k}^{8} x_{k}
\end{array}\right]\left[\begin{array}{c}
\mu \\
\beta_{1} \\
\cdot \\
\beta_{k}
\end{array}\right]=\left[\begin{array}{c}
x_{0}^{8} y \\
x_{1}^{8} y \\
\cdot \\
x_{k}^{8} y
\end{array}\right]
$$

The S.S. due to fitting all constants is

$$
\begin{aligned}
R\left(\mu, \beta_{1}, \beta_{2}, \cdots, \beta_{k}\right) & =\hat{\beta}^{2} X^{\imath} y \\
& =\left(\left(X^{\imath} X\right) * X^{2} y\right): X^{\imath} y \\
& =y^{\imath} X\left(X^{\imath} X\right) * x^{2} y
\end{aligned}
$$

where $A^{*}$ represents $a$ conditional inverse of $A$.
If in (IV.C. 1 ) we ignore $\beta_{k}$, regard the remaining $\beta_{i}{ }^{\prime} s$ except $\beta_{k+1}$ as fixed and fit constants, then the L.S. estimator of the parametric vector fitted is given by any
soiution $\tilde{\beta}$ to the equations

$$
\left[\begin{array}{llll}
{\left[\begin{array}{cccc}
x_{0}^{8} x_{0} & x_{0}^{8} x_{1} & \ldots & x_{0}^{8} x_{k-1} \\
x_{1}^{8} x_{0} & x_{1}^{8} x_{1} & \cdots & x_{1}^{i} x_{i-1} \\
\cdot & \cdot & \cdots & \cdot \\
x_{k-1} x_{0} & x_{k-1} x_{1} & \cdots & x_{k-1}^{8} x_{k-1}
\end{array}\right]\left[\begin{array}{l}
\mu \\
\beta_{1} \\
\beta_{k-1}
\end{array}\right]=\left[\begin{array}{c}
x_{0}^{8} y \\
x_{1}^{8} y \\
\\
x_{k-1}^{8} y
\end{array}\right]} \\
\text { or }\left(\bar{x}^{r} \bar{x}\right) \beta=\bar{x}^{1} y .
\end{array}\right.
$$

The S.S. due to fitting all constants except $\beta_{k}$ is

$$
\begin{aligned}
& R\left(\mu, \beta_{1}, \beta_{2}, \beta_{k-1}\right)=\widetilde{\beta}^{7} \bar{X}^{\prime} y
\end{aligned}
$$

$$
\begin{aligned}
& =\bar{y} \cdot \bar{x}(\bar{x} \cdot \bar{x}) \times \bar{x} \bar{x}^{\imath} y .
\end{aligned}
$$

Finaily, then, the S.S. due to fitting $\beta_{k}$ is $\operatorname{Rem}\left(\beta_{k}\right)=y^{8} X\left(X^{8} X\right) *^{8} y-y^{8} \bar{X}\left(\bar{X}^{8} \bar{X}\right) \star^{8} \bar{X}^{8} y \quad$.

Henderson's (1953) Method 3 requires that $\operatorname{Rem}\left(\beta_{i}\right)$ be obtained for $a 11 \mathrm{i}(\mathrm{i}=1, \ldots, \mathrm{k}$ ) and obtains point estimators of variance components as a simultaneous solution to the equations ( $i=1, \ldots, k$ )

$$
E\left(\operatorname{Rem}\left(\beta_{i}\right)\right)=\operatorname{Rem}\left(\beta_{i}\right)
$$

We notice that for the real matrices $A=X(X P X) N^{\prime}$ and $B=X(\bar{X} \bar{X}) * X^{2} \quad A^{2}=A, B^{2}=B, A A=A$ and $B B=B$, i.e. $A$ and $B$ are symmetric idempotent matrices. It is known that such matrices are orthogonal projection operators. Then another description of $R\left(\mu, \beta_{1}, \ldots, \beta_{k}\right)$ is that it consists of the square of the projection of $y$, on the column space of $\left(x_{0}, x_{1}, \ldots, x_{k}\right)$, while $R\left(\mu, \beta_{1}, \ldots, \beta_{k-1}\right)$ is the square
of the projection of $y$ on the coiumn space of ( $X_{0 x_{1}} \ldots X_{k-1}$ ). The difference between two projections of $y$ on different column spaces, one of which is a subspace of the other is itself a projection of $y$ and the square of that projection is

$$
\operatorname{Rem}\left(\beta_{k}\right)=R\left(\mu, \ldots, \beta_{k}\right)-R\left(\mu, \ldots, \beta_{k-1}\right)
$$

We shail make use of projection arguments to simpiify expressions.

We are interested in (a) the expectation uncier a completely random model of the form (IV.C.I) of quadratic forms, i.e., Rem $\left(\beta_{i}\right)^{\text {t's }}$ or lengths of projections, and (b) the variance of these quadratic forms when normality is assumed and when it is not. First we restate the solution to (a).

We have $E\left(\operatorname{Rem}\left(\beta_{k}\right)\right)=E\left(\hat{\beta}^{2} X^{2} y\right)-E\left(\bar{\beta}^{2} \bar{X}^{2} y\right)$

$$
=E\left(y^{2} A y\right)-E\left(y^{2} B y\right)
$$

where

$$
A=X^{s}\left(X^{s} X\right) * X^{t} \text { and } X=\left(X_{0} X_{1} \ldots X_{k}\right)
$$

and

$$
B=\bar{X}\left(\bar{X}^{2} \bar{X}\right) * \bar{X}^{2} \text { and } \bar{X}=\left(X_{0} X_{1} \ldots X_{k-1}\right)
$$

Now $E\left(y^{\mathrm{I} A Y}=E\left(\sum_{i j} a_{i j} y_{i} Y_{j}\right)=\sum_{i j} a_{i j}\left(v_{i j}+E\left(y_{i}\right) E\left(y_{j}\right)\right)\right.$

$$
=t r(A V)+\left(X_{0} \mu\right)^{2} X^{2}\left(X^{:} X\right) * X^{2} X_{0} \mu
$$

$$
=\operatorname{tr}(A V)+\left(X_{0} \mu\right):\left(X_{O} \mu\right)
$$

$$
=\operatorname{tr}(A V)+n \mu^{2}, \text { where } \operatorname{tr}(A)=\text { trace of matrix } A
$$

Likewise

$$
E\left(y^{2} B y\right)=\operatorname{tr}(B V)+n \mu^{2}
$$

so that

$$
E\left(y^{y} A y-y^{8} B y\right)=\operatorname{tr}(A-B) V .
$$

Since the matrix $V$ has the form $X_{-} X^{9}{ }_{1} \sigma_{1}^{2} \div X_{2} X_{2} \sigma_{2}^{2}+\ldots+1 \sigma_{k+1}^{2}$

$$
\begin{aligned}
& \operatorname{tr}(A-B) V=\operatorname{tr}\left(X(X: X) * X: X_{1} X_{i}^{2}-\bar{X}(\bar{X}: \bar{X}) * \bar{X}^{q} X_{1} X_{i}^{*}\right) \sigma_{1}^{2} \\
& +t r\left(X\left(X^{?} X\right) * X^{2} X_{2} X_{2}^{:}-\bar{X}\left(\bar{X}^{8} \bar{X}\right) * \bar{X}^{\imath} X_{2} X_{2}^{2}\right) \sigma_{2}^{2} \\
& +\operatorname{tr}\left(X\left(X^{p} X\right) * X^{p}-\bar{X}\left(\overline{X^{\prime}} \bar{X}\right) * \bar{X}^{2}\right) \sigma_{k+1}^{2} \text { (IV.C.2). }
\end{aligned}
$$

If the column space of $X_{i}$ is a sub-space of both $X$ and $\bar{X}$ then the expectation $w i I I$ not invoive $\sigma_{i}^{2}$ since in that case

$$
X\left(X^{\tau} X\right) * X^{q} X_{i}=\bar{X}\left(\bar{X}^{\imath} \bar{X}\right) * \bar{X}^{r} X_{i}=X_{i}
$$

and the coefficient of $\sigma_{i}^{2}$ drops out of the above expression. When the column space of $X_{i}$ is a subspace of $X$, but not of $\bar{X}$, then we have a partial simplification in the coefficient of $\sigma_{i}^{2}$ to

$$
\begin{aligned}
& t_{I}\left(X_{i} X_{i}^{q}-\bar{X}(\bar{X}: \bar{X}) * \bar{X}^{r} X_{i} X_{i}^{q}\right) \\
= & N-\operatorname{tr}\left(\bar{X}\left(\bar{X}^{q} \bar{X}\right) * \bar{X}^{r} X_{i} X_{i}^{q}\right) .
\end{aligned}
$$

We notice that in (IV.C.2) only $\sigma_{K}^{2}$ has a coefficient of the latter type. Because $X\left(X^{2} X\right) * X^{2}$ and $\bar{X}\left(\bar{X} \bar{X}^{2}\right) * \bar{X}$ are symmetric idempotent marrices
$\operatorname{tr}\left(X(X: X) * X^{2}\right)=\operatorname{rk}\left(X\left(X^{2} X\right) * X^{2}\right)=r k(X)$ and $\operatorname{tr}\left(\bar{X}\left(\bar{X}^{2} \bar{X}\right) * \bar{X}^{2}\right)=\operatorname{rk}\left(\bar{X}\left(\bar{X}{ }^{2} \bar{X}\right) * \bar{X}^{2}\right)=\operatorname{rk}(\bar{X})$
so that the coefficient of $\sigma_{k+1}^{2}$ is always the difference in ranks of the matrices $X$ and $\bar{X}$. Therefore
$E\left(\operatorname{Rem}\left(\hat{\beta}_{k}\right)\right)=\left(\bar{N}-\operatorname{tr}^{\prime}\left(\bar{X}(\bar{X} \cdot \overline{\bar{X}}) \times \overline{\bar{X}} \cdot X_{k} \bar{X}_{k}^{2}\right) \sigma_{k}^{2}-(\operatorname{IK}(X)-\operatorname{rin}(\bar{X})) \sigma_{k+1}^{2}\right.$

The resiáual S.S. is given by

$$
R=y^{8} y-y^{8} X\left(X^{8} X\right) * x^{8} y
$$

so that

$$
\begin{aligned}
& =0+\cdots \quad+(n-p) \sigma_{K+1}^{2} \\
& =(n-p) \sigma_{k+1}^{2} \text { where } \operatorname{rk}(X)=p \text {. }
\end{aligned}
$$

In perhaps the majority of cases there will be substantial simpiification, and the need for determining a conditional inverse does not arise. In those cases where no simplification is Dossible we may use the result stated at the beginning of this section. We point out that (IV.C.2) and subsequent simplifications is merely a reformulation of Henderson's (1953) equation (19). Another form is given by Bush and Anderson (1963). One of the merits of the above form (shared by some others also) is that it is amenable to computations on an electronic machine.

We conclude this section with a summary of available results to (b). If we are prepared to assume normality of Cistribution of the $y$ vector then the variances of the estimator given by

$$
\begin{aligned}
& \operatorname{Rem}\left(\beta_{k}\right)=y:(A-B) y=(y-\mu):(A-B)(y-\mu) \text { is } \\
& \operatorname{Var}((y-\mu):(A-B)(y-\mu) \\
& \quad=2 \operatorname{tr}(A V)^{2}+2 \operatorname{tr}(B V)^{2}-4 \operatorname{tr}(A V B V) .
\end{aligned}
$$

This result is due to Matern (1949). A more general formula that does not assume normality is derived in Chapter $V$.

Tine results of Chapter $V$ allow us to obtain also

$$
\operatorname{Cov}\left(y^{2}(A-B) y=y^{y}(A-c) y\right)=w_{i 2}(s a y)
$$

so that the covariance matrix of a succession of linear functions of estimators of the variance components U\& (say) where $\alpha=\left(\sigma_{1}^{2}, \sigma_{2}^{2}, \ldots, \sigma_{k+1}^{2}\right)^{\prime}$ is available. Then

$$
\operatorname{Var}(\alpha)=U^{-1} \Omega U^{-1^{\prime}} \text { where } \Omega=\left\{w_{i j}\right\}
$$

We could measure the overall effectiveness of Method 3 of Henderson (1953), and any competitor, by some function of $\operatorname{Var}(\alpha)$ such as

$$
\operatorname{tr}\left(U^{-1} \Omega U^{-17}\right) \text { or } \operatorname{det}\left(U^{-1} \Omega U^{-18}\right)
$$

We favor these two measures because they are sensitive to gross imprecision in estimation of indivicual components. From some points of view, a method that is found to give reasonable precision for all estimators is a desirable one. Bush and Anderson (1963) present some empirical evidence supporting the contention that Method 3 is such an estimator.

## D. The Transformation Approach to Estimation in a Special Case

1. Deriving estimators for the b.i.b. with random blocks

A balanced incomplete block is defined as a design in which there are $t$ treatments and $b$ blocks of $k$ experimental units per block (where $k<t$ ) with each treatment replicated r times. The arrangement of treatments is such that every
paix of treatments occurs iogetiner in exaciily $\lambda$ joiocks and each treatment occurs in a block only once. The model may de witten as a special case of the gereral two-way ciassification given by Kempthorne (i953) for example, E.e.

$$
y_{i j m}=\mu+\alpha_{i}+\tau_{j}+e_{i j m} \quad \text { (IV.D.I) }
$$

where $i=1, \ldots, b ; j=1,2, \ldots, t ; m=n_{j} ;$
where

$$
n_{i j}=\left\{\begin{array}{l}
1 \text { if treatment } j \text { occurs in block } i \\
0 \text { otherwise. }
\end{array}\right.
$$

It should be noted that only the $y_{i j m}$ in which mfo are observed.

Equation (IV.D.1) represents $b k=n$ equations, and these equations may be written in matrix form as

$$
y=x_{0} u+x_{1} \beta_{1}+x_{2} \beta_{2}+x_{3} \beta_{3}
$$

where the dimensions of the matrices are: $y(n \times 1)$; $X_{1}(n \times b) ; \beta_{i}(b \times 1) ; X_{2}(n \times t) ; \beta_{2}(t \times 1) ; \beta_{3}(n \times 1)$, and $X_{0}=j_{n}, X_{3}=I(n \times r)$. Furthermore, we notice that for at least some ifj

$$
X_{i} X_{i} X_{j} X_{j}^{:} \neq X_{j} X_{j}^{2} X_{i} X_{i}^{s} \quad(i, j=0,1,2,3) \quad \text { (IV.D.2) }
$$

Although we can write down an orthogonal $P(n \times n)$ and consequently a ${ }^{17}$ single degree of freedom breakdownt:

$$
y^{2} y=y^{2} P^{2} P_{y}=\sum_{i=1}^{n} y^{2} P_{i}^{2} P_{i} y
$$

in view of lack of commutativity it does not necessarily follow that ais the terms $y^{\imath} P_{i}^{i} P_{i} y$ will then have zero co-
variances and it is not possibia to icentify subspaces of $?$ that correspond to similar latent roots of $V$ since the latent roots are not obtainable without specifying the unknown parameters.

Henderson's (1953) method 3 or the least squares method applied as though all effects are constant, actually selects projection operators orthogonai to coilections of coliuma spaces of $X_{i}$ matrices. Although this may therefore give à method of collecting subspaces of $P$ to form lines of an Aoo.V. table, it is apparent that the expectations of single degrees of freedom that are gathered together to form lines of an A.O.V. table are not necessarily homogenous. There are reasons for wanting to know the expectations of constituent parts of a line. The following sequential transformaiion method exnibits a way of actualiy determining a single degree of freedom breakdown and the expectations of each quadratic form ( $y^{\boldsymbol{f}} \mathrm{P}_{\mathrm{i}}{ }^{\mathbf{P}} \mathrm{P}_{\mathrm{i}} \mathrm{y}$ ). It also allows us to determine variances of estimators quite easily.

The details immediately following are not essential, but are useful for computation purposes. In specifying the order of observations in the vector $y$ of (IV.D.1) we let this be determined by the parameter $\beta_{1}$. Thus, for now, we require that all observations that incur the first value of the $\mathcal{B}_{1}$ effect occur prior to all those that incur some other
$\beta_{I}$ effect, and so on. In this way we ensure that the structure of $X_{1} X_{1}$ : is a diagonai diock of o $j_{k}^{k}$ matrices. We shall use the notation $y^{j}$ to denote that the $\beta_{1}$ (or the $b$ parameter) has determined the order in which observations enter $y$. It is known that there exists an orthogonal matrix $P$ suck that $P X_{1} X_{1}{ }^{\prime} P^{\prime}$ is diagonal and that there are only two distinct latent roots; b roots will in fact equal $k$ and n-b will equal zero. Iet $\mathrm{p}_{1}$ denote the matiix of vectors that correspond to the root $k$. The matrix formed from the remaining vectors of $P$ is denoted by $P_{2}$.

The two matrices $P_{1}$ and $P_{2}$ suggest a transformation of the vector $y$, into two equivalent sets $P_{1} y^{b}$ and $P_{2} y^{b}$. Now the covariance matrix of $\mathrm{P}_{1} \mathrm{y}^{\mathrm{b}}$ is

$$
v_{1}=k I_{b} \sigma_{\beta_{1}}^{2}+P_{1} X_{2} X_{2}^{1} P_{1}{ }^{8} \sigma_{\beta_{2}}^{2}+I_{b} \sigma_{\beta_{3}}^{2}
$$

and the covariance matrix of $\mathrm{P}_{2} \mathrm{y}^{\mathrm{b}}$ is

$$
v_{2}=\quad p_{2} X_{2} X_{2}{ }^{\prime} P_{2}^{\prime} \sigma_{\hat{\beta}_{2}}^{2}+I_{n-b} \sigma_{\hat{\beta}_{3}}^{2}
$$

Analysis then proceeds separately with the sets $P_{1} y^{b}$ and $P_{2} y^{b}$ as though each of these constitutes all the data. Consider first $V_{1}$. There exists anorthogonal matrix $Q$ such that $\mathrm{QV}_{1} \mathrm{Q}^{\prime}$ is diagona1. In fact we would determine $Q$ in practice as the oxthogonal matrix that diagonalizes $P_{1} X_{2} X_{2}{ }^{\prime} P_{1}$. . This means that if we transform $P_{1} y^{b}$ to $Q P_{1} y$ then this latter set of $b$ orthogonal linear forms has diagonal covariance matrix $Q_{1} Q^{\text {s }}$. Next we bring the transforms $P_{2} y^{b}$ to a
simiiar stage, and we then indicate how we propose to get estimators.

There exists an orthogonal matrix $R$ such that $R V_{2} R^{2}$ is ciagonal. This means that if we transform $P_{2} y$ to $R P_{2} y^{b}$ then this set of ( $n-b$ ) orthogonal Iinear forms has diagonal covariance matrix $\mathrm{RV}_{2} \mathrm{~F}^{\prime}$.

We may verify that the matrix $A=\left[\frac{Q P_{1}}{R P_{2}}\right]$ is
$j+n-v(=n) \times n$ and orthogonai; consequentiy if we obtain this matrix in the way described, then we have a breakdown $y: y=y^{:} A: A y=\sum_{i=1}^{n} y^{2} A_{i} A_{i} y$ where $A_{i}(i=1, \ldots, n)$ is the $i^{\text {th }}$ row of $A$. Furthermore, since we have the individual $\operatorname{Var}\left(A_{i} y^{b}\right)(i=1, \ldots, n)$ terms, it is apparent which rows of $A_{i}$ can be used simultaneously for estimation purposes. This collecting of rows of A corresponding to similar expectations, gives rise to $B_{i}(i=1, \ldots, m)(s a y)$; then we have

$$
y^{b z} y^{b}=\sum_{i=1}^{m} y^{b} B_{i} B_{i} y^{b}
$$

where $E\left(y^{b} B_{i}{ }^{1} B_{i} y^{b}\right)$ is some homogenous linear function of variance components, and only $y^{b} B_{1}{ }^{8} B_{1} y^{b}$ involves $\mu^{2}$ in its expectation. We propose to obtain estimators by equating some quadratic forms of type $y^{b} B_{i}{ }^{3} B_{i} y^{b}$ to their expectations and solving the resulting equations. Various different sets of estimators for $\sigma_{\bigotimes_{1}}^{2}, \sigma_{ß_{2}}^{2}$ and $\sigma_{\bigotimes_{3}}^{2}$ can be envisaged in this way.

It is clear from an investigation of the matrices $\mathrm{V}_{\mathrm{i}}$ and $V_{2}$ above that an estimate of $\sigma_{\beta_{2}}^{2}$ and $\sigma_{\beta_{3}}^{2}$ can be obtained from the transformed data $R_{2} P_{2} y^{b}$, while the estimate of $\sigma_{e_{1}}^{2}$ from $Q P_{1} y$ cannot in general be similarly disentangled of $\sigma_{\hat{e}_{2}}^{2}$ terms. We point out that in order to estimate $\sigma_{\hat{Q}_{1}}^{2}$ in the way of $\sigma_{\beta_{2}}^{2}$ above we would repeat the procedure (followed to obtain $A \bar{y}$ ) after insisting on an appropriate oco curfence of components of the $\beta_{2}$ vector in the originai equations by setting up $y$ in the appropriate way. We distinguish the order of observations in $y$ with $\beta_{2}$ in mind by $y^{t}$. We have described the method for a model of type (IV. D.2). The method can be extended without difficulty to models that involve more than three variance components. In the previous section we described how to obtain $\operatorname{Rem}\left(\beta_{\mathrm{k}}\right)$ in the model (IV.C.2). The transformation method appropriaiely applied in that case would in fact isolate the single degree of freedom sums of squares that make up Rem $\left(\beta_{k}\right)$. This would have been achieved by choosing $P$ such that $P\left(X_{0} \ldots X_{k-1}\right)\left(X_{0} \ldots X_{k-1}\right): P:=\Lambda$ diagonal and denoting those vectors of $p$ that correspond to zero latent roots by $P_{2}$.

## 2. A special example

We give an abbreviated version of the derailed analysis by the method of sub-section 1 in the case of a b.i.b.d. with parameters $b=6, t=4, k=2, r=3$ and $\lambda=1$.

We obtain quite easily in succession a matrix $P=$ $\left(P_{1}: P_{2}:\right):$, a matrix $F_{1} X_{2} X_{2}: P_{I}$ and a matrix $Q$ such that $Q P_{1} X_{2} X_{2}{ }^{\prime} P_{1} Q$ is diagonal. Likewise the form of $P_{2} X_{2} X_{2}{ }^{\prime} P_{2}$ : is easily available, and a matrix $R$ such that $R P_{2} X_{2} X_{2}{ }^{\prime} P_{2}{ }^{\prime}{ }^{\prime}=\Lambda$. We obtain for $A y^{b}=\left[\begin{array}{l}Q P_{1} \\ R P_{2}\end{array}\right] y^{b}$ the form
with covariance matrices of $Q P_{i} y^{b}$ equal to

$$
\begin{aligned}
& {\left[\begin{array}{l}
2 \sigma_{\mathrm{B}}^{2}+3 \sigma_{\mathrm{T}}^{2}+\sigma^{2} \\
2 \sigma_{\mathrm{B}}^{2}+\sigma_{\mathrm{T}}^{2}+\sigma^{2}
\end{array}\right.} \\
& 2 \sigma_{B}^{2}+\sigma_{T}^{2}+\sigma^{2} \\
& 2 \sigma_{B}^{2}+\sigma_{T}^{2}+\sigma^{2} \\
& 2 \sigma_{B}^{2}+\sigma^{2} \\
& 2 \sigma_{B}^{2}+\sigma^{2}
\end{aligned}
$$

and of $R P_{2} y^{b}$ equal to
where we have of course assumed that $\nabla^{b}$ is written out appropriately for $\beta_{1}$ and have put $\sigma_{\beta_{1}}^{2}=\sigma_{B}^{2}, \sigma_{\beta_{2}}^{2}=\sigma_{T}^{2}$ and $\sigma_{\beta_{3}}^{2}=\sigma^{2}$.

If we order the vector $y$ so that all those observations that incur the first component of the vector $\beta_{2}$ occur before those that incur the second component of $\beta_{2}$ and so on we derive a different orthogonal (A) matrix, which we shall denote by $\bar{A}$.

In this case, $\bar{p}$ is a matrix that diagonalizes $X_{2} X_{2}$, where $\bar{P}_{1}$ corresponds to the non-zero latent root and $\bar{P}_{2}$ corresponds to the zero latent root.

The covariance matrix of $\bar{P}_{1} y^{t}$ is

$$
\bar{v}_{1}=\bar{P}_{1} X_{1} X_{1}: \bar{P}_{1}: \sigma_{\beta_{1}}^{2}+I I_{t} \sigma_{\beta_{2}}^{2}+I_{t} \sigma_{\beta_{3}}^{2}
$$

and the covariance matrix of $\overline{\mathrm{P}}_{2} \mathrm{y}^{i}$ is

$$
V_{2}=\overline{\underline{p}}_{2} X_{1} X_{1}: \bar{p}_{2}: \sigma_{\beta_{1}}^{2}+I_{n-i} \sigma_{\beta_{3}}^{2}
$$

In this case we obtain in order the matrix $\bar{P}$, the matrix $\bar{P}_{1} X_{1} X_{1}{ }^{\prime} \bar{P}_{1}$ and a matrix $\bar{Q}$ such that

$$
\overline{Q P}_{1} X_{1} X_{1} \bar{P}_{1} \bar{Q}^{\prime} \quad \text { is diagonal. }
$$

We then obtain $\bar{P}_{2} X_{1} X_{1}{ }^{:} \bar{P}_{2}$, and a matrix $\bar{R}$ such that

$$
\overline{\mathrm{R}} \overline{\mathrm{P}}_{2} \mathrm{X}_{1} X_{1}{ }^{\prime} \mathrm{P}_{2} \overline{\mathrm{R}}^{\mathrm{t}} \text { is diagonal. }
$$

In the example above we obtain

$$
\overline{A y}^{t}=\left[\begin{array}{l}
\bar{Q} \bar{P}_{1} \\
\bar{R} \\
\bar{P}_{2}
\end{array}\right] y^{t}=
$$


with covariance matrix of $\overline{\mathrm{P}} \overline{1}_{1}{ }^{t}$ equal to

$$
\left(\right)
$$

and of $\vec{R} \bar{P}_{2} \nabla^{t}$ equal to

$$
\left\{\begin{array}{llll}
\sigma^{2} & & & \\
& \sigma^{2} & & \\
& & \sigma^{2} & \\
& & & 2 \sigma_{B}^{2}+\sigma^{2}
\end{array}\right.
$$

$$
2 \sigma_{B}^{2}+\sigma^{2}
$$

$$
4 / 3 \sigma_{B}^{2}+\sigma^{2}
$$

$$
4 / 3 \sigma_{B}^{2}+\sigma^{2}
$$

$$
4 / 3 \sigma_{B}^{2}+\sigma^{2}
$$

Although there are alternatives, and we shall mention at least one (Method 1) we favor estimating $\sigma_{B}^{2}$ from $\bar{R} P_{y}{ }^{t}$. Having decided to do this, then further alternatives arise. Firstly we may decide on straightforward pooling of the single degree of freedom sums of squares i.e.

$$
y^{t} \bar{B}_{3}{ }^{2} \bar{B}_{3} y^{t}+y^{t} \bar{B}_{4}: \bar{B}_{4} y^{t}
$$

and subtract an appropriate multiple of $y^{t} \bar{B}_{5}^{2} \bar{B}_{5} y^{t}$ to give an estimate of $c \sigma_{B}^{2}$. This is the conventional estimator; we notice that under an assumption of normality the quadratic forms $y^{t} \bar{B}_{5}^{1} \bar{B}_{5}^{r} y^{t}, y^{t} \bar{B}_{3}^{\prime} \bar{B}_{3} y^{t}$ and $y^{t}{ }^{2} \bar{B}_{4}^{q} \bar{B}_{4} y^{t}$ have $X^{2}$
distributions. We note that under the assumption of a Known covaェミance striacture for the relevant mean squazes a weighted estimator can be found which in generai will have smaller variance than the one above.

We may make use of generalized least squares to obtain a b.l.u. estimator of $\sigma_{B}^{2}$ as follows. Set up the model linear in the parameters $\sigma^{2}$ and $\sigma_{B}^{2}$

$$
M=\left(M_{i}^{8} M_{2}^{8} M_{3}^{8}\right)^{\prime}=Z\left(\sigma^{2}, \sigma_{B}^{2}\right)^{0}+e
$$

where $M_{i}=\left(\bar{R}_{i} \bar{P}_{2} y^{t}\right) ;\left(\bar{R}_{i} \bar{P}_{2} y^{t}\right) \quad i=1,2,3, \quad E(e)=0$, and $E\left(e e^{2}\right)=D($ diagonal $)=\operatorname{Var}(M)$, and $Z$ is a known matrix. With D known the b.1.u. estimator of $\gamma=\left(\sigma^{2} \sigma_{B}^{2}\right)^{\text {i }}$ is given by
$\left(Z^{\vee} D^{-1} Z\right)^{-1} Z^{\vee} D^{-1} M$ with variance $\left(Z^{8} D^{-1} Z\right)^{-1}$. When $D$ is unknown, we would use some initial estimator \&or $D$, and proceed by an iterative process to a reasonable solution for $\sigma_{B}^{2}$.

One of the basic unsolved problems in the estimation of variance components, is the loss involved in confining ourselves to $M$ in order to estimate $\sigma_{B}^{2}$. Another difficulty arises in the case where we use estimated weights to form weighted estimators. Some discussion of the inaccuracy incurred in doing this is given by Kempthorne (1952) page 463.

We notice that both analyses give a breakdown into five associations of vectors (i.e. $B_{i}{ }^{\prime} s$ and $\bar{B}_{i}{ }^{\text {r }}$ ) of the orthogonal
matrices $A$ and $\bar{A}$. Thus for $A y^{D}$ we wrote $\left(B_{i}^{q} B_{2}^{i} B_{3}^{i} B_{4}^{1} B_{5}^{y}\right)^{8} y^{b}$ where for example $B_{1}$ refers to the first vector of $A$ while $B_{4}$ refers to the seventh, eighth and ninth vectors of $A$. We gave the same subscripts to $\bar{B}$ vectors, where possible, as in B. Thus $\bar{B}_{1}$ corresponds to the "mean" and $\bar{B}_{5}$ to "error" as before.

Some possible estimators that utilize simple weighting are:

$$
\begin{aligned}
& \hat{j}: \bar{y} \\
& \hat{\sigma}^{2}: y^{b} B_{5}^{i} B_{5} y^{b} / 3 \text { or } y^{t} \bar{B}_{5}^{i} \bar{B}_{5} y^{t} / 3 \\
& \hat{\sigma}_{T}^{2}: y^{b} B_{4}^{i} B_{4} y^{b}-3 \hat{\sigma} 2 / 6 ;\left(y^{t^{i}} \bar{B}_{2}^{i} \bar{B}_{2} y^{t}-2 \hat{\sigma}_{B}^{2}-3 \hat{\sigma}^{2}\right) / 9 \\
& \hat{\sigma}_{B}^{2}:\left(y^{b} B_{2}^{:} B_{2} y^{b}+y^{b} B_{3}^{:} B_{3} y^{b}-3 \hat{\sigma}_{T}^{2}-5 \hat{\sigma}^{2}\right) / 10 ; \\
&\left(y^{t} \bar{B}_{3}^{i} B_{3} y^{t}+y^{t} \bar{B}_{4}^{i} \bar{B}_{4} y^{t}-5 \hat{\sigma}^{2}\right) / 8
\end{aligned}
$$

The only way in which we can decide between these estimators (and others) is by means of the variances of the estimators. We return to this later.

In the example above, we found that the expectation of each of the ( $t-1$ ) sums of squares that go to make up the blocks eliminating treatments component were homogeneous. The coefficient of $\sigma_{B}^{2}$ was in agreement with the well-known "average" value for this coefficient, namely Ek= (k-1)t/(t-1) from a b.i.b. with treatments fixed.

We may verify that in the general b.i.b. design the single degree of freedom component sums of squares of the
treatment component of blocks eliminating treatments are nomogeneous in their expectation, dy noting thai each sucn degree of freedom is a linear function of contrasts of intrablock and interblock estimators of treatment effects. It can be verified that the expectation of any such single degree of freedom sum of squares is $\sigma^{2}+E k \sigma_{b}^{2}$.

An alternative method by which verification could take place for any particular boiob. design is given beiow. Eaciu matrix entering $\overline{\mathrm{D}}_{2} \mathrm{X}_{1} \mathrm{X}_{1} \overline{\mathrm{P}}_{2}^{2}$ is real, so that the product is real. The product is also symmetric and therefore diagonalizable.

Theorem 2i (Mirsky (196i)): $A$ is similar to a diagonal matrix if and only if rank $(\alpha I-A)=n-m_{\alpha}(A)$ for every value $\alpha$, where $m_{\alpha}(A)$ is the multiplicity of $\alpha$ as a characteristic root of $A$.

Write $\bar{P}_{2} X_{1} X_{1}^{i} \bar{P}_{2}^{\prime}=A, E k=\alpha$. Obtain $r k(\alpha I-A)$ for the particular situation on hand. If rank $(\alpha I-A)=b-t$ we conclude that the ( $t-1$ ) degrees of freedom in question are homogeneous in their expectation. It should be noted that the above two methods are generally applicable to the verification of homogeneity of expectations of arbitrary single degrees of freedom sums of squares in any given mean square.

## 3. Comparison of methods

Henderson (1953) suggested two sets of estimators for models of the type (IV.D.1). Method one suggested the use
of sums of squares for biocks (treatments) ignoring treatments (biocks). Niethod 3 suggested fitiing constants or L.S. i.e. proceeding as though the parameters were fixed and equating sums of squares to expectations.

It is clear that a combination of methods 1 and 3 may be regarded as an orthogonal breakdown of the total sum of squares for a model of type (IV.C.2) into

$$
y^{y} y=y^{2} C_{1} y+y^{2} C_{2} y
$$

where $C_{1}$ is a projection on the column sjace of the matrix $\left(X_{0} X_{1} X_{2} \ldots X_{1-1}\right)$ and $C_{2}$ is a projection on the column subspace of $\left(X_{0} X_{1} \ldots X_{k}\right)$ which is orthogonal to the space $\left(X_{0} X_{1} \ldots X_{k-1}\right)$.

An examination of the matrices $A$ and $\bar{A}$ derived by the transformation method reveals that they are in fact constructed to achieve an orthogonal breakdown of this type. We may verify that the breakdowns suggested by the transformation method and those of Henderson (1953), in a b.i.b., are in agreement by showing that
$E$ (blocks ignoring treatments) $=E\left(y^{b s} B_{2}^{q} B_{2} y^{b}+y^{b} B_{3}^{p} B_{3} y^{b}\right)$ $E$ (treatments ignoring biocks) $=E\left(y^{t} \bar{B}_{2}^{\imath} \bar{B}_{2} y^{t}\right)$
$E(b l o c k s$ eliminating treatments $)=E\left(y^{t} \bar{B}_{3}^{\mathrm{r}} \bar{B}_{3} y^{t}+y^{t} \bar{B}_{4}^{\mathrm{r}} \bar{B}_{4} y^{t}\right)$ $E(t r e a t m e n t s$ eliminating blocks $)=E\left(y^{b} B_{4}^{\gamma} B_{4} y^{b}\right)$.

Weeks and Graybill (1961) give a minimal set of sufficient statistics for the b.i.b. design, but give no estima-
tors. The interesting thing about the set which they dexive is that the expectation of $\dot{S}_{5}$ agrees exactiy with the expectation of treatments eliminating blocks which the Method 3 of Henderson (1953) would suggest to estimate $\sigma_{T}^{2}$. of course, in the latter method the concept of degrees of freem dom is well defined whereas in the minimal set as defined oy Weeks and Graybill (1961) the concept of degrees of freedom is not mentioned.

If we allow symmety to influence our choice of an estimator for $\sigma_{B}^{2}$, then we arrive at the Henderson (1953) Method 3 estimator for this component as well. If we give zero degrees of freedom to $s_{4}$ and $(t-1)$ to $s_{3}$ then the estimator that the minimal sufficient set would appear to suggest for $\sigma_{B}^{2}$ is not the Henderson Nethod 3 estimator but the one given by Method 1.

## 4. Variances of estimators

An advantage of the transformation method axises from having available the matrices of the transformation i.e. the $B_{i}{ }^{\text {s }}$. This allows us to obtain quite simply the variances of Method 3 estimators of the variable components. For example in sub-section 3 we suggested the estimator

$$
\hat{\sigma}_{T}^{2}=y^{b} B_{4}^{t} B_{4} y^{b}-y^{b^{i}} B_{5}^{i} B_{5} y^{b} / 6 .
$$

Hence, under normality
$\operatorname{Var}\left(\hat{\sigma}_{T}^{2}\right)=\left(2 \operatorname{tr}\left(\operatorname{VB}_{4}^{\mathrm{q}} \bar{B}_{4}\right)^{2}+2 \operatorname{tr}\left(\operatorname{VB}_{5}^{\mathrm{q}} \mathrm{B}_{5}\right)^{2}\right) / 36$
where $V=X_{1} X_{1}^{2} \sigma_{B}^{2}+X_{2} X_{2}^{2} \sigma_{T}^{2}+I \sigma^{2}$. No covariance term does in fact enter on the right-hand side, because the linear functions $B_{4} y$ and $B_{5} y$ are chosen by the transformation method to be uncorreiated.

We note that an estimate of $\operatorname{Var}\left(\sigma_{T}^{2}\right)$ may be obtained by substituting estimates for variance components in the above expression for $V$.

# V. ON ESTIMATION IN MIXED AND RANDOM UNBALANCED MODELS 

A. On Least Squares Type Estimators of Variance Components and Variances of Estimators

## 1. Introduction

In this chapter we consider mixed variance crmponent models that do not exhibit features under which the models would be eithez balanced 2 ox "designed unbalanced". We have in mind, for example, random models to which concomitant parts have been added, and random models that have missing observations. There do not appear to have been any attempts to derive minimal sufficient sets of statistics for such models. It appears, however, that the condensation of information obtained in this way would not be very great and in any case the use of the minimal set to obtain "good" estimators presents an open problem.

We devote ourselves almost entirely to a method of estimation for these cases which is analogous to Henderson's (1953) Method 3, discussed in Chapter IV. This method will be seen tc have some desirable features of simplification that will lead to formulae for variances of estimators of variance components.

In a mixed model, Method 3 of Henderson (1953) consists of fitting all constants as though the model were fixed and then fitting all constants but one. The difference in the
sums of squares obtained is equated to the difference in expectation of the quadratic forms in question. This gives an equation that corresponds to the variance component of the factor ignored for the second fitting. Whes this procedure is repeated for every random factor an equation for every variance component is obtained. The set of equations is then solved simultaneously (we assume this to be possible i.e., all $\sigma_{i}^{2}$ are estimable) to give point estimators of all the variance components.

Fiencerson (i953) dici not give any formulae for the variances of estimates obtained by the method, and none have since been given. One aim of the present chapter is to obtain formulae for variances and covariances of quadratic forms which arise in the execution of Henderson's (1953) Method 3 and in some other related methods.

The model considered is the familiar one, namely

$$
y=\sum_{i=0}^{r} X_{i} \gamma_{i}+\sum_{i=r+1}^{k+1} X_{i} \beta_{i}
$$

where $E\left(\beta_{k+1} \beta_{k+1}^{:}\right)=I \sigma_{k+1}^{2}$ and $X_{k+1}=I$ (V.A.1). We shail find it convenient for our present purposes to represent (V.A.1) also by the model

$$
y=x_{(1)^{\gamma}+x_{(2)} \beta+e}
$$

where

$$
\begin{aligned}
& x_{(1)}=\left(x_{0} x_{1} \ldots x_{r}\right), \\
& x_{(2)}=\left(x_{r+1} \ldots x_{k}\right),
\end{aligned}
$$

$$
\gamma=\left(\check{o}_{o}^{\circ} \gamma_{1}^{i} \ldots \check{o}_{r}^{\prime}\right): \text {, and } \beta=\left(\beta_{r+1}^{0} \ldots \beta_{k}^{\prime}\right)_{k}^{s}
$$

Let $X=\left(X_{0} X_{1} \ldots X_{I} X_{T+1} \ldots X_{k+1}\right)$ and

$$
\bar{x}=\left(x_{0} x_{1} \ldots x_{r} x_{r \div 2} \ldots x_{1 k+1}\right)
$$

Then we may formalize the Method 3 estimation procedure for $\sigma_{\mathrm{I}+1}^{2}$ by writing

$$
\begin{aligned}
& R\left(\gamma_{0} \cdots \gamma_{r}\left(\beta_{r+1} \cdots \beta_{K+1}\right)=A=y^{2} X\left(X^{2} X\right) * X^{2} y=y^{2} M y \quad\right. \text { and } \\
& R\left(\gamma_{0} \ldots \gamma_{I}\left(\beta_{r+2} \cdots \beta_{k+1}\right)=B=y^{\prime} \bar{X}(\bar{X} \cdot \bar{X}) \star \bar{X}^{2} y=y^{i} N y\right.
\end{aligned}
$$

where $X\left(X^{r} X\right) * X^{r}=M$ and $\bar{X}(\bar{X} r \bar{X}) * \bar{X}^{2}=N$.
If $M-N=T=t_{i j}$ say, then

$$
\begin{aligned}
\operatorname{Rem}\left(\beta_{r+1}\right) & =y^{\prime}(M-N) y=y^{\prime} T y \\
& =\left(X_{(1)},+X_{(2)} \beta+e\right): T\left(X_{(1)} \gamma+X_{(2)} \beta+e\right) \\
& =\left(X_{r+1} \beta_{r+1}+e\right) \cdot T\left(X_{r+1} \beta_{r+1}+e\right)
\end{aligned}
$$

Therefore

$$
E\left(\operatorname{Rem}\left(\beta_{I+1}\right)\right)=\operatorname{tr} T\left(X_{r+1} x_{z+1}^{2} \sigma_{I+1}^{2}+I \sigma_{K+1}^{2}\right)
$$

Suppose we equate $E\left(\operatorname{Rem}\left(\beta_{r+i}\right)\right)$ and the corresponding Rem $\left(\beta_{r+i}\right)$ values in the way described; we obtain

$$
\left[\begin{array}{c}
E\left(\operatorname{Rem}\left(\beta_{r+1}\right)\right) \\
E\left(\operatorname{Rem}\left(\beta_{I+2}\right)\right) \\
\cdot \cdot \cdot \\
E\left(\operatorname{Rem}\left(\beta_{k+1}\right)\right)
\end{array}\right]=\left[\begin{array}{lll}
u_{11} & & u_{1 k-r} \\
u_{22} & & \\
& \cdot & \cdot \\
& & u_{k-r, k-r}
\end{array}\right]\left[\begin{array}{c}
\sigma_{r+1}^{2} \\
\sigma_{r+2}^{2} \\
\cdot \\
\sigma_{\underline{k}+1}^{2}
\end{array}\right]
$$

Then

$$
\left(\begin{array}{c}
\hat{\sigma}_{r+1}^{2} \\
\hat{\sigma}_{I+2}^{2} \\
\cdot \\
\hat{\sigma}_{\mathrm{k}+1}^{2}
\end{array}\right]=\left\{\begin{array}{cc}
u^{I I} & u^{I, k-I} \\
u^{22} & \\
\cdot & \cdot \\
\operatorname{Rem}\left(\beta_{I+2}\right) \\
\operatorname{Rem}\left(\beta_{k+1}\right)
\end{array}\right]
$$

We require for example a general formula for

$$
\operatorname{Cov}\left(\operatorname{Rew}\left(\beta_{r+i}\right), \operatorname{Rew}\left(\beta_{r+j}\right)\right)(i, j=1, \ldots k-r+1)
$$

and it is one purpose of the present chapter to obtain such a formuia. We shail then de in a position to obtain the covariance matrix of the vector of estimators $\left(\hat{\sigma}_{\mathrm{r}+1}^{2}, \ldots, \hat{\sigma}_{\mathrm{K}+1}^{2}\right)$ ) and we shall be in a position to make comparisons between estimators given by Method 3 and those that may be supplied by another method. In the section $B$ we shall consider one other method of estimation in a random model that has fixed concomitants added.to it, and will also find variances of some possible estimators in that case.
2. Variances and covariances of quadratic forms in mixed and random models
a. Introduction The approach followed is related to the one of David and Johnston (1951, 1952). It is, however, more generai in that it applies, for example, to random classification models and it does not require the classification matrices to be expressed in full-rank form.

Ciearly when method 3 of Hencerson (1953) is appiiec to 2 mixed model, insofar as estimators of variance components are concerned it is possible to simplify all quadratic forms so that effectively they do not involve constant factors. Actually then, in practice, finding variances and covariances of mean squares given by this method is no different in principle from finding variances of mean squares in a random model. However, because there may de some intrinsic interest in the general formula for the variance of a quaciratic form arising in a mixed model we devote a section to obtaining such a form.

In sub-sub-section (b), to fix ideas, we consider finding the variance for a quadratic form in the case of a model involving a single random factor. In sub-sub-section (d) we consider a more general case of a quadratic form arising by Method 3 of Henderson (1953) in a model where $\beta_{j}$ (say) represents an interaction of two earlier occurring $\beta_{i}{ }^{\text { }} \mathrm{s}$. We arbitrarily restrict ourselves to classification models since these appear to be the primary area for application of these results. No difficulty is foreseen in extending the results to more general (regression) models.
b. Single random factor case Let the model be $y=x_{(1)}{ }^{\gamma+} x_{(2)} \beta+e$, where $\beta$ denotes a single random factor. The residual S.S. assuming all factors fixed is

$$
S_{a}=y^{\prime}(I-M) y=\left(X_{(1)^{\gamma}}+X(2) \beta+e\right)^{\prime}(I-M)\left(X_{(1)^{\gamma}}+X_{(2)} \beta^{+e}\right)
$$

where $M=X\left(X^{8} X\right) \div X^{8}$, and $X=X_{1} X_{2}$. Since $(I-M) X=0$, we have

$$
\begin{aligned}
& S_{a}=\left(X^{\prime}(2)^{\beta+e}\right)^{r}(I-M)(X(2) \beta+e)=e^{r}(I-M) e \text { and } \\
& E\left(S_{a}\right)=t=(I-M) \sigma_{e}^{2} .
\end{aligned}
$$

The minimum S.S. $H_{1}$ or the residual S.S. for a model that fits only the fixed factors is
$S_{f}=\left(X_{(1)^{\gamma+1}} X_{(2)} \beta+e\right) \cdot\left(I-X_{(1)}\left(X_{(1)}^{:} X_{(1)}\right) * X_{(1)}^{8}\right)\left(X_{(1)} \gamma+X_{(2)} \beta^{+e}\right)$
Write $X_{(1)}\left(X_{(1)}^{\prime} X_{(1)}\right) \times X_{(1)}^{\prime}=N$, then
$S_{\underline{f}}=(X(2) B+e):(I-N)(X(2) B+e)$.
The S.S. due to $\beta$ effects, eliminating $\gamma$ effects, is
$S_{I}=S_{f}-S_{a}=\left(X_{(2)} \beta+e\right)^{2}(M-N)\left(X_{(2)} \beta+e\right)$.
If we assume $E\left(b_{i} e_{i j}\right)=0$, we have

$$
\begin{aligned}
& \left.\left.E\left(S_{I}\right)=E\left(\beta^{2} X\right\}_{2}\right)(M-N) X_{(2)} \beta\right)+E\left(e^{2}(M-N) e\right) \\
& =\operatorname{tr}\left(X_{(2)}^{8} X\left(X^{8} X\right) * Y^{8} X_{(2)}{ }^{\left.-X_{(2)}^{8} X_{(1)}\left(X_{(1)}^{8} X_{(1)}\right) * X_{(1)}^{8} X_{(2)}\right)}\right. \\
& \therefore \sigma_{b}^{2}+\operatorname{tr}(M-N) \sigma_{e}^{2} \\
& =\operatorname{tr}\left(X_{(2)}^{8} X_{(2)}-X_{(2)}^{2} X_{(1)}^{\prime}\left(X_{(1)}^{q} X_{(1)}\right) * X_{(1)}^{2} X_{(2)}\right) \sigma_{b}^{2}+\operatorname{tr}(M-N) \sigma_{e}^{2} \text {. } \\
& =c \sigma_{b}^{2}+(r k(M)-\operatorname{Ik}(N)) \sigma_{e}^{2}
\end{aligned}
$$

where

$$
c=\operatorname{tr}\left(X_{(2)}^{8} X_{(2)}-X_{(2)}^{8} X_{(1)}\left(X_{(1)}^{8} X_{(1)}\right) * X_{(1)}^{8} X_{(2)}\right)
$$

Then $\quad \hat{\sigma}_{b}^{2}=\left\{S_{r}-\operatorname{tr}(M-N) / \operatorname{tr}(I-M) S_{a}\right\} / c$

$$
\begin{gathered}
=\left(S_{I}-d S_{a}\right) / c, \text { mincre } d=i r(M-N) / i r(i-M), \text { and } \\
\operatorname{Var}\left(\hat{\theta}_{b}^{2}\right)=\operatorname{Var}\left(S_{r}\right)+d^{2} \operatorname{Var}\left(S_{a}\right)-2 d \operatorname{Cov}\left(S_{r} S_{a}\right) / c^{2} .
\end{gathered}
$$

Let us consider obtaining $\operatorname{Var}\left(S_{r}\right)=E\left(S_{r}^{2}\right)-\left(E\left(S_{r}\right)\right)^{2}$
where $S_{I}$ is the quadratic form $\left(X_{(2)} \beta+e\right)$ : $(M-N)\left(X_{\left.(2)^{\beta+e}\right)}\right.$. Let us denote the matrix of the form by $\left\{n_{i j}\right\}$, the $i^{\text {th }}$ term of the vecior $\left(X_{(2)} \hat{\beta}+e\right)$ by $\left(X_{(2)}(\hat{j}+e)_{i}\right.$, and limit ourselves to classification models, i.e., the elements of $X$ are all 0 or 1 and there is only one non-zero term per row for $X_{(i)}$ matrices. Accordingly, $X_{(2)}$ (é can be strung out as a vector $\left(\dot{\beta}_{1}, \dot{\beta}_{2}, \ldots, \dot{\beta}_{n}\right) . \quad$ Now $S_{r}^{2}=\left(\sum_{i j}\left(n_{i j} \dot{\beta}_{i} \dot{\beta}_{j}+n_{i j} \dot{\beta}_{i} e_{j}+n_{i j} \dot{\beta}_{j} e_{i}+n_{i j} e_{i} e_{j}\right)\right)^{2}$. Our interest does not center on expanding $S_{r}^{2}$ with all $\dot{\beta}_{i}{ }^{\prime}{ }^{\prime}$ ( $i=1, \ldots, n$ ) distinct, but where $\dot{\hat{p}}_{i}, \ldots, \dot{\hat{\beta}}_{i+m}$ all equal $\beta_{i}$ (say). So when we expand $S_{r}^{2}$, we shall regard $X_{(2)} \beta$ to be strung out as a vector containing repetitive terms, say, $\left(\beta_{1}, \ldots \hat{e}_{1}, \beta_{2}, \ldots \beta_{2}, \beta_{3}, \ldots \beta_{3}, \ldots \beta_{b}\right)$ (V.A.2) where the subvectors $\left(\beta_{i}, \ldots, \beta_{i}\right)$ are of dimensions determined by the siructure of the experiment, the number of factors, repetitions, and so on.

The four top left-hand corner blocks of the full $n \times n$ matrix of a more complete representation of $\sum_{i j} n_{i j} \dot{e}_{i} \dot{B}_{j}$ and $\sum_{i j} n_{i j} \dot{\beta}_{i}{ }^{e}{ }_{j}$ are written out below. It is assumed that the dimension of
$\left(\beta_{1} \ldots \beta_{1}\right)^{\prime}$ is $亡$, and the dimension of $\left(\hat{\beta}_{2} \ldots \hat{\beta}_{2}\right)$ : is $t:$.
We obtain

and


Ignoring the $\beta_{i} \beta_{j}$ terms in the zepresentation (V.A.3) we represent the partition of $\left\{n_{i j}\right\}$ thereby indicated by

$$
\left\{\begin{array}{l}
N_{11} N_{12} \cdot \\
N_{21} N_{22} \cdot \\
N_{1 k} \\
N_{k 1} N_{k 2} \cdot
\end{array} e N_{\mathrm{kk}}\right\}_{n \times n} \quad \text { (V.A.5) }
$$

We have not written out a more complete representation for $\sum_{i j} n_{j} \dot{\beta}_{j} e{ }_{i}$ because of the similarity between its representation and the one for $\sum_{i j} n_{i j} \dot{\beta}_{i} e_{j}$. There is no need to write out a comparable representation for $\sum_{i j} n_{i j} e_{i} e_{j}$ because $E\left(e_{i} e_{i}{ }^{2}\right)=0\left(i \neq i^{2}\right)$.

In the representations (V.A.3) and (V.A.5) we note that the factor determining the subdivision is the definite dimension of each of the subvectors $\left(\beta_{i}, \ldots, \beta_{i}\right)$ : that comprise $X_{(2)} \beta_{\text {. When the }}$ two factors are not the same as in (V.A.4) the vertical subdivision is determined by $e_{i}{ }^{\prime} s$, all of which are different, so the partition reflects this, while the horizontal partition is determined by $\beta_{j}{ }^{\prime} s$. In later sections, when we.consider the case of several random factors, we shall introduce the terminology of a $\hat{\beta}$-partition (and a ( $\beta, \epsilon$ )-partition) to distinguish possibly different subdivisions of $\left\{n_{i j}\right\}$ of the type (V.A.3) and (V.A.4) resspectively, that are induced by different random factors (and sets of two random factors). Of course in the present case there is only one ( $\beta$ ) subdivision that need concern us namely (V.A.5); we do not therefore really need to identify it as
being the $\hat{\beta}$-partition. Partitions invoiving $e_{i}{ }^{\text {T }}$ will usually not be written down explicitiy because of the special nature of the $e$ vector.

Consider expanding the expression for ( $S_{I}^{2}$ ). $\beta_{i}^{4}$ terms can arise by squaring any and all terms represented by $N_{i i}$ in (V.A.5). There are doubtless numerous ways to represent the totality of such terms; we think the following both concise and informative. The terms in $\beta_{i}^{4}$ are given by $\sum_{r} N_{r} \beta_{r}{ }^{4}$, where $N_{I}$ is the sum of all terms of the matrix of direct products $N_{r r} @ N_{r r}$ where $N_{I X}{ }^{\prime} \leq$ are diagonal blocks of partitioned matrices identified by (V.A.5), for example. Terms involving $\beta_{r}^{2} \beta_{S}^{2}$ can be obtained in two ways. Included in the expansion of $E\left(S_{r}\right)^{2}$ are the two terms $\sum_{r S} \mathcal{F}_{M_{I S}} \beta_{I}^{2} \beta_{S}^{2}$ and $\sum_{r s}^{\neq} J_{r s} \beta_{r}^{2} \beta_{s}^{2}$ where $M_{r s}$ is two times the sum of all terms of the direct product $N_{I r} \otimes N_{s S}(r \neq s)$, and assuming $\left\{n_{i j}\right\}$ is symmetric, $J_{r s}$ is two times the sum of all terms of the direct product $N_{r s} \otimes N_{r s}$ (rf:s). The terms with non-zero expectation in $e_{i}{ }^{\prime} s$ are

$$
\operatorname{mn}_{i}^{2} e_{i}^{4}, 2 \sum_{i j}^{\neq} n_{i i} n_{j j} e_{i}^{2} e_{j}^{2} \text { and } 2 \sum_{i j}^{\neq} n_{i j}^{2} e_{i}^{2} e_{j}^{2}
$$

The terms in $e_{i}{ }^{\prime} s$ and $\beta_{j}{ }^{\prime} s$ are $\sum_{i r} L_{i r} \beta_{r}^{2} e_{i}^{2}$ and $\sum_{i r} F_{i r} \beta_{r}^{2} e_{i}^{2}$, where the terms $I_{i r}$ are two times the sum of all terms of the direct product $N_{r r} \& n_{i i}$, and where the terms $F_{i r}$ are
the sums of the matrix vector direct product

$$
(\beta, e)\left\{\underline{n}_{I_{i}}\right\} \otimes(\beta, e)\left\{n_{I_{I_{i}}}\right\} \quad(V . A . S)
$$

where by this notation $(\beta, e)\left\{n_{r_{i}}\right\}$ we mean to indicate that $\left\{n_{r}\right\}$ are in fact columns of the $N_{r s}$ matrices and therefore have their dimension determined by these ( $N_{r s}$ ) matrices and indirectiy by the $\beta$-subdivision; their columin partitioning (i.e. every coiumn singiy) is determined by $e_{i}$ :s.

To simplify expressions we use cumuiants, described by Fisher (1930). The moment generating function of a probability law $\varnothing(x)$ is a function $M$ defined for all real numbers $t$ by

$$
M=\int e^{t x} \phi(x) d x
$$

where integration is over the domain of x . Then $\mathrm{K}=\log \mathrm{M}$ is the cumulant generating function of the probability law. $K$ may be expanded in terms of moments, i.e., $u_{r}{ }^{\text {i }} \mathrm{s}$ where $u_{I}=\int x^{I} \phi(x) d x$ or in terms of defined functions of $u_{r}$ 's denoted by $\mathrm{K}_{\mathrm{i}}{ }^{\text {i }} \mathrm{s}$ or cumulants. Thus, for example, $\mathrm{K}_{1}=\mathrm{u}_{1}$, $K_{2}=u_{2}-u_{1}^{2}, K_{3}=u_{3}-3 u_{1} u_{2}+2 u_{1}^{3}$ and $K_{4}=u_{4}-6 u_{2} u_{1}{ }^{2}+$ $3 u_{2}^{2}+8 u_{3} u_{1}-6 u_{1}^{4}$. When $u_{1}=0$, we have $K_{1}=u_{1}=0$, $K_{2}=u_{2}, K_{3}=u_{3}$ and $K_{4}=u_{4}+3 u_{2}^{2}$.

In what follows the second subscript to a $K_{i}$ will denote to which variable a particular cumulant refers. Thus $K_{2 i}$ denotes $E\left(e_{i}{ }^{2}\right)-\left(E e_{i}\right)^{2}=\operatorname{Var}\left(e_{i}\right)$.

$$
\begin{aligned}
& \text { Now }\left(E S_{r}\right)^{2}=\left(\sum_{i} n_{i} K_{2 i}+\sum_{i j} n_{i j} E\left(\eta_{i} \beta_{j}\right)\right)^{2} \\
& =\sum_{i} n_{i i}^{2}\left(K_{2 i}\right)^{2}+2 \sum_{i j}^{f} n_{i i} n_{j j} K_{2 i} K_{2 j} \\
& +\sum_{I S}^{\mathcal{F}_{M}}{ }_{I S} K_{2 \beta_{r}} K_{2 \beta_{s}}+\sum_{i I} I_{i r^{\prime}} K_{2 \beta_{s}} K_{2 i} \text { 。 }
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\operatorname{Var}\left(S_{r}\right)= & \sum_{i} n_{i i}^{2}\left(E_{i}^{4}-\left(K_{2 i}\right)^{2}\right)+2 \sum_{i j}^{\neq} n_{i j}^{2} K_{2 i} K_{2 j} \\
& +\sum_{r} N_{r}\left(E\left(\beta_{I}^{4}\right)-\left(K_{2} \beta_{I}\right)^{2}\right)+\sum_{r s}^{\neq} J_{r s} K_{2 \beta_{I}} K_{2} \beta_{s} \\
& +\sum_{i r} F_{i r} K_{2 \beta_{I}} K_{2 i} .
\end{aligned}
$$

In cumulant notation we have

$$
\begin{aligned}
\operatorname{Var}\left(S_{r}\right)= & K\left(S_{r}^{2}\right)=\sum_{i} n_{i i}{ }^{2} K_{4 i}+2 \sum_{i j} n_{i j}{ }^{2} K_{2 i} K_{2 j} \\
& +\sum_{r} N_{r} K_{4 \beta_{r}}+\sum_{r s} J_{r s} K_{2} \hat{\beta}_{r} K_{2} \hat{\beta}_{s}+\sum_{i r} F_{i r} K_{2 \beta_{r}} K_{2 i}
\end{aligned}
$$

Now

$$
K\left(S_{a}^{2}\right)=K\left(\sum_{i j} m_{i j} e_{i} e_{j}\right)^{2} \quad \text { where }\{m i j\}=(I-M)
$$

By analogy with part of the above result we have

$$
K\left(S_{a}{ }^{2}\right)=\sum_{i} m_{i i}{ }^{2} K_{4 i}+2 \sum_{i j} m_{i j}{ }^{2} K_{2 i} K_{2 j}
$$

We also have

$$
\begin{aligned}
K\left(S_{a} S_{r}\right)= & \sum_{i} m_{i i} n_{i i} K_{4 i}+\underset{i j}{2 \sum_{i j}{ }^{n} i j} K_{2 i} K_{2 j} \\
& +\sum_{i r} F^{*}{ }_{i r} K_{2} \beta_{r} K_{2 i} \text { where } F_{i r}{ }^{*}
\end{aligned}
$$

is two times the sum of terms of the matrix vector direct
product

$$
\left(\beta, \text { e) }\left\{m_{I i}\right\} \otimes(\beta, e)\left\{n_{I i}\right\}\right.
$$

We note that if $\mathrm{K}_{2}=$ a constant independent of $i$ then $2 \Sigma \mathrm{~m}_{i} \mathrm{n}_{\mathrm{ij}} \mathrm{K}_{2 \mathrm{i} K_{2 j}}=2 \mathrm{~K}_{2 i} \mathrm{~K}_{2 j} \operatorname{tr}(M N)=0$. Under an assumption of normality $K_{4 i}=0$ and the final term of $K\left(S_{r} S_{a}\right)$ also vanishes because $E\left(\hat{\beta}_{I_{i}} \beta_{r} e_{i}\right)=E\left(\beta_{r} e_{i}\right)\left(E \beta_{r} e_{i}\right)=0$.

In general, we have

$$
\begin{aligned}
& \operatorname{Var}\left(\hat{\sigma}_{b}^{2}\right)=\left\{\sum_{i} n_{i j} K_{4 i}+2 \sum_{i j} n_{i j}{ }^{2} K_{2 i} K_{2 j}+\sum_{I} N_{i} K_{4} \beta_{I}\right. \\
& +\sum_{i S} J_{r s} K_{2} \beta_{i} K_{2 \beta} \beta_{s}+\sum_{i=} F_{i r} K_{2} \beta_{r} K_{2 i}+d^{2}\left(\sum_{i} m_{i i}{ }^{2} K_{4 i}\right. \\
& \left.+2 \sum_{i j} m_{i j}{ }^{2} K_{2 i} K_{2 j}\right)-2 d\left(\sum_{i} m_{i i} n_{i i} K_{4 i}+\sum_{i r} F_{i r} K_{2}\left(K_{I} K_{2 i}\right)\right\} / c^{2} .
\end{aligned}
$$

In the event that we can assume $K_{4 i}=K_{4} \beta_{r}=0$, some simplification is possible but the expression remains computationally speaking a rather formidable one:

$$
\begin{aligned}
& \begin{cases}2 & \sum_{i j}\left(n_{i j}{ }^{2}+d^{2} m_{i j}\right) K_{2 i} K_{2 j} \\
+ & \left.\sum_{r s} J_{r s} K_{2} \beta_{r} K_{2 \beta_{s}}+\sum_{i r}\left(F_{i r}-2 d F_{i r}{ }^{\star}\right) K_{2} \beta_{r j} K_{2 i}\right\} / c^{2}\end{cases}
\end{aligned}
$$

If $e_{i j}{ }^{\text {'s }} \mathrm{s}$ are $N\left(0, \sigma^{2}\right)$ and $b_{i}^{\prime}$ 's are $N\left(0, \sigma_{b}^{2}\right)$, $V\left(\hat{\sigma}_{b}^{2}\right)=1 / c^{2}\left\{2 \sum_{i j}\left(n_{i j}^{2}+d^{2} m_{i j}\right) \sigma^{4}+\sum_{I S} J_{r s} \sigma_{b}^{4}\right\} \quad$ (V.A.6) We shall later mention an alternative method of deriving (V.A.6).
c. Generai forms for variances and covariances of quadratic forms in mixed mogeis we now exterid the resuits of sub-sub-section $b$ to the case of the variance of $a$ quadratic form of the type
 where by $X_{(I)} \gamma$ we represent the constant effects in the model and $X_{r+1} \beta, X_{r+2} \delta$, and so on are random elements. The first generalization over the results of the previous sub-sub-section that we make is therefore to accomodate several randou factors. Secondiy we shail regard $N$ as a generai matrix, and not necessarily require that $N$ be a projection operator on some space of $X_{i}$ matrices.

For reascns of convenience and manageability we restrict ourselves to classification experiment models. Then $\left(X_{I+I} \beta+\ldots+X_{K} \in\right)$ can be rewritten

where $\beta_{i}$ is the effect of the $i^{\text {th }}$ level of the first random
factor representec by $\hat{\beta}, \delta_{i}$ is the $i^{\text {th }}$ Iever of the second =andom factor represented by $\delta$ and so on and of course the muitipicities of $\beta_{i}$ and $\delta_{i}$ are completely unselated to one another. In more general regression models it would be necessary to include functional parameter coefficients in the matrix $\left\{n_{i j}\right\}$ that would undergo partitioning. Write $\left\{n_{i j}\right\}$ to represent the matrix of the quadratic form $N$ and represent $X_{(1)}$ b by a vector $A_{i}$.

In sub-sub section $b$, when considering only one random effect (apart from e) we had need of a "partitioning" of the matrix of the quadratic form (see for e.g. (V.A.5)) in accordance with the number of different values assumed by $\beta$ and depending on the multiplicities of such values. We shail have reason to make use of various different "partitionings ${ }^{\prime \prime}$ according to $\beta, \dot{\delta}, \ldots, \in$ respectively in the present case, so it will be convenient to label a particular partitioning according to the vector to which it corresponds. Thus a $e$-partitioning of $\left\{n_{i j}\right\}$ refers to a blocking of rows and columns of $\left\{n_{i j}\right\}$ according to the multiplicities of different $\beta_{i}$ values. Obviousiy this will sometimes require rearrangement of rows and columns of $\left\{n_{i j}\right\}$. There will be as many $\beta$-partitionings as there are random factors less one, since it is not necessary to write one out for e. We shail also have to contend with double partitionings of two types, namely $(\beta, \epsilon)$ and $(\beta, e)$. We define the former later.

$$
\begin{aligned}
& \text { Now } K\left(S_{i}^{2}\right)=K\left(\sum _ { i j } n _ { i j } \left(\hat{e}_{i} \hat{P}_{j}+\hat{\beta}_{i} \delta_{j}+\ldots+\hat{\hat{Q}}_{i} \epsilon_{j}+\hat{\beta}_{i} e_{j}+\hat{\beta}_{i} A_{j}\right.\right. \\
& +\delta_{i} \beta_{j}+\delta_{i} \delta_{i}+\ldots+\delta_{i} E_{j}+\delta_{i} e_{j}+\delta_{i} A_{j}+ \\
& +e_{i} \beta_{j}+\ldots+e_{i} \epsilon_{j}+e_{i} e_{j}+e_{i} A_{j} \\
& \left.\left.+A_{i} B_{j}+\ldots+A_{i} \epsilon_{j}+A_{i} e_{j}+A_{i} A_{j}\right)\right)^{2} .
\end{aligned}
$$

By the use of an evaluation process fimiliar to the one followed in sub-sub-section $b$ and in particular by making reference to the representations (V.A.3) and (V.A.5) it is apparent that instead of $\Sigma N_{r} K_{4} \beta_{r}$ we have $\sum_{\beta} \sum_{I} N_{I}(\beta)^{K_{4}} \hat{P}_{r}$ where summation $\beta$ is over all $\beta$-partitions, and where $N_{r}(\beta)$ represents the sum of all terms of the matrix of direct products

$$
(\Leftrightarrow) N_{I r} \otimes(\theta) N_{I I}
$$

Likewise instead of $\sum_{I S} J_{I S} K_{2} \beta_{I} K_{2 \beta_{S}}$ we now have $\sum_{\beta I S} \Sigma J_{I S}(\beta)^{K_{2}} \beta_{I} K_{2 \beta_{S}} \quad$ where $J_{r s}(\beta)$ is two times the sum of all terms of the direct product $(\beta) N_{r s} Q(\beta) N_{r s}(r \neq s)$.

Terms arising from $\beta_{i}^{2} \delta_{j}^{2}$, which do not have a counterpart in sub-sub-section $b$, are given by $\bar{J}_{\text {rs }}(\beta \delta) K_{2} \beta_{r} K_{2} \delta_{s}$ where $\bar{J}_{r S}(\beta \varepsilon)$ is two times the sum of ail elements of the direct product of matrices $(\beta, \delta) M_{I s} \otimes(\beta, \delta) M_{r s}$; by $(\beta, \delta) M_{r s}$ we mean a horizontal partitioning according to $\beta$ and a
vertical partitioning according to $\delta$. See (y.A.6) for an example where we have aineady made use of this type of (double) partitioning. The term representing ali product pairs of random elements of the above type is $\sum_{\beta \delta} \sum_{r S} \vec{J}_{r s}(\beta \delta) K_{2 \beta} K_{2} \delta_{s}$. The only term in $E^{\prime} s$ and $e^{2} s$ that need concern us, since the others will cancel, is the one that replaces $\sum_{i r} \mathrm{~F}_{\mathrm{ir}} \mathrm{K}_{2 \mathcal{B}_{r}} \mathrm{~K}_{2 i}$ namely $\sum_{\beta} \sum_{i r} F_{i r}(\beta) K_{2 \beta_{r}} K_{2 i}$ where the terms $F_{i r}(\beta)$ are the sums of the direct product $(\beta, e)\left\{n_{n_{i}}\right\} \otimes(\beta, e)\left\{n_{r i}\right\}$ where the vectors $n_{r i}$ are columns of $(\beta) N_{r S}$, i.e., the horizontal partitioning is according to the random parameter $\hat{\beta}$, the vertical one according to e. Since the terms in $K_{4 i}$ and $\mathrm{K}_{2 \mathrm{i}} \mathrm{K}_{2} \mathrm{j}$ will be the same as in the above sub-sub section we do not repeat them here.

Finally we must concern ourselves with the terms that involve the constant vector $A_{i}$ and that enter the expression $\left(S_{I}^{2}\right)$. These are $\underset{i j}{\left.2 \sum_{i j} m_{i j} A_{j} e_{i}^{3}, \underset{i}{\sum\left(m_{j}\right.}{ }_{j} A_{j}\right)^{2} e_{i}^{2}, 2 \sum_{r i} D_{r i}(\beta) A_{i} \beta_{r}^{3}, ~}$ and $\sum_{r i} F_{i r}(\beta) A_{i}^{2} \beta_{r}^{2} ; D_{r i}(\beta)$ is the sum of terms of the direct product of matrix and vector $(\beta) N_{r r} \otimes(\beta, e)\left\{n_{I i}\right\}$, where the vectors $\left\{n_{r i}\right\}$ are columns of $N_{r s}$ 's i.e. the column partition-. ing is according to the random parameter $\beta$, and where $F_{i r}$ was previously defined.

```
The final result is:
```

$$
\begin{aligned}
& K\left(S_{I}^{2}\right)=\sum_{i} m_{i i}{ }^{2} K_{4 i}+\underset{i j}{ } \sum_{i j}{ }^{2} K_{2 i} K_{2 j}+\sum_{\beta}{\underset{Y}{I}}^{N_{r}(\beta)^{K_{4 \beta}} \beta_{I}} \\
& \left.+\sum_{\beta} \sum_{r s} J_{r s}(\beta)^{K_{2}} \beta_{r} K_{2} \beta_{s}+\sum_{\beta} \sum_{i r} F_{i r}(\beta)^{K_{2}} \beta_{r} K_{2 i}{ }_{\beta}^{i} \sum_{i \delta} \sum_{r s} \bar{J}_{r s} \beta \delta\right)_{2} \beta_{r} K_{2 \delta_{s}} \\
& +\sum_{i j} m_{i i} m_{i j} A_{j} K_{3 i}+2 \sum_{i}\left(\underset{j}{\sum m_{i j}} A_{j}\right)^{2} K_{2 i} \\
& +\sum_{\beta} \sum_{r i} D_{r i}(\beta) A_{i} K_{3} \beta_{I}+\sum_{i r} \sum_{i r} A_{i}^{2} K_{2 \beta} .
\end{aligned}
$$

If we make the assumptions that 211 zandom effects have zero mean and their own constant respective variances, $K\left(S_{r}^{2}\right)$ is

$$
\begin{aligned}
& \left.+\sum_{\beta} \sum_{r S} J_{r S}(\beta) K_{2 \beta_{r}} K_{2 \beta_{s}}+\sum_{\beta} \sum_{i r} F_{i r} A_{i}^{2} K_{2 \beta_{r}}+\sum_{r S} \sum_{r S} \bar{J}_{r s} \beta \delta\right)^{K_{2} \beta_{r}} K_{2} \delta_{s} \\
& \text { (V.A.8). }
\end{aligned}
$$

We next consider obtaining a general form for the covariance of two quadratic forms of the type (say)
$\left(X_{(1) \gamma}{ }^{\prime} X_{r+1} \beta+X_{r+2} \delta+\ldots+X_{k} \in+e\right)^{\prime} M\left(X_{(1)^{\gamma}}+X_{r+1} \beta+X_{r+2} \delta+\ldots+X_{k} \in+e\right)$ and
$\left(X_{(1)^{\gamma}}{ }^{\gamma+X_{r+1} \beta}+\ldots \ldots+X_{k} \epsilon+e\right)^{s} N\left(X_{(1}\right)^{\left.\gamma+X_{r+1} \beta+\ldots \ldots+X_{k} \epsilon+e\right) .}$
The form of this covariance is the same as the variance formuia above except that coefficient terms like $N_{I}(\beta), J_{r s}(\beta)$ and so on are replaced by $N_{r}^{*}(\beta)$, $J_{r s(\beta)}^{*}$ etc. where starred terms arise from sums of direct products of matrices of the type

$$
(\beta) M_{I r} \otimes(\beta) N_{r r} \text { and }(\beta, e)\left\{m_{I i}\right\} \otimes(\beta, e)\left\{n_{I i}\right\} \text { for }
$$ example, witt similer restrictions to those that were placed on corresponding expressions involving only $N_{r r}$ and $\left\{n_{r i}\right\}$ terms in the variance formula.

It can be shown that

$$
\begin{aligned}
& K\left(S_{r} S_{a}\right)=\sum_{i} m_{i i} n_{i i} K_{4 i}+2 \sum_{i j} m_{i j} n_{i j} K_{2 i} K_{2 j} \\
& +\sum_{\beta I} \sum M_{I}^{*}(\beta)^{K} 4 \beta_{I}+\sum_{\beta} \sum_{I S} J_{I S}^{*}(\beta)^{K_{2} \beta_{I} K_{2 \beta} \beta_{S}} \\
& +\sum_{\beta} \sum_{i I} F_{i x(\beta)}^{*} K_{2 \beta r} K_{2 i}+\sum_{\beta \delta} \sum_{I S} \bar{J}_{I S}^{*}(\beta \delta) K_{2 \beta_{I}} K_{2 s_{S}} \\
& +\sum_{i j} m_{i j} n_{i j} A_{j} K_{3 i}+2 \sum_{i}\left(\sum n_{j}{ }_{j} A_{j}\right)\left(\sum_{j} m_{i j} A_{j}\right) K_{2 i} \\
& +\sum_{\beta \cdot i r} \sum_{i r(\beta)} A_{i} K_{3 \beta_{r}}+\sum_{\beta} \sum_{r i} B_{r i}^{*} K_{2 \beta_{r}} \quad \text { (V.A.9). }
\end{aligned}
$$

d. Special cases One of the advantages of the fitting constants method described in sub-section 1 in a mixed model comes about as a direct consequence of the way the method is constructed; we shall demonstrate firstly the considerable simplification of some, of the formulae of submsubsection $c$ that are possible with this method. In sub-subsection e we give an alternative formula that is appropriate when normality is assumed.

In sub-section 1 we indicated that

where

$$
x=\left(x_{0} x_{1} \ldots x_{x} x_{r+1} \ldots x_{k}\right)
$$

and

$$
\bar{x}=\left(x_{0} x_{1} \ldots x_{r} x_{r+2} \ldots x_{k}\right)
$$

Write $\mathrm{X}\left(\mathrm{X}^{\mathrm{s}} \mathrm{X}\right) * \mathrm{X}^{r}=\mathrm{M}, \quad \overline{\mathrm{X}}\left(\overline{\mathrm{X}}{ }^{r} \overline{\mathrm{X}}\right) \star \bar{X}^{r}=\mathrm{N}$
Now $\operatorname{Rem}\left(\beta_{r+1}\right)=\operatorname{Rem}(\beta)$
$\left.=\left(X_{(1}\right)^{\gamma+X_{1+1}} \beta^{+} \ldots X_{k} E+e\right) \cdot(M-N)\left(X_{(1)^{\gamma}+X_{2+1} \beta^{2}+\ldots+X_{h} E+e}\right)$
$=\left(X_{r+i} \hat{R}+e\right) \cdot(M-N)\left(X_{r+i} \hat{i}+e\right)$.
We considered the variance of a form of this type in sub-sub-section $b$; in general then, variances of estimators of variance components in models that fit the requirements cause no problem. Although this is not usually specified, the extreme simplification found above will only arise in general in a classification model that does not involve interaction terms. We require some further specifications in order to deal with models of the latter type. One specification, for example, might be that when we fit ignoring an effect "A" say then we imply that interactions that involve ":A" are to be ignored also. A residual s.s. that might then be obtained is (say) Rem $\left(\beta_{j}, \ldots, \hat{e}_{k}\right)=\left(X_{j} \omega+\ldots X_{k} \epsilon+e\right) \cdot(M-C)$

$$
\left(x_{j} \omega+\ldots+x_{k} \in+e\right) \quad \text { (V.A.10) }
$$

where $c=\dot{x}\left(\dot{x}^{2} \dot{x}\right) * \dot{x}$, and $\dot{x}=\left(x_{0} x_{1} \cdot x_{j-1} x_{j+1} \ldots x_{k-1}\right)$

For =easons of convenience and manageability we restrict OuIseivas to ciassifiミation type models, whezein all the terms of the $X_{j}$ matrices are either zero or one. Then $\left(X_{j} \omega+\ldots+X_{k} \in+e\right)$ can be written

$$
\left[\begin{array}{c}
\omega_{1} \\
\omega_{1} \\
\omega_{1} \\
\omega_{1} \\
\omega_{2} \\
\cdot \\
\cdot \\
\omega_{r}
\end{array}\right]+\left[\begin{array}{c}
\lambda_{1} \\
\lambda_{1} \\
\lambda_{2} \\
\lambda_{2} \\
\lambda_{3} \\
0 \\
\lambda_{m}
\end{array}\right]+\cdots \quad \cdot\left[\begin{array}{c}
\epsilon_{1} \\
\epsilon_{2} \\
\cdot \\
\cdot \\
\cdot \\
\cdot \\
\epsilon_{n}
\end{array}\right]
$$

where $\omega_{i}$ is the effect of the $i^{\text {th }}$ level of the $1^{\text {st }}$ random factor represented by $\omega, \lambda_{i}$ is the $i^{\text {th }}$ level of the second random factor represented by $\lambda$ and so on, and of course the multiplicities of $\omega_{i}$ and $\lambda_{i}$ are quite definite, but complete1y unrelated to one another.

The crucial point to note about this subdivision is that $\lambda$ (say) is "nested" in $\omega$ in the sense that one or more levels of $\lambda$, will occur with a single level of $\omega$. We attempted to emphasize this point in stringing out the individual vector components of $\left(X_{j} \omega+\ldots X_{k} \epsilon\right)$ above.

Write $\left\{m_{i j}\right\}$ to represent the matrix of the quadratic form $X\left(X^{2} X\right) * X^{2}-\dot{X}(\dot{X} \dot{X}) * \dot{X}^{2}=(M-C)$. The similarity with the
one matrix of the general form of the previous section is incidental. They are, needless to say, not necessarily the same. The required variance formula is then easily seen to be a simplified version of the general variance formula obtained in the previous section. In fact using similar notation, with the difference that partitionings are summed only over such factors as occur in the expression (V.A.10) we

 (V.A.11)

The covariance of two different but overlapping quadratic forms of the type (V.A.10) with matrices "(M-C)" and "(M-D)" which for convenience we denote by $M$ and $N$ respectively is

$$
\begin{aligned}
& K\left(S_{r} S_{S}\right)=\sum_{i} m_{i i} n_{i i} K_{4 i}+2 \sum_{i j} m_{i j} n_{i j} K_{2 i} K_{2 j}+\sum_{i} \sum_{I} N^{*}{ }_{I}(w) K_{4} \omega_{I}
\end{aligned}
$$ (V.A.12)

where the starred terms are similar to unstarred ones in form, however the direct products involve $M_{r s}$ and $N_{r s}$ matrices and such terms need only be considered when both quacratic forms involve similar random factors.

气. Vaitiance and covariance of certain guadratic forms in normal variates The question arises whether we could obtain variances more easily by some other method, possibly by making more assumptions.

For convenient reference we restate first some results derived by other workers in the case where variates are assumed normaily distributed which are probabiy easier to apply than tinose of sub-sub-sections $a, b$, and $c$ for example. There are two major results for the following two cases:
i) $y^{\prime}$ s are assumed to have zero (or constant) means and covariance $V$
ii) $y^{\prime}$ s have non-zero mean and covariance $V$.

In case i) which is a special case of ii) we have, for positive definite matrices $A$ and $B$,

$$
\begin{aligned}
& \operatorname{Var}\left(y^{\prime} A y\right)=2 \operatorname{tr}(A V)^{2} \text { and } \\
& \operatorname{Cov}\left(y^{8} A y, y^{\mp} B y\right)=2 \operatorname{tr}(A V B V) .
\end{aligned}
$$

An early reference to the latter result, which of course implies the former when $A=B$, is Matern (1949); it would come as no surprise however to hear that priority belonged to someone else. The forms for cumulants of $y^{\prime} A y$ and joint.
 Case ii) is implicit in a result stated, eg., by Plackett (1960), page 18. If $y$ is multivariate normal ( $\eta, V$ ) then the characteristic function of the quadratic form $y^{2} A y$ is

$$
\phi(t)=\mid \text { I-2itAV }\left.\right|^{-\frac{1}{2}} \exp \left\{-\frac{1}{2} \eta^{!} V^{-1} \eta+\frac{1}{2} \eta^{p} v^{-1}\left(V^{-1}-2 i t A\right)^{-1} V^{-1} \eta\right\}
$$

Theoretically we should be able to find all the moments of $y^{\prime} A y$ from this expression, however no one appears to have proceeded in this way.

In tinis section we reiate the resuits of (V.A.il) and (V.A.12) to those mentioned in case (i).

Suppose that the quadratic form $\operatorname{Rem}\left(\beta_{j}, \ldots, \beta_{k}\right)$ is reducible to $z^{\prime}(M-C) z$ where $E(z)=0$ and $E\left(z z^{\circ}\right)=$

$$
E\left(X_{j} \omega+\ldots+X_{k} \in+e\right)\left(X_{j} \omega+\ldots+X_{k} \in+e\right):=2
$$

Consequentiy $\operatorname{Var}\left(\operatorname{Rem}\left(\beta_{j}, \ldots, \beta_{k}\right)\right)=2 \operatorname{tr}((M-C) Z)^{2}$ and under normality we have a simple method for obtaining the counterpart of (V.A.II).

Let us consider a similar counterpart for (V.A.12). Lei $\left.\operatorname{Rem}\left(\beta_{j}, \ldots, \beta_{k}\right)\right)$ and $\operatorname{Rem}\left(\beta_{i}, \ldots, \beta_{i}\right)$ be two overlapping S.S.S: Suppose Rem $\left(\beta_{j}, \ldots, ; \beta_{k}\right)=z^{2}(M-C) z$ (as above) and $\operatorname{Rem}\left(\beta_{i}, \ldots, \beta_{1}\right)=w^{8}(M-D) w(s a y)$ where $E(w)=c$, and

$$
E\left(W w^{z}\right)=E\left(X_{i} p+\ldots+X_{1} \tau+e\right)\left(X_{i} p+\ldots+X_{1} \tau+e\right)^{s}
$$

We have given the general formula for $\operatorname{Cov}\left(\operatorname{Rem}\left(\beta_{j}, \ldots, \beta_{k}\right)\right.$, $\left.\operatorname{Rem}\left(\beta_{i}, \ldots, \beta_{1}\right)\right)$, i.e., (V.A.12). We now show that if we assume normalitiy, the following more compact formulation may be used to determine the required covariance. The covariance between two quadratic forms, one in $z$, distributed as $N(0, Z)$, the other in $w$, distributed as $N(O, W)$, where $z$ and $w$ are vectors of the same order, is $\operatorname{Cov}\left(z^{\prime} Q z, w^{2} P W\right)=2 \operatorname{tr}(Q Z P W)$
(V.A. 13)

We prove this by shoming that (V.A.13) gives the same result term by term as does the more general form (V.A.12), when $K$ 's of order greater than two in the latter form are taken to be zero.

We have $Z=B\left(X_{j} \omega+\ldots+X_{k} \in+e\right)\left(X_{j} \omega+\ldots+X_{k} \in+e\right)^{2}$. The elements of $Z$ that are contributed by different components (i.e. $\dddot{X}_{j} \omega^{i s}$ ) are of a special "nested" nature. Thus all terms contributed by $X_{k} \in$ occur in positions that already have a contribution. In the representation of the four top left-hand corner blocks of $Z$, determined by the $\omega$-partition, we try to emphasize this point. Thus $E\left(X_{j} \omega\right)\left(X_{j} \omega\right)^{\text {r }}$ will give rise to

|  | 0 |
| :---: | :---: |
| 0 | $\begin{array}{cccccc}K_{2 \omega_{2}} & \mathrm{~K}_{2 \omega_{2}} \cdot & \cdot & \cdot & \cdot & K_{2 \omega_{2}} \\ \mathrm{~K}_{2} \omega_{2} & \mathrm{~K}_{2 \omega_{2}} & \cdot & \cdot & \cdot & \mathrm{~K}_{2} \omega_{2} \\ \vdots & \cdot & \cdot & \cdot & \cdot & \cdot \\ \mathrm{~K}_{2} \omega_{2} & \mathrm{~K}_{2 \omega_{2}} & \cdot & \cdot & \cdot & k_{2 \omega_{2}}\end{array}$ |

$E\left(X_{j+1} \lambda\right)\left(X_{j+1} \lambda\right)^{2}$ contributions will not fill out the top left hand block, but will also not give terms in blocks that do not already have non-zero elements. We indicate this as
follows:


We note that further contributions will satisfy similar "nesting" conditions, and in particular, the last element $E\left(e e^{2}\right)$ gives rise to


We can now formaily obtain $\mathbb{Q}$. Oniy the first four top left-hand corner blocks are given. We give the contributions separately and in the order that these are given by individual component (matrices) of 2 .

We obtain firstly

|  | $\left\|\begin{array}{c} (\omega) N_{12} \underline{2}^{K_{2 \omega_{2}}} \cdots(\omega) N_{12} \underline{2}^{K} \omega_{2} \\ \ldots \\ (\omega) N_{12} \underline{t}_{2 \omega_{2}} \ldots(\omega) N_{12} t^{K} \omega_{2} \end{array}\right\|$ |
| :---: | :---: |
| (w) $N_{21} K_{2} K_{1}$ <br> (w) $N_{211} K_{2} \omega_{1} \ldots(\omega) N_{211} K_{2} \omega_{1}$ <br> (w) $N_{2 i} \underline{L}^{n} 2 \omega_{1}$ <br> (w) $N_{21 \pm} \mathrm{K}_{2} \omega_{1} \ldots(\omega) N_{21 t} \underline{K}_{2} \omega_{1}$ | $\left(\left.\begin{array}{c} (\omega) N_{221} K_{2} \omega_{2} \ldots(\omega) N_{221} K_{2} \omega_{2} \\ (\omega) N_{22} t^{K} \omega_{2} \ldots(\omega) N_{22} t^{K_{2} \omega_{2}} \end{array} \right\rvert\,\right.$ |

where by $(\omega) N_{i j k}$ we mean the sum of the $k^{t h}$ row of the symmetric matrix $N_{i j}$ when the partitioning is according to $\omega$. Next we obtain the terms that are contributed by the second matrix of $Z$ above. In view of the nature of that matrix, we point out that the $\lambda$-partioning of $N$ gives a "smaller" grid of $N_{i j}$ terms than does the $w$-partitioning, i.e. terms with ( $\lambda$ ) $N_{111}$ coefficient do not extend over the whole first block. The following representation of the contribution to the top four blocks of $Q Z$ is meant to reflect this. We obtain

| $\left\{\begin{array}{ccc} (\lambda) N_{111} \mathrm{~K}_{2 \lambda_{1}} & \cdot & (\lambda) N_{111} \mathrm{~K}_{2 \lambda_{1}} \\ \lambda N_{11 s^{K}}{ }_{2 \lambda_{1}} & \cdots(\lambda) N_{11 s^{K} \lambda_{1}} \end{array}\right\}$ | $\begin{aligned} & (\lambda) N_{12 \underline{1}}{ }^{K_{2} \lambda_{2}} \\ & (\lambda) N_{12 \underline{s}^{K}}{ }_{2} \lambda_{2} \end{aligned}$ | $\begin{aligned} & (\lambda) N_{121} \underline{K}_{2} \lambda_{2} \\ & (\lambda) N_{12} \underline{K}_{2} \lambda_{2} \end{aligned}$ | $\left\{\begin{array}{l} (\lambda) N_{131} K_{2} \lambda_{3} \\ (\lambda) N_{13} \underline{s}^{K} K_{2} \lambda_{3} \end{array}\right.$ |
| :---: | :---: | :---: | :---: |
| $\lambda N_{211} \mathrm{~K}_{2} \lambda_{1} \cdot(\lambda) N_{21 \underline{1}} \mathrm{~K}_{2} \lambda_{1}$ | $(\lambda) N_{22}{ }_{2} \mathrm{~K}_{2} \lambda_{2}$ | ( $\lambda$ ) $\mathrm{N}_{22}{ }_{2} \mathrm{~K}_{2 \lambda}{ }^{\text {a }}$ | $(\lambda) \mathrm{N}_{231} \mathrm{~K}_{2} \lambda_{3}$ |
| $\lambda N_{212} \mathrm{~K}_{2 \lambda_{1}} \cdot(\lambda) N_{212} \mathrm{~K}_{2} \lambda_{1}$ | $(\lambda) N_{222} \underline{K}_{2} \lambda_{2}$ | $(\lambda) N_{222} \underline{K}_{2} \lambda_{2}$ | $(\lambda) N_{232} \underline{K}_{2} \lambda_{3}$ |
| $\left\|(\lambda) N_{31 \underline{u} K_{2} \chi_{1}} \cdot(\lambda) N_{31 \underline{u}} \mathrm{~K}_{2} \lambda_{\underline{I}}\right\|$ |  | $(\lambda) N_{32} \underline{U}^{\mathrm{K}} \mathrm{U}_{2} \lambda_{2}$ | $\mathrm{N}_{3312} \mathrm{~K}_{2} \lambda_{3}$ |

Similarly we could write out the matrix contributions for all the remaining random factors. Finally we obtain the complete contribution from $E\left(e e^{i}\right)$ as follows.

The form of PW we shall not write out in detail since it so closely resembles in basic structure the one exhibited above for $Q$. Of course the factors entering PW are not necessarily either the same or different from the ones entering QZ. Partitions may therefore be different or the same. The important point to note is that partitions of $W$ are "nested" in earlier.occurring ones in the same way as this was the case in $Z$.

Iet us compare coef̂ficients for Iike rezms in (V.A.i3) and in the general formula (V.A.12) above. Consider first the coefficient of $K_{2 i} K_{2 j}$ in $t 工(Q V P W)$.

We find the terms invoiving $K_{2 i}{ }^{\text {i }} \mathrm{s}$ and $K_{2 j}{ }^{\text {i }} \mathrm{s}$ to be $n_{11} m_{11} K_{21}{ }_{1}^{2}+n_{12} m_{21} K_{22}+n_{13} m_{31} K_{21} K_{23}+\ldots$ $n_{21} m_{12} K_{21} K_{22}{ }^{+n_{22}} m_{22} K_{22}^{2}+n_{23} m_{32} K_{23} K_{22}+\ldots$ $n_{31} m_{13} K_{21} K_{23}{ }^{+n_{32}} n_{23} K_{22} K_{23}+n_{33} m_{33^{\prime}} K_{23}$
$=\sum_{i j} n_{i j} m_{i j} K_{2 i} X_{2 j}$, so that when multiplied by 2 , this term agrees exactly with the corresponding term in (V.A.12).

Consider next the $K_{21} \mathbb{K}_{2 \omega_{1}}$ term. We find this to be
(w) $N_{111}{ }^{m}{ }_{11} K_{2 \omega_{1}} K_{21}+(\omega) N_{111}{ }^{m}{ }_{21} K_{2 \omega_{1}} K_{21}+\ldots(\omega) N_{i 11}{ }^{m}{ }_{t 1} K_{2 \omega_{2}} K_{21}$

$$
=(\omega) N_{111} *(\omega) M_{111}=F_{11}^{\star}(\omega)
$$

in agreement with the coefficient found in (V.A.12) above. $B y$ summing over $i$ and $r$ and over $w$ we take care of $K_{2 i} K_{2} \eta_{r}$, $K_{2 i} K_{2 \epsilon}$, and so on.

Finally we come to terms of the type $K_{2 \omega_{r}} K_{2 \lambda_{S}}$, etc. The coefficient of $K_{2 \omega_{1}} K_{2 \lambda_{1}}$ for example is

$(\omega) N_{112} \cdot(\lambda) M_{111}+(\omega) N_{112} \cdot(\lambda) M_{112}+\ldots+(\omega) N_{112}(\lambda) M_{11 t}$
$+. . . .+. . . .+(\omega) N_{11 t}(\lambda) M_{11 t}$

$$
=(\omega, \lambda) N_{11} \&\left(\omega, \lambda_{1} M_{11}=\bar{J}_{11}^{*}(\omega \lambda),\right.
$$

where the partitioning $(\omega, \lambda)$ is defined in sub-sub-section $b$. Of course if $w$ and $\lambda$ are the same, there is no need for a double partitioning and we have the coefficient $J_{11}^{*}(\omega)$ for $K_{2 w_{1}}^{2}$, which was also defined in sub-sub-section $b$. By summing over $r$ and $s, \omega$ and $\lambda$ we take care of terms of the type $K_{2 \omega_{r}} K_{2 \lambda}$ and $K_{2 \omega_{r}} K_{2 \rho_{s}}$ etc. Agreement between the form given by (V.A.I2) (modified) and the form (V.A.13) is therefore complete.

## B. Applications to Covariance Type Models

## 1. Random models with concomitants

A sub-class of situations falling within the general class of a mixed unbalanced model has received some attention by Crump (1947; 1951). This sub-class refers to covariance models with classification terms random (rather than fixed). Crump (loc.cit.) gave two methods by which we might estimate variance components in models of this type. Crump limited his discussion to a one-way classification with a single concomitant. The two methods that he suggested do however generalize quite easiiy to more complex cases. Crump made no explicit mention of the general least squares method, but one of the methods he
suggested was tiee conventionai A.O.C. procedure for the corresponding case when all effects are fixed, to give right-hand sides: of equations, the left-hand sides of which axe expectatEons in accord with the actual model. As is well known.: this is equivalent to the LoS. procedure.

The general form of the model presently envisaged (in conventional notation) is

$$
y_{i j}=\mu+\gamma_{i} x_{i j}^{(1)}+\ldots+\gamma_{m} x_{i j}^{(m)}+a_{i}+b_{j}+\ldots+e_{i j}
$$

where $\gamma_{i}{ }^{s}$ s are fixed unknown parameters, $X_{i j}^{(m)}{ }^{(m}$ are fixed known numbers, and $a_{i}{ }^{i} s, b_{j}{ }^{8} s, \ldots, e_{i j}{ }^{8} s$ are random parameters assumed independent of each other. To bring this more in line with the notation of this thesis, we represent the model above by $y=x_{(1)^{\gamma}}+x_{(2)} \beta+e$ where $\gamma$ refers to the fixed $\gamma$ parameters, and $\beta$ on the other hand refers to a $I 11$ the terms (i.e., both fixed and random) of the model witinout concomitants.

The general form of an A.O.V. sub-division (with only one sencomitant $x$ shown) is

and by $A_{y y}$, for example, we mean $\operatorname{Rem}\left(\beta_{1}\right)\left(=\operatorname{Rem}\left(a_{i}\right)\right)$ ie. the difference between the $S$.S. due to fitting all effects and the S.S. due to fitting all but $a_{i}{ }^{\prime} s$ in a model without concomitants. Let us represent the model (given above) when all $\beta_{1}\left(=a_{i}\right)$ effects are put equal to zero by

$$
y=x_{(1)} \gamma+\bar{x}_{(2)} \beta+e
$$

then

$$
\begin{aligned}
A_{y y} & \left.=y^{7}\left(X_{(2)}\left(X^{s}(2)^{X_{(2)}}\right) * x_{(2)}^{y}\right)-\bar{X}_{(2)}\left(\bar{X}_{(2)}^{y} \bar{X}_{(2)}\right) * \bar{X}_{(2)}\right) y \\
& =y^{q}(M-N) y \\
& =y^{q}(M-N) \cdot(M-N) y
\end{aligned}
$$

where $M=X_{(2)}\left(X_{(2)}: X_{(2)}\right) * X_{(2)}^{8}$ and

$$
N=\bar{X}_{(2)}\left(\bar{X}_{(2)^{i}} \bar{X}_{(2)}\right) * \bar{X}_{(2)}^{\prime}
$$

Now $A_{x y}=X_{(1)}^{\prime}(M-N) y$, by simple analogy with $A_{y y}$, and in
ine same way $A_{X X}=X_{(I)}^{8}{ }^{(M-N)} X_{(I)} 0$.
III the same way we find

$$
E_{y y}=y^{:}\left(I-X_{(2)}\left(X_{(2)}^{8} X_{(2)}\right)^{x^{8}}(2)\right) y=y^{:}(I-M) y
$$

so that $E_{X Y}=X_{(1)}^{8}(I-M) Y$ and

$$
E_{x x}=x_{(1)}^{8}(I-M) x_{(1)}
$$

We shall make use of the accepted two-stage procedure for finding adjusted mean squares in the Model I analysis of covariance without elaboration.

Thus, the minimum S.S. in the model with concomitants is $\left.\quad S S_{E}=E_{Y y}-E_{X y}^{2} E_{X X}^{*} E_{X y}=y^{i}(I-M) y-\hat{\gamma}^{i} X^{2}(1)^{(y-X}(2) \widetilde{\beta}\right)$
where
$\beta=\left(X_{(2)}^{8} X_{(2)^{*} X^{2}}^{(2) y}\right.$ and $\hat{\gamma}$ is a solution to the equations

$$
\begin{aligned}
& X_{(I)}^{2}(I-M) X_{(I)} \gamma=X_{(I)}^{\prime}(I-M) y \\
& \dot{E} \text { e. } \quad \\
& E_{X X} \gamma=E_{X Y} .
\end{aligned}
$$

Therefore $\hat{\gamma}=\left(X_{(1)}^{2}(I-M) X_{(I)}\right) * X_{(I)}^{\prime}(I-M) y$.
By substitution we obtain

$$
\begin{aligned}
& =\left(X(1)^{\gamma+X}(2)^{\beta+e}\right): R\left(X(1)^{\gamma+X}(2)^{\beta+e)}\right. \\
& =e^{T} R e
\end{aligned}
$$

where $R=\left\{r_{i j}\right\}=\left((I-M)-(I-M) X_{(i)}\left(X_{(i)}^{*}(I-M) X_{(I)}\right)^{*} X_{(I)}^{i}(I-M)\right)$.

We therefore have a general form for

$$
E\left(S S_{E}\right)=\operatorname{tr}(R V)=\sum_{i} I_{i i} K_{2 i}
$$

and by the results of sub-section 2
$\operatorname{Var}\left(S S_{E}\right)=\sum_{i} I_{i i} K_{4 i}+2 \sum_{i j} I_{i j}^{2} K_{2 i} K_{2 j} \quad$ (V.A.I4).

Alternatively if we can assume normality of error terms we may write

$$
\left(\operatorname{Var}\left(S S_{E}\right)=2 \operatorname{tr}(R V)^{2}\right.
$$

We have exhibited a general variance formula for the adjusted error line of a model that has concomitants added.

Further manipulations are closely analogous to those above. 'We only have to bear in mind the matrices of the quadratic form. We find estimators for $\sigma_{A}^{2}$ first by Procedure one (of Crump (1947)), then by Procedure two.

Thus $S S_{A}=A_{y y}-A_{x y}^{2}\left(A_{x x}\right) * A_{x y}$
$\left.=y^{\prime}(M-N)-(M-N) X_{(1)}\left(X^{\prime}(1)(M-N) X_{(1)}\right) * X_{(1)}^{\prime}(M-N)\right)_{;}$
Then $E\left(S S_{A}\right)=\operatorname{tr}(Q)$ where $V$, the covariance matrix of $y$, can be reduced to resemble $Z$ (or $W$ ) of sub-section 2 , section A.

Consequently

$$
\begin{aligned}
& +\sum_{\omega \operatorname{IS}} J_{r S}^{+}(\omega)^{K_{2} \omega_{r}} K_{2 \omega_{s}}+\sum_{\omega} \sum_{i r} F_{i r(\omega)^{+}}^{+}{ }_{2 \omega_{r}} K_{2 i} \\
& +\sum_{i \lambda \lambda} \sum_{r S} J_{r S}^{+}(\omega \lambda)^{K_{2 i}} \mathrm{~K}_{2} \lambda_{S}=
\end{aligned}
$$

where daggers denote terms analogous to those without daggers in (V.A.II), and are cerived using a matrix $Q=\left\{q_{i j}\right\}$ instead of $M=\left\{\boldsymbol{m}_{i j}\right\}$.

If an assumption of normality of random effects is in arder we have $\left.\operatorname{Var}\left(S S_{A}\right)=2 \pm r(Q)\right)^{2}$. (VoA=15).

Finally we obtain similar expressions for S.S. ${ }^{7}$ s, obtained by Procedure 2.

$$
\begin{aligned}
& S S_{A+E}=(A+E)_{y Y}-(A+E)_{X Y}^{B}(A+E)_{X X}^{\dot{x}}(A+E)_{X Y} \\
& =y^{2}(I-N) y-\tilde{\gamma}^{2} X \xi_{1}\left(y-X_{(\underline{2})} \widetilde{\beta}\right)
\end{aligned}
$$

where $\tilde{\gamma}$ is a solution to the equations

$$
\begin{aligned}
& X_{(1)}{ }^{(I-N)} X_{(1)^{\gamma}}=X_{(1)}^{\gamma}(I-N)_{y} \text {, and } \\
& \widetilde{\tilde{\beta}}=\left(\bar{X}^{r}(2) \bar{X}_{(2)}\right)^{\star} \bar{X}^{2}(2) y \text {. Therefore } \\
& S S_{A+E}=y^{*}\left((I-N)-(I-N) X_{(1)}\left(X_{(1)}^{2}(I-N) X_{(1)}\right)^{*} X_{(1)}(I-N)\right) y \\
& =\nabla^{2} P \%,
\end{aligned}
$$

where

$$
P=\left\{p_{i j}\right\}=\left((I-N)-(I-N) X_{(1)}\left(X_{(1)}^{\bar{i}}(I-N) x_{(1)}\right)^{*} X_{(1)}^{f}(I-N)\right)
$$

Now ASS $A=y^{*}(P-R) y=y^{i} S y$. Then $E\left(A S S_{A}\right)=t r(S V)$
and

$$
\begin{aligned}
& \div \sum_{\beta} \sum_{r s} J_{r s}^{* *}(\beta) K_{2} \beta_{r} K_{2 \beta_{s}}+\sum_{\beta} \sum_{i r}{ }_{i r}^{* *} K_{2 \beta_{r}}^{K_{2 i}} \\
& +\sum_{i} \sum_{r S} \bar{J}_{I S}^{* *}(\beta \delta) K_{2 \beta_{r}}^{K} \delta_{S}
\end{aligned}
$$

where $k *$ denotes terms analogous to those without ${ }^{*} *$ is in (V.A.11), and which are derived using a matrix $s=\left\{s_{i j}\right\}$ instead of $M=\left\{m_{i j}\right\}$.

If an assumption of normality of random effects is in order, we have $\operatorname{Var}\left(A S S_{A}\right)=2 \operatorname{tr}(S V)^{2} \quad$ (V.A.16).
The forms (V.A.14), (V.A.15) and (V.A.16) are generalizations of corresponding formula exhibited by Crump (1947) for a one-way classification with one concomitant, to any number of concomitants and higher-way classifications that do not necessarily have equal numbers in the cells.

We could also write down formulae for covariance $\left(S S_{A}, S S_{B}\right)$ for example, along the lines described in Section A.

An overall measure of effectiveness of the two methods may then be obtained in the way described in Chapter IV.

Thus, we may obtaiu

$$
\left[\begin{array}{c}
\hat{\sigma}_{\mathrm{I}+1}^{2} \\
\hat{\sigma}_{\mathrm{I}+2}^{2} \\
\cdot \\
\cdot \\
\hat{\sigma}_{\mathrm{k}+1}^{2}
\end{array}\right]=\mathrm{U}^{-1} \quad\left[\begin{array}{c}
S S_{A} \\
S S_{B} \\
\\
S S_{E}
\end{array}\right]
$$

and the covariance matrix of the vector $\left(\hat{\sigma}_{x+1}^{2}, \ldots, \hat{\sigma}_{k+1}^{2}\right)$ : could be written down. We may do the same thing for estimators given by procedure two. We could then obtain an overall measure of the effectiveness of a procedure by calculating determinant or trace of the covariance matrix of the estimators, and comparing different procedures.
2. Estimators of variance components when missing observations occur in designed situations

This chapter would not be complete without some statement on how. the results of section A relate to the missing value problem. We describe the fixed effects case first, where a frequently used method of adjusting for missing values is the covariance method.

Covariance procedures in experimental design are, it would seem, most readily understood as a device for including additional parameters in a model which can be easily fitted, and, as a consequence, as a systematic missing value pro-
cedure. The A.O.C. was introduced by Fisiner in 1932. Scheffès (1759) description of the procedure is that the A.O.C. is "a device for simulating control of factors not possible or feasiole to control in the experiment: this the estimates of the yields of varieties of grain in a comparative agricultural trial might be "adjusted" to allow for differing numbers of shoots on the plots or the plot's yields on a previous year's uniformity trial (where all plots are given the same treatment), and the resulting estimates would within sampining exrors be the same as those that would be obtained if all plots had equal numbers of shoots or equal yields on the uniformity tiial -- granting the validity of the regression model assumed or implied." (Our emphasis.) This view of the A.O.C. as a means for increasing precision of desired comparisons is of course implied by our statement above. Usually controversy in the A.O.C. is in the area of interpretation, and largely because it is seldom true that the exacting mathematical restrictions implicit in the technique are applicable to real data. Insofar as the assumptions are approximately true the technique is usefui= When making all the statements above, one invariably has oniy Model I situations in mind. In sub-section 1 of this section we discussed some methods of estimation in a general A.o.C. situation in which the aim is to extend the scope of the analysis of covariance to "mixed" models. We
notice, of course, that interpretation js likely to cause even more trouble than before, but apart from this, the extension appears to be in order.

We now describe in brief the use of the covariance method in Model $I$ missing value situations. The classical missing plot problem envisages cases wheze several of the planned observations are missing. It is assumed tnat sucn ${ }^{\text {itmissing }}$ observations" were not caused by treatments, and their occurrence is in fact beyond the control of the experimenter. From one point of view we misht regard the remaining observations as forming an unbalanced design, and analyze accordingly by least squares ab initio.

Alternatively, the planned observations would have been represented by the model

$$
y=\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]=\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right] \gamma+e \quad \text { (V.B.1) }
$$

so that it is convenient to represent the available observations by

$$
\begin{aligned}
y_{2} & =w_{2} \gamma+e \quad(V . B .2) \\
& =w_{3} \gamma_{1}+w_{4} \gamma_{2}+e(\operatorname{say}) .
\end{aligned}
$$

(We have introduced $W^{\prime}$ s with subscripts instead of more conventional $X^{\prime} s$ to avoid confusion with the use of $X_{i}$ 's throughout this thesis.) The covariance method provides us with a useful means of calculating min. S.S. $H_{j}$ and estimates for (V.B.2). The method was first suggested by

Barijeit (i937) and it requires augmenting the observation vector with zeros for responses that are not available and axtificially introducing concomitants, in a special wellknown way. If we perform these recommendations we obtain as a new representation of (V.B.2)
$\therefore\left[\begin{array}{l}0 \\ y_{2}\end{array}\right]=\left[\begin{array}{l}w_{1} \\ w_{2}\end{array}\right] \gamma+2 \delta+e \quad$ (V.B.3)
where $Z=[-I]_{0}$,
0 is a $m \times 1$ vector of zeros,
I is a m x m matrix, and
$0_{1}$ is a $n-m x m m a t r i x$ of zero elements.

The reason for going to the model (V.B.3) when (V.B.2) is the situation, is based firstly on the desire to be able to make use of the systematic methods of dealing with (V.B.3) to which we have made mention in sub-section 1 and secondly because it is possible to choose the augmentations in such a way that min. S.S. $H_{j}$ and estimates as obtained from models (V.B.2) and (V.B.3) will agree.

Certain pertinent points may now be mentioned.
a) The main reason for the development of the covariance method of dealing with missing values originally was to simplify the analysis. At that time the inversion of large matrices was an arduous task. Missing value techniques, among them the covariance technique, helped one circumvent
this difficuity to a considerabie extent.
b) Opinions will vary on whether such short cut methods should be retained when least squares ab initio presents no difficulty to a modern electronic machine. This author is of the opinion that since the A.O.C. routines will probably be retained in computer libraries along with the A.O.V., dealing with missing value situations by the A.O.C. metnod will be fast and efficient.

In Model II situations, comparable simplifying procedures do not appear to have been discussed. The fairiy extensive literature on similar procedures in Model 1 situations makes this surprising.

In view of the use of the least squares approach (in this thesis) which requires the postulation of fixed effects, to find estimators in the unbalanced case, it can be shown that the A.O.C. method may be used as a simplifying procedure for at least part of the way. Thus, in setting up the equations that are to be solved for point estimators of the variance components, $\operatorname{Rem}\left(\beta_{i}\right)(s a y), ~ v a l u e s ~ a r e ~ r e q u i r e d . ~$ These may be obtained in the conventional way for a fixed effects model by use of the A.o.C. procedure. However, in obtaining the $E\left(\operatorname{Rem}\left(\beta_{i}\right)\right)$ values it is suggested that we apply the method spelled out in Chapter IV as this applies to the original mode1. We may use the variance formulae of subisection one to evaluate the precision of the least squares
metinoá of estimation.
We note that when a large proportion of the data is missing, it will probably ve more economical to use a straight least squares approach on the available data. Finally we point out that the solution obtained by least squares is only one method among many that are possible; more work needs to be done on competitors of unknown performance.

In this thesis we consider the problem of minimum variance (M.V.) unbiased estimation of regression parameters and variance components in the mixed model

$$
\begin{equation*}
y=\sum_{i=0}^{I} x_{i} \gamma_{i}+\sum_{i=r+1}^{k+1} x_{i} \beta_{i} \tag{VI.1}
\end{equation*}
$$

where $\gamma_{i}{ }^{\text {'s }}$ are fixed effects, $\beta_{i}{ }^{2} s$ are random effects with distributional properties to be further specified, and $X_{i}{ }^{\prime}$ s are known fixed matrices whose elements are not necessarily restricted to be $0^{i s}$ or $1^{i} s$. We assume throughout that $X_{k+1}=I, E\left(\beta_{i} \beta_{j}\right)=O(i \neq j)$, and $E\left(\beta_{k+1} \beta_{k+1}^{z}\right)=I \sigma_{k+1}^{2}$.

Two results for the model

$$
\begin{equation*}
y=j_{n \mu}+\sum_{i=1}^{k+1} x_{i} \beta_{i}=\sum_{i=0}^{k+1} x_{i} \beta_{i} \tag{VI.2}
\end{equation*}
$$

where $E\left(\beta_{i} \beta_{i}{ }^{2}\right)=I \sigma_{i}^{2}$
which are due to Graybill and Hultquist (1961), and which we have refined in this thesis are:

1. If a) all $\sigma_{i}^{2}$ are estimable b) $X_{i} X_{i}^{2} X_{j} X_{j}^{i}=X_{j} X_{j}^{2} X_{i} X_{i}^{2}$ ( $i, j=0, \ldots, k+1$ ) and $c$ ) the random $\beta_{i}$ vectors are normally distributed then there is a complete sufficient statistic for the parameters ( $\mu, \sigma_{i}^{2}, \ldots, \sigma_{\mathrm{k}+1}^{2}$ ) if, and only if, $W=\sum_{i=1}^{k+1} X_{i} x_{i}^{\prime} \sigma_{i}^{2}+X_{0} X_{0}^{2} \mu^{2}$ has $k+2$ distinct latent roots. The
set of sufficient statistics consists of $\bar{y}$ and $y^{8} P_{i} P_{i} y / c_{i}$ ( $i=1, \ldots, k+1$ ) where $P_{i}$ 's are collections of veciors of $\hat{F}$, an orthogonal matrix such that PWP: $=\Delta$ (diagonal), and where all vectors of $\mathrm{P}_{i}$ (say) correspond to the same latent root of $W$.

We define the class of situations of type (VI. 2) for
 Whas $k+2$ distinct roots to be the ciass $P$.
2. Suppose we consider only those cases within the class $P$ for which it is true that the diagonal submatrices of specified order of $P_{i} P_{i}^{\prime}$ are equal. If all fourth moments exist for all rancom variables, and all third moments are equal and all fourti moments are equal for the elements of a given $\hat{\beta}_{i}$ vector, then the same estimators for variance components that are M.V. unbiased under normality are best quadratic unbiased under the assumptions mentioned.

We have obtained analogous results to 1 , and under slightly more extended restrictions to 2 above, for the completely random model under the assumption that $E\left(\beta_{i} \beta_{i}{ }^{2}\right)=$ $\left(a_{i} \backslash b_{i}\right)(i=1, \ldots, k)$ where $a_{i} \backslash b_{i}$ is a matrix with $a_{i}$ on the diagonal and $b_{i}$ off it. The same estimators as before are complete sufficient for ( $\mu, a_{1}-b_{1}, \ldots a_{k}-b_{k}, \sigma_{k+1}^{2}$ ).

For the mixed modei (VI. 1), under the assumptions
a) of normality of $\beta_{i}$ vectors
b) $E\left(\beta_{i} \beta_{i}{ }^{1}\right)=I \sigma_{i}^{2}$
(i=r+1,....,k+1)
c) $X_{i} X_{i}^{\prime} X_{j} X_{j}^{\prime}=X_{j} X_{j}^{\prime} x_{i} X_{i}^{8} \quad(i, j=0, \ldots, k+1)$
 $=J \mu^{2}+V$, where $V$ is the variance matrix of $y$ in the corresponding completely random case and e) $P_{i} X_{j}(i \neq 0) \neq$ $(j \neq k+i)=0$ where $F_{i}{ }^{8} s$ were defined above then we have shown that the sufficient statistic $\left(X \hat{\gamma}_{I S}, s_{r+1}^{2}, \ldots, s_{k+1}^{2}\right)$ for the parameters ( $\mathrm{Xo}, \sigma_{\mathrm{I}+1}^{2}, \ldots, \sigma_{\mathrm{k}+1}^{2}$ ) is complete. The counterpari of 2 above, namely b.l.u. estimators for estimable functions of regression parameters and b.q.u. estimators for variance components for the mixed model has been giver. Analogous results under slightly more extended restrictions for a mixed model with $E\left(\beta_{i} \beta_{i}{ }^{r}\right)=\left(a_{i} \backslash b_{i}\right)(i=r+1, \ldots, k)$ have been presented.

The class of Model (VI.1) or (VI.2) situations with $E\left(\beta_{i} \beta_{i}^{2}\right)=I \sigma_{i}^{2}$ and for which for at least some $i, j$ ( $i \neq j$ ), $X_{i} X_{i}^{q} X_{j} X_{j}^{q}=X_{j} X_{j}^{q} X_{i} X_{i}^{q}$ or the number of roots of $W$ (or $\vec{W}$ ) exceeds $k+2$ we designate class S-P. In class S-P, for all examples thus far exhibited, even if normality of $\beta_{i}{ }^{2}$ is assumed, the minimal sufficient set of statistics is not complete. There is no known general procedure for obtaining the M.V. estimator from a minimal set that is not complete. It is also not known whether or not UMV estimators exist when completeness does not hold. In view of these difficulties we find it both reasonable and practicable at present to discriminate among estimators on the basis of their
computed variances. Techniques for finding variances of estimaiors of variance components are in our view inadequaie; Chapters IV and $V$ of this thesis attempt to increase our ability to calculate variances of variance component estimators obtained by the least squares method.

In Chapter IV we present a transformation method of obtaining estimators that is appropriate in "designed unbalanced" cases like the b.i.b. with Iancom blocks and random treatments fox example. In effect this "method" gives a single degree of freedom breakdown of the total S.S., and therefore gives us incidentally information on whether the components that usually go to make up a "line" of a conventional A.o.V. table when we use least squares, are homogeneous. This is desirable if we are to form weighted estimators since usually we weight inversely as the variances. Furthermore having available the matrix of the transformation allows us to obtain variances of variance component estimators quite simply.

In Chapter $V$ we attack the general problem of the variance of a quadratic form, and the covariance between two forms that arise in mixed and random models. We find considerable simplifications in the case when we use a least squares method of estimation that is also known as Henderson's Method 3, and simplification further is possible if we
assume normaiity of rancom effects. We have appiiec these results to obtain variance formulae for S.S.:s which have been suggested for finding estinators of variance components in random models with added concomitarts.
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