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Abstract: 
 

A challenging aspect of applying stochastic programming in a dynamic setting is to construct a set of discrete 
scenarios that well represents multivariate stochastic processes for uncertain parameters. Often this is done by 
generating a scenario tree using a statistical procedure and then reducing its size while maintaining its statistical 
properties. In this paper, we test a new scenario reduction heuristic in the context of long-term power generation 
expansion planning. We generate two different sets of scenarios for future electricity demands and fuel prices by 
statistical extrapolation of long-term historical trends. The cardinality of the first set is controlled by employing 
increasing length time periods in a tree structure while that of the second set is limited by its lattice structure with 
periods of equal length. Nevertheless, some method of scenario thinning is necessary to achieve manageable 
solution times. To mitigate the computational complexity of the widely-used forward selection heuristic for scenario 
reduction, we customize a new heuristic scenario reduction method named forward selection in wait-and-see clusters 
(FSWC) for this application. In this method, we first cluster the scenarios based on their wait-and-see solutions and 
then apply fast forward selection within clusters. Numerical results for a twenty year generation expansion planning 
case study indicate substantial computational savings to achieve similar solutions as those obtained by forward 
selection alone. 
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1. Introduction 

 
A stochastic program is a mathematical program that involves some uncertain data. These parameters may be most 
accurately described as continuous random variables but, except in some trivial situations, it is difficult to optimize 
directly in terms of those distributions. Hence, in most applications, the continuous distributions are approximated 
by discrete distributions with a finite number of scenarios, or possible realizations, for the random variables. This 
discretization procedure is often called scenario generation. The stochastic programming model then can  be 
specified by combining a deterministic formulation of the mathematical program, which could be solved for any 
scenario, with a set of scenarios for the uncertain data. Thus, a crucial step in the application of stochastic 
programming is to obtain a set of scenarios that realistically represents the distributions of the random parameters 
but is not too large. 

 
Uncertainty is inescapable in long-term capacity planning applications. The random parameters can be conceived to 
follow a multidimensional stochastic process over the planning horizon, so that discrete scenarios represent sample 
paths. Even a moderate dimension for the process, when combined with a reasonable number of time steps in the 
planning horizon, can result in a very large number of such paths. In a two-stage stochastic  programming 
formulation, the first-stage variables represent “here-and-now” decisions, such as facility investments, that must be 
taken before the realization of the uncertain data is known. The second stage, “wait-and-see,” decisions represent 
system operation, within the constraints dictated by the investment decisions, as the random parameters evolve over 
time. In the extensive form of a two-stage stochastic program, a separate set of second stage decision variables is 
used for each possible scenario path and the problem can be solved as a (very high dimensional) deterministic 
mathematical program. Assuming scenario independence, the constraint coefficients form a large block-diagonal 
matrix in which each block describes the same constraint structure with scenario-specific parameters. Because of 
this special structure, several decomposition methods have been used to solve the two-stage model [10]. However, a 
large number of scenarios may limit the tractability of solution, even when using decomposition techniques. To 
attain reasonable computation times, it is natural to try to approximate the original scenario set with a much smaller 
subset that retains essential features, a process often called scenario reduction. 
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Power generation expansion planning (GEP) is a complex multi-year problem that aims to determine the timing and 
technology choices for generation investments over a long planning horizon under economic criteria while ensuring 
that expected electricity demand growth is met [18]. The traditional GEP involves solving centralized planning 
problems to identify plans that minimize costs for the whole system even under adverse conditions. The typical 
objective has been to minimize the expected sum of discounted costs, including investment cost for generating units, 
operation and maintenance costs, and penalties for unserved energy [19]-[22]; more recent models have also 
considered risk [30]. Recently, the electricity industry has undergone significant restructuring towards deregulation 
and competition, and attention has shifted to maximizing profits, which are composed of the revenues based on 
market prices and the costs, including both investment and operation, by individual generating companies in the 
market. However, restructuring has not yet taken hold in all regions of the US or in many parts of the world. The 
centralized GEP problem remains relevant, though it must increasingly account for growing uncertainties in fuel 
prices, availability of intermittent forms of renewable generation, possible environmental regulations, and demand 
stemming from increasing electrification (for example, of transportation) and implementation of smart grid 
technologies that increase consumer choice. 

 
This paper investigates the application of a recently-developed scenario reduction heuristic, termed  forward 
selection in wait-and-see clusters (FSWC) [40] to a two-stage stochastic programming formulation of GEP with 
uncertainty in demand growth and fuel prices. We generate scenarios for a case study by fitting a stochastic process 
model to historical data for electric load and natural gas price in the Midwest region of the US and construct 
scenario sets in the form of a tree or a lattice by a moment-matching method [5]. The FSWC heuristic first solves a 
deterministic “wait-and-see” subproblem for each scenario, in which both first- and second-stage decisions are 
chosen to minimize cost in that particular scenario. Then scenarios are clustered based on similarity of their “key” 
first-stage decisions. Identifying these key decisions is the application-specific aspect of FSWC. Finally, it applies 
the well-known forward selection heuristic [11], [12] to choose one representative scenario from within each cluster. 
In our GEP case study with a 20 year planning horizon, the overall computational time required by applying FSWC 
can be up to two orders of magnitude smaller than that required by applying classical forward selection, depending 
on the cardinality of the reduced scenario set, while similar first-stage solutions are obtained. 

 
The contributions of this paper include statistically verifying that historical annual electricity demands and natural 
gas prices in the US have been consistent with correlated geometric Brownian motion (GBM) processes, and then 
generating scenario trees to extrapolate those processes by solving nonlinear programs derived from the moment 
matching method [5] under two methods of subdividing the planning horizon. In addition, the customization of 
FSWC for this application is described and tested. 

 
The paper is organized as follows. In Section 2 we place our research in context of the literature. Section 3 presents 
a simplified long term centralized GEP model. Section 4 reviews the general moment matching method for scenario 
tree generation. Section 5 describes a novel heuristic scenario reduction method based on wait-and-see clustering 
that applies the forward selection heuristic within clusters. For our case study, Section 6 first verifies the historical 
fit of correlated GBM processes for annual electricity demands and average natural gas prices in the US. Then, a 
general scenario tree for unequal length sub-periods and a tree with lattice structure for equal-length sub-periods are 
generated for a twenty-year time horizon. Next, the FSWC heuristic is implemented for the two-stage stochastic 
programming model of GEP after defining the key first-stage variables. The related numerical results and 
comparisons between forward selection and FSWC are also provided. Finally, Section 7 provides conclusions. 

 
2. Relation to the literature 

 
Many researchers have discussed approaches for generating appropriate scenarios [1]. One of the most intuitive 
approaches is to sample directly from the specified marginal distributions and correlation matrix [2]. Another 
scenario generation method is based on optimal discretization. This method aims to approximate the stochastic 
process with finite scenarios by minimizing the pertinent error in the stochastic programming objective function of a 
discrete optimization model [8]. One of its advantages is to generate a whole multiple-period scenario tree at once. 
In addition, scenarios can be generated by path-based methods. Instead of generating tree-structured scenarios, these 
methods evolve the stochastic process to generate complete paths [7] in a “fan” structure. A procedure called 
clustering or bucketing must be employed [1] to transform a fan into a scenario tree if the tree structure is preferred 
in an application. Alternatively, scenarios can be generated by a moment matching method even without knowing 
the marginal distribution functions exactly [3]-[6]. This method summarizes the marginal distribution functions by 
their moments (mean, variance, skewness, etc.) or other statistical properties. In particular, Høyland and Wallace [5] 
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proposed a moment matching method, which we use in this paper, to generate a finite number of scenarios with a 
tree structure. The underlying idea is to construct scenarios and their corresponding probabilities by approximating 
the specified statistical properties according to the available degrees of freedom. This technique has also been 
applied to generate scenarios for spot prices and prediction errors based on the first four central moments [35]. 

 
Several scenario reduction methods have been developed in the past decade. The idea in [11], [12] derives from 
quantitative stability results in terms of a particular probability metric, resulting in two scenario reduction heuristics, 
termed forward selection and backward reduction. Reference [12] extends the original idea addressed in [11], and 
improves the iterative procedure, achieving a new version of forward selection and simultaneous  backward 
reduction with considerable performance improvement. These scenario reduction techniques have been used in 
many power systems applications of stochastic programming, such as for power management [13], [14]. However, 
they are based on upper bounds of the particular probability metrics in form of certain mass transportation problems 
rather than on the particular metrics themselves. Reference [15] extends the earlier work by relying directly on the 
probability metrics. Based on stability behavior of multi-stage stochastic programming models, reference [16] 
argues that scenario tree reduction in a multi-stage model should not only rely on Lr -norms, and [17] derives a new 
scenario reduction method motivated by the idea mentioned in [16]. 

 
The probability-based scenario reduction method focuses on only the scenario parameters, but fails to account for 
where the uncertainties appear in the mathematical formulation and their impacts on the solution. To incorporate the 
influences of scenarios on the first-stage decisions in the reduction process, a new heuristic scenario reduction 
method FSWC [40] is applied in this paper. An implementation challenge is to track the influences of the stochastic 
parameters on every first-stage variable in a large-scale problem. Thus, it is reasonable to concentrate on a subset of 
first-stage decisions that dominate the others or can best reflect the essences of different scenarios. Accordingly, 
identification of key first-stage decisions is required. The details of identifying these key first-stage decisions in our 
GEP application are discussed in Section 6. 

 
A number of papers focus on GEP, with scopes that range from problem formulation to solution algorithms. Due to 
the progress towards deregulation and competition, the conventional GEP models in some studies have been 
replaced by decentralized ones. Several papers have compared the optimal investment in the centralized 
environment to that in the decentralized environment, and developed new models and algorithms by including game 
theory and uncertain factors [25-28]. However, even in a decentralized environment, a centralized planning process 
can provide targets. Once these targets are identified, incentives and regulations can be designed to encourage 
decentralized decision makers to approach one of them [28]. Because the restructuring procedure has not taken hold 
in all regions of the US and large utilities still develop their own expansion plans, we maintain focus on this paper 
on a cost-minimization formulation that involves several uncertain factors. Among the papers addressing the 
centralized GEP issues, [19] is one of the earliest papers to discuss minimizing the investment and operational cost 
under uncertainties. However, it only covers the formulation of a stochastic program for minimizing the expected 
cost, and ignores the computational issues related to scenarios. References [21], [22] serve the same purpose, but 
account for more factors -- available capacities of each generation technology, loss of load probability and reserve 
margin. Nevertheless, they not only ignore the uncertainties of power demands and fuel prices, but also fail to 
guarantee that their solutions resulting from metaheuristic methods are optimal. To achieve a more reliable 
expansion strategy minimizing expected total cost for long-term centralized GEP under uncertainties, this paper 
shares a similar two-stage stochastic GEP model with [30]. The model minimizes the sum of expected investment, 
operation cost and penalty for unmet energy while considering the balance of system demand over the whole 
planning horizon and some limitations on the number of generators added of each type. Rather than randomly 
sampling scenarios as in [30], we explore the performance of the FSWC heuristic in this paper. 

 
Because a GEP model often includes a number of discrete or nonlinear components, implicit enumeration may be 
required to obtain the optimal investment strategy. Dynamic programming (DP) has been widely used for solving 
such GEP models [31], [32], but the so-called "curse of dimensionality" often hinders its direct application in GEP 
especially when uncertainties are involved. As does stochastic programming (SP), DP requires finite sets of discrete 
states, which correspond to nodes in the scenario tree, and can capture the dynamic aspects of a problem. DP allows 
general nonlinear costs [32], but SP is more flexible with respect to state variables [10]. Large scale  SP 
formulations of GEP are also amenable to decomposition methods that can exploit the special structure of 
subproblems [33], [34]. 

3 
NOTICE: This is the author’s version of a work that was accepted for publication in Computers & Operations Research. Changes resulting from 
the publishing process, such as peer review, editing, corrections, structural formatting, and other quality control mechanisms may not be reflected 
in this document. Changes may have been made to this work since it was submitted for publication. A definitive version was subsequently 
published in Computers & Operations Research, 40 (2013): 9, doi: 10.1016/j.cor.2012.05.005. Posted with permission. 

 



m 

 
3. Generation expansion planning model 

 
The traditional GEP model aims to determine the ideal technologies, expansion sizes, and timing of new generator 
construction in an economic manner, while ensuring sufficient capacity to satisfy the projected demand growth [18]. 
As explained above, we investigate generation expansion from the centralized planning point of view in this paper. 
Our primary focus is to investigate the performance of our new scenario reduction method in this context. 

 
Developing a long term investment plan requires a model that includes extensive uncertainties. Among these 
uncertainties, electricity demand growth is often modeled as a stochastic process. Several additional sources of 
uncertainty such as the fuel cost, construction time, equipment outage rates, and government policies may also affect 
future planning activities. We neglect the equipment outages in our GEP model, and assume that government 
policies are stable. Thus, fuel cost is the other major uncertainty considered in this paper. According to the 
information provided by the Energy Information Administration (EIA) of the US Department of Energy, coal and 
natural gas are the major fuels for electricity generation in the US, with coal accounting for 45% and gas used to 
generate 23% of electricity generated in 2009 [36]. The price of coal has been relatively stable for the past 20 years 
but natural gas price has fluctuated considerably more [37], [38]. In this paper, we consider annual electricity 
demand and average natural gas price as the only uncertain quantities. Following the above  assumptions,  a 
simplified GEP model will be formulated after presenting the notations used in the whole paper. 

 
Indices: 

 
i Index for scenarios 

t Index for years in the planning horizon 
g Index for generator types 

 Index for branches from a node 

Decision variables: 

Ugt 

Egti 

UEti 

Parameters: 

bg 

fmg 

The number of generators of type g to be built in year t, integer 
Energy provided by generator type g in year t under scenario i, MWh 
Unserved energy in year t under scenario i, MWh 

 
 

Total cost to build a generator of type g, discounted to beginning of construction period, $/MW 

Fixed O&M cost of generator type g, $/MW 
Ig The total generation capacity of generator of type g at the beginning of the planning horizon 

max 
g The maximum number of generators of type g to be built over the planning horizon 
max 
g 

ht 

Installed capacity of a new type g generator, MW 
Total hours in year t 

r Annual interest rate for cost discounting 
N The total number of generated scenarios 
ng Capacity factor of  type g generator 
pi The probability that scenario i occurs 

Pc Penalty for unserved energy , $/MWh 

Scenario dependent parameters: 

cgti 
Generation cost of generator type g  in year t under scenario i , $/MWh 

u 
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c  E   + PcUE 

max 

dti Annual electricity demand in year t under scenario i , MWh 

A simplified two-stage GEP model is formulated as (1)-(5): 
 

min 
Ugt , Egti ,UEti 

∑ piξi 
i 

(1) 

 (∑ ∑ ( )  max ∑ (∑ )) (1 )t −1 

ξi  = 
t g   bg  + fmg    mg Ugt  + t g    gti    gti ti + r , ∀i (2) 

 

s.t. ∑g Egti  +UEti  = dti   , ∀t, i   (3) 
 

≤ ( max 

U   + I 
) , ∀g , t, i   

(4) Egti ht    ng mg ∑k ≤t      gk g 
 

∑t Ugt  ≤ ug , ∀ g (5) 
 

Formula (1) is the objective function which indicates the purpose of identifying an expansion and generation plan 
that achieves the minimum expected cost over all possible scenarios. The discounted cost in formula (2) includes 
investment cost, generation (including maintenance) cost and penalty cost from unserved energy over the whole 
planning horizon. The investment decisions, Ugt   are the first-stage “here-and-now” decision variables, while Egti 

and UEti are  the  second-stage  "wait-and-see"  decisions  that  depend  on  the  scenario  realization.  Equation  (3) 
requires that the annual electricity demand is the sum of provided energy and the unserved energy in each scenario. 
Constraint (4) represents capacity constraints of existing and new generators. Due to financial capacity, 
environmental impacts, and other drivers, we bound the total number of each type of generator added, as formulated 
in (5). 

 
4. Scenario generation 

 
It is generally intractable to solve a mathematical program with uncertain parameters described by continuous 
distributions. The common approach is to form an approximation of the original continuous stochastic process or 
underlying distribution by discretization. The procedure of discretizing the continuous distribution or stochastic 
process is termed scenario generation. We choose a tree or lattice rather than a fan structure in this paper because the 
size of a tree or lattice can be controlled by its structure. 

 
In general, a scenario tree is a set of nodes and branches used in models of decision making under uncertainty. Every 
node in the tree represents a possible state of the world at a particular time point and a position where a decision can 
be made. Each tree node has only a single predecessor, but can have multiple successors, whereas a lattice node can 
have multiple predecessors. An arc emanating from a node indicates a possible realization of the uncertain variables 
from that state. The first node in the scenario tree is defined as the root node, representing the initial situation, being 
in this paper the values of annual electricity demand and natural gas price in the current year. Any possible forward 
path from the root node to a node at the last time point is defined as a scenario which describes a plausible 
realization of annual electricity demands and natural gas prices over the time horizon. The number of nodes in a tree 
at the final time point equals the total number of scenario paths. The nodes shared in a lattice illustrate that a 
plausible state may be achieved from the initial condition by multiple realization paths. Although the number of 
paths in the lattice is similar to the number of branches in the tree, the nodes at the final time point will be much 
fewer than the scenarios. 

 
4.1 Optimization model for scenario tree generation 

 
The moment matching method of generating scenarios [5] was adopted to generate the immediate successors from 
each node. The procedure to generate the whole scenario tree can be recursively applied from the root node to the 
nodes at the end of the final period. Since the proper statistical properties can partially describe the underlying 
distribution of data, we minimized a measure of distance between statistical properties of the fitted discrete 
distribution  and  the  statistical  specifications,  subject  to  a  constraint  restricting  the  conditional  branching 
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probabilities to sum to one. Examples of statistical specifications are mean, variance, and skewness. We assume the 
statistical specifications of random variables have been obtained. The details of their computation for the case study 
are shown in Section 6.  Let S be the set of all specified statistical specifications, and SVAL   be the value of the jth 
statistical specification. The random variables corresponding to the same period are grouped into a vector, called the 
scenario node vector, denoted by x , where  indicates the  th branch. The corresponding conditional probability 
of the  th branch is denoted by π  . The symbol x0 represents annual electricity demand and natural gas price at the 

root node, and π0   is 1. The jth statistical property of the fitted approximating distribution is denoted as f j (x,π ) . 
For example, if f j (x,π ) represents mean, then it is computed as ∑ xπ   . Thus, the general scenario generation 

 

model based on optimization may be formulated as follows [5], where the common square norm is adopted to 
measure the distance. 

 

min 
x ,π  

∑ wj ( f j (x,π ) − SVALj  ) 
j 

(6) 

 

s.t. ∑ π   = 1 
 

 

π ≥ 0 

(7) 
 
 

(8) 
 

A set of weights wj represent the importance of satisfying different statistical specifications, which can be manually 
specified by individual preference. In general, model (6)-(8) must be solved at every node in the scenario tree except 
those at the last time point. However, if the stochastic processes describing the uncertain data are stationary, the 
solution obtained at the root node can be applied at every node. The nonconvex nonlinear program (6)-(8) was 
solved by the Matlab fmincon function. Because we often found solutions with nonzero objective values (indicating 
that the statistical properties of the fitted distribution were not close to the statistical specifications), we tried 
multiple starting points and selected the solution with the smallest objective value, stopping when we found one 
with objective sufficiently close to zero. 

 
4.2 Controlling the size of scenario tree 

 
Høyland and Wallace discussed potential pitfalls, such as underspecification and overspecification, when using the 
moment matching method to generate scenarios, and proposed an idea based on counting the degrees of freedom to 
control the size of scenario tree while avoiding those pitfalls [5]. The idea is expressed in formula (9), where the 
symbol " ~ " denotes "close to": 

(D +1) y −1 ~ the number of specifications , (9) 
 

where D indicates the dimension of each scenario node vector, so that D + 1 represents the number of random 
variables plus the branch probability; and y represents the number of branches from each node. Since constraint (7) 
eliminates one degree of freedom, ( D +1) y is reduced by one to get the final degrees of freedom. A simple example 
of calculating the number of branches is illustrated. Suppose a period includes one year, and the two random 
variables, the annual electricity demand and natural gas price, are specified by their means, variances, skewnesses 
and correlation. Then the number of specifications is 7. According to (9), we have (2 +1) y −1 ~ 7 , so y should be 3. 
If the branches cover a two-year period, the number of specifications is 14, since four random variables are involved 
— two for annual electricity demands and two for average annual natural gas prices. The number of branches from a 
node should still be 3, as (4 +1)3 −1 = 14 . Because the long time horizon with annual periods results in a large 
scenario tree, we use longer periods in the later years of the case study to decrease the number of generated 
scenarios, as described in detail later. 

 
5. Scenario reduction 

2 
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i,k i k 
[1] p δ 

i,k i,k i,ks−1 

z = [s]   

The computational effort for solving scenario-based optimization depends mainly on the number of scenarios even if 
decomposition techniques are used. The huge number of scenarios that frequently result from the scenario 
generation process limits tractability. Thus, it is essential to approximate the original scenarios with a much smaller 
subset that can well approximate the original scenario set. Existing scenario reduction methods control the 
approximation’s goodness-of-fit according to probability metrics. The common scenario reduction methods, forward 
selection (FS), backward reduction and their variants, obtain the selected scenarios by recursive pairwise 
comparisons of the distances between scenarios. We review the fast forward selection (FFS) method as follows [12]. 
A scenario here is defined as a path from the root node to a node in the last stage, denoted as ωi , i = 1,, N , and 
its corresponding probability by pi , which is the product of conditional probabilities over the path. In the following, 
J [ s ]   represents the scenario subset from which the next scenario will be selected after the s th selection and η(⋅) is a 
nonnegative, continuous and symmetric function, usually defined as some norm on Rn . We use the L -norm. The 
intuitive idea of the FFS method is to select a subset Ω' from the original finite scenario set Ω so that Ω' is the 
subset of the prescribed size that has the shortest distance to the remaining scenarios. The FFS method, which 
focuses on the selection of n scenarios beginning from an empty set, includes the following steps: 

 
Fast Forward Selection (FFS): 

 
Step 1.         Let s = 1, calculate the distances of all scenario pairs δ [1]  = η(ω ,ω ) , i, k = 1, , N , and compute the 

weighted  distance  of  each  scenario  to  the  other  scenarios zk     = ∑ 
 

[1] 
i    i ,k k = 1, , N .  Select 

 k  = min z[1] , and set J[1] ={1,, N}\{k }; 
i ≠ k    

1 arg k 1 
k∈{1,, N } 

Step 2. Let s = s +1, and replace the scenario pair distance with the smaller of the original pair distance and the 
distance to the selected scenario in (s −1) th selection, δ [s]  = min{δ [s−1] ,δ [s−1]} , i, k ∈ J [s −1] . Compute 

[s]   
k ∑ 

i∈J[ s−1] \{k} 

piδi,k    , k ∈ J [ s −1] for  every  candidate  scenario  in  the  s  th  selection,  and  choose 

k  = arg min z[ s] , J[s]  = J[s−1] \{k }, the one that minimizes the weighted distance to the remaining 
s k∈J[ s−1]       k s 

scenarios; 
Step 3. If the number of the selected scenarios is less than n , return to Step 2; 
Step 4. Add to the probability of each selected scenario the sum of the probabilities of all unselected scenarios 

that are close to it; i.e., qj  = p j  + ∑ pi  , for any j ∈ Ω ' , where Ω' is the set of selected scenarios, 

and L( j) := {i ∈Ω \ Ω', j = j(i)} , 
i∈L( j )    

j(i) = arg minη(ωi ,ω j ) for any i ∈Ω \ Ω ' . 
j∈Ω ' 

 

Note that FFS accounts only for the paths ωi and their corresponding probabilities pi , but not for the decision 
variables, cost function or where the uncertainties appear in the mathematical programming formulation.  Thus, FFS 
is a problem independent scenario reduction method, which will lead to the same subset of scenarios no matter 
whether the uncertain parameters exist in cost coefficients, constraint right-hand sides or the constraint coefficient 
matrix. Moreover, dramatic differences among the magnitudes of the uncertain parameters may distort the distance 
metric. Therefore, we use an alternative new heuristic scenario reduction method that considers the impacts of 
scenarios on first-stage decision variables instead of directly selecting scenarios based only on distances among 
them. 

 
The heuristic scenario reduction method we use here is called forward selection in wait-and-see clusters (FSWC) 
[40]. As mentioned before, FSWC aims to incorporate the impact of each scenario on first-stage decision variables 
and, thus, may be especially effective when problems are solved repeatedly over with a rolling horizon. To measure 
the impacts of scenarios on the first-stage decision variables, a deterministic wait-and-see problem is defined for an 
individual scenario, k, by setting scenario probability pk  = 1 , and pi  = 0 , i ≠ k , in (1)-(5), and deleting constraints 
(2)-(4) for i ≠ k . The solution includes scenario-specific optimal values of the first-stage decisions. 

, 
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This deterministic wait-and-see problem is solved for each scenario and the corresponding first-stage decisions are 
recorded. Because a large scale stochastic program often includes a large number of first-stage variables, it is 
difficult to track the impact on each of them. Therefore, it is reasonable to focus on the impact on the so-called key 
first-stage variables which were originally defined in [40] to be those variables that determine the other first-stage 
variables. As a simple example, if there are only two kinds of variables involved in first-stage variables, where one 
is the fuel purchased from the market in each period and the other is the power generated from a given power plant, 
then fuel amounts purchased will be key variables since the amount of fuel limits the amount of generation. The 
definition of key first-stage variables is extended here to include those variables that differ significantly according to 
scenarios. For example, if the planned numbers of power plants to exist in each year are the only first-stage 
variables in a stochastic program, and the electricity demand in every year is the only uncertain parameter, then the 
planned number of power plants in the last few years of the planning horizon can be considered as key first-stage 
variables, as they represent the targets of the expansion plan. The ending numbers of power plants can reflect the 
trend of the electricity demand more clearly than the planned numbers of plants in earlier years. The FSWC method 
implements forward selection within clusters of scenarios that are formed according to the similarity of those key 
first-stage variables. The clustering process is repeated as necessary to force the number of clusters to satisfy the 
desired cardinality of the reduced scenario set. The details of the FSWC procedure are presented below: 

 
Forward Selection in Wait-and-See Clusters (FSWC): 

 
As in the FFS method, the prescribed cardinality is set to n . 

 
Step 1. Solve the deterministic wait-and-see problem for each scenario, and retain the values of the key first- 

stage variables; 
Step 2. Group the original scenarios into the same cluster if their key first-stage decisions are the same; if the 

number of clusters nm   is less than or equal to n , go to step 4; 
Step 3. Cluster the nm   groups of key first-stage decisions into n clusters by k-means method based on the L2 - 

norm [41], and create the corresponding n clusters of original scenarios at the same time; 
Step 4.         Use the FFS method to select one scenario from each cluster of original scenarios. 

Clustering the original scenarios before performing forward selection imparts two advantages. One is that less time 
is required to select one scenario from each group of original scenarios. The computational savings result not only 
from selecting from smaller clusters, but also because we select only one scenario from each cluster. In addition, the 
probability assigned to each selected scenario is simply the total probability of scenarios in the cluster from which it 
is selected. Hence, FSWC is more efficient than FFS because it selects scenarios from smaller sets and bypasses the 
process of recalculating probabilities. 

 
The other advantage is that the scenarios with similar impacts on the first-stage decisions will be grouped together, 
avoiding the situation that an original scenario is represented by a scenario that is probabilistically close to it but has 
dramatically distinct impact on the first-stage decisions. Additional savings accrue if FSWC is used to obtain 
reduced subsets with different prescribed cardinalities n, such as to determine a good value for n. Not only does the 
procedure of obtaining wait-and-see decision variables need to be implemented just once, but also the clusters 
covering the same wait-and-see variables can be used repeatedly. 

 
6. Case study 

 
We implemented the GEP model (1)-(5) on a hypothetical system involving six types of generators over a 20 year 
horizon. The data for annual electricity demands and natural gas prices from 1973 to 2010 were collected from the 
Energy Information Administration of the US Department of Energy [43], [44]. The related data of each type of 
generators in the system were collected from reports [45]-[47], and are given in Table 1. The generator types include 
baseload (coal), gas combined cycle (CC), gas combustion turbine (CT), nuclear, wind (farm) and integrated 
gasification combined cycle (IGCC). The building costs were obtained by following the computation method 
illustrated in [30]. Because there is no evident intention to expand hydropower in the US Midwest in the next 
decades [49], [50], we did not include it as an expansion option in our case study. The maximum numbers of 
planned units of each type, umax , were set to reflect some practical considerations such as difficulty with obtaining 
permits for nuclear plants and hesitation to include too much wind generation because of its variable and intermittent 
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nature. Restrictions on the other types of generators are relaxed in [48], where additional characteristics of wind 
units, temporal variability in load, and risk considerations are also included. 

 
 
 
 

Table 1. 

The parameters for candidate generators & existing generation capacity 
 

Generator type g Base-load (coal) CC CT Nuclear Wind IGCC 
mmax    (MW) 

g 600 400 230 1350 50 380 
ng (%) 84.6 84.6 80.0 90.2 30.0 81.0 

cg0 ($/MWh) 14.5 22.6 37.8 0.4 0 11.1 
Growth rate of cg0   (%) 3 * * 3 0 3 

max       ug 45 65 90 8 105 45 
Ig (MW) 21375 11000 11000 8800 2450 11250 

fmg ($/MW) 28150 11960 10770 92040 30980 47150 
bg ($/MW) 964922 371102 312963 1336759 895283 1078495 

*Generation costs of CC and CT are scenario dependent parameters 

As mentioned in Section 3, only annual electricity demand and average natural gas price were considered as random 
variables. To generate plausible scenarios, it is necessary to assume appropriate underlying distributions or 
stochastic processes for these two random variables. Similar to [30], but using updated data sets, correlated GBM 
processes were selected based on historical goodness of fit. The GBM process has often been invoked as a model for 
disparate qualities in financial markets, such as stock prices, natural resource prices, and the increasing rate of 
demand for products [39]. The following subsections describe verification of the assumption that GBM fits both the 
annual electricity demands and natural gas prices, scenario generation for these two random variables, and a 
comparison between the FFS and FSWC scenario reduction methods. 

 
6.1 Geometric Brownian motion assumption and verification 

 

According to [9], if Y (t) is a Brownian motion with drift coefficient  µ  and variance parameter σ 2 , then the 

stochastic   process X(t) = eY (t) 
 follows   a   GBM.   Because   the   GBM   has   a   property   that   its   log   ratio, 

log ( X (t +1) X (t)) , follows a normal distribution, it is necessary to verify normality of the annual growth log ratios 
of each variable’s time series. Second, we can verify the independent increments of the underlying Brownian 
motion process by examining the autocorrelations of the log ratios. The JMP statistical software package was 
employed for these tests. The relevant parameters are presented in Table 2. 

 
Table 2. 

 
Statistical properties of log-ratios of annual electricity demand and natural gas price 

 
 Mean Std Dev Shapiro-Wilk p-value 

Electricity demand 0.0214 0.0227 0.9571 0.1753 
Natural gas price 0.0782 0.2503 0.9473 0.0782 

The last two columns in Table 2 present the Shapiro-Wilk test statistics computed by JMP. The p-values for both 
series indicate failure to reject the null hypothesis that each data set is sampled from a normal distribution. 
Autocorrelation functions were computed to check the independence among successive log-ratios of each variable as 
well. As Fig.1 illustrates, the insignificant spikes at all lags for the sample auto-correlation function (ACF) indicate 
that there is no significant autocorrelation among log-ratios of either time series. Hence, it is reasonable to assume 
both electricity demands and natural gas prices satisfy GBM process. In addition, we used JMP to compute a 
correlation between electricity demand and natural gas price over the past years as 0.7774. According to these 
models and parameters, scenarios of electricity demands and natural gas prices could be generated based on the 
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method described in Section 4. The following subsection illustrates the steps of specifying statistical properties and 
then generating scenarios accordingly. 

 
< Fig. 1(a) here > < Fig.1(b) here > 

(a) (b) 

Fig.1 Sample ACF of log growth ratios: (a) annual electricity demand (b) natural gas price 
 

6.2 Important properties of GBM for scenario generation 
 

The first step in generating scenarios by the moment matching method is to specify statistics, such as moments and 
correlations. According to formulas (6)-(8), for each scenario tree node, the values of important statistical 
specifications of its successors must be pre-calculated given the information about that node, including the lengths 
of the time periods between successive nodes. We included mean, variance, and skewness of each random variable 
as well as the correlation between them in the set of statistical specifications. According to the GBM process 
properties, the conditional central moments can be obtained explicitly. The moment generating function of a 
Brownian motion with drift is [42]: 

 

MY (t ) (s) = E(e sY (t ) ) = e µts+σ 2 s2t / 2 , −∞ < s < ∞ . (10) 
 

It follows that the first two moments are given by: 
 

E( X (t)) = X 0e (µ +σ 2 /2)t 

 

2 2 (µ +2σ 2 )t 

E( X  (t)) = X0 e 
 

Thus, the variance and skewness of a GBM process are: 
 

Var(X (t)) = X 2e2µt +σ 2t
 (eσ 2t −1) (11) 

 
 2 2 

skew( X (t)) = (eσ  t  + 2) eσ  t  −1 (12) 
 

Given the history of a GBM process up to time s, for s < t , the conditional expectation of  X (t) can be found as: 
 

E[X(t) | X(u),0 ≤ u ≤ s] = E[eY (t) | Y(u),0 ≤ u ≤ s] 
 

= E[eY (s)+Y (t)−Y (s) | Y(u),0 ≤ u ≤ s] 
 

= eY (s) E[eY (t)−Y (s) | Y(u),0 ≤ u ≤ s] 
 

= X(s)E[eY (t)−Y (s) ] . (13) 
 

From the normal distribution of Y(t) −Y(s) ~ N(µ(t − s),σ 2 (t − s)) , equation (13) can be rewritten as 
 

X (s)E[eY (t )−Y (s) 
 
] = X (s)e (µ +σ 2 /2)(t −s) 

 
, (14) 

 

which expresses the stationary increments of the underlying Brownian motion process. Similarly, the conditional 
variance and conditional skewness of  X (t) can also be derived, given a previous value  X (s) : 

 

Var[X(t) | X(u),0 ≤ u ≤ s] =Var[eY (t) | Y(u),0 ≤ u ≤ s] 
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2 2 

=Var[eY (s)+Y (t)−Y (s) | Y(u),0 ≤ u ≤ s] 
 

= e2Y (s)Var[eY (t)−Y (s) | Y(u),0 ≤ u ≤ s] 
 

= X(s)2Var[eY (t)−Y (s) ] 
. 

 

Thus,  
 

Var[ X (t) | X (u), 0 ≤ u ≤ s] = X (s)2 e2µ (t −s)+σ   (t −s) (eσ   (t −s)  −1) 
, 

 
 

(15) 
 

and for conditional skewness, we have 
 

skew[X(t) | X(u),0 ≤ u ≤ s] = skew[eY (t) | Y(u),0 ≤ u ≤ s] 
 

= skew[eY (s)+Y (t)−Y (s) | Y(u),0 ≤ u ≤ s] 
 

= E(eY (s) (eY (t )−Y (s)  − E(eY (t )−Y (s) )))3 (Var(eY (s) (eY (t )−Y (s) )))3 2  

 
= (eσ  (t −s) + 2) eσ  (t −s)  −1  . (16) 

 

According to (10)-(16), the conditional central moments can be computed for any length interval between the two 
time points. 

 
The stationarity of the GBM process simplifies the scenario generation procedure. Rather than solving (6)-(8) at 
each node, the nonlinear optimization problem can be solved once for a given interval length and the results applied 
to each node whose branches span an interval of that length. 

 
6.3 Division of the planning horizon and scenario tree generation 

 
Even though the number of branches from each scenario node is controlled, the number of subperiods in the 
planning horizon also influences the size of scenario tree. In our 20-year case study, if every year in the planning 
horizon is viewed as an individual period, and just two realizations branch from each node, there would be 220 

leaves of the scenario tree. Thus, we wish to divide the planning horizon into fewer periods. In this paper, 20 years 
were divided into 10 periods with different structure by two methods. As the decision maker may mainly focus on 
the decisions in the immediate future, the first method is to divide the horizon into increasing length periods – short 
periods early in the planning horizon and long periods further in the future. Fig.2 shows one way of dividing the 
planning horizon. The second method is to divide the planning horizon into equal length periods. Each of the equal 
length periods involves two years, as Fig.3 presents. 

 
<Fig.2 here> 

 
Fig.2 Division of the planning horizon time into increasing length periods 

 
<Fig.3 here> 

 
Fig.3 Division of the planning horizon time into equal length periods 

 
In the first method of dividing the time horizon, each year was considered as a period in the first four years; then two 
years were viewed as a period in the latter six years; the length of the first three periods in the last ten years is 3 
years, and the final period included four years. The different planning horizon division methods resulted in different 
structures of the scenario sets. In the first, according to the notation defined in section 4.2, the nodal dimension D 
increases from 2 to 8 along the time horizon. In contrast, D is constant in the second method. The number of 
statistical specifications used in the moment-matching procedure varies with D. These specifications are conditional 
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on the realizations in the final year of the predecessor period which is defined as the reference year, and calculated 
according to (14)-(16). For example, given the annual electricity demand and natural gas price in the reference year, 
then the specifications SVAL     of those variables in target year t  ranging from year s +1 to s + l (where l  is the 
length of the subperiod) can be found by using t − s in equations (14)-(16). After identifying the specifications 
SVAL and then computing  y  according to equation (9), the nonlinear optimization problem (6)-(8) is solved at the 
root node for each subperiod length. Because of the stationarity of the GBM process, the tree can then be built by 
applying the growth ratios corresponding to each branch from the root node to the respective branches from 
subsequent nodes according to the subperiod lengths. 

 
The growth rates of annual electricity demand and annual average natural gas price are given in Tables 3 through 6. 
Fig.4 shows the projections of the tree onto the demand-time plane and the price-time plane. 

 
Table 3. 

The growth rates of annual electricity demand and natural gas price for periods 1-4 
 

 Demand ratio Price ratio Conditional probability 
Branch 1 0.9991 0.8759 0.5045 
Branch 2 1.0488 1.1807 0.2871 
Branch 3 1.0400 1.6067 0.2084 

Table 4. 

The growth rates of annual electricity demand and natural gas price for periods 5-7 
 

 t = s + 1  t = s + 2  Conditional 
Demand ratio Price ratio Demand ratio Price ratio Probability 

Branch 1 0.9992 0.8812 1.0117 0.9418 0.5084 
Branch 2 1.0489 1.1422 1.0712 1.0884 0.2494 
Branch 3 1.0417 1.5806 1.0850 2.0423 0.0242 

Table 5. 

The growth rates of annual electricity demand and natural gas price for periods 8-9 
 

 t = s + 1  t = s + 2  t = s + 3  Conditional 
Demand ratio Price ratio Demand ratio Price ratio Demand ratio Price ratio Probability 

Branch 1 0.9992 0.8812 1.0117 0.9428 1.0265 0.8414 0.5072 
Branch 2 1.0489 1.1422 1.0708 1.0839 1.1196 1.5309 0.2499 
Branch 3 1.0416 1.5801 1.0852 2.0414 1.0984 2.3866 0.2429 

 
Table 6. 

The growth rates of annual electricity demand and natural gas price for period 10 
 

 

t = s + 1 t = s + 2 t = s + 3 t = s + 4 Conditional 

 Demand Price Demand Price Demand Price Demand Price Probability 
ratio ratio ratio ratio ratio ratio ratio ratio 

Branch 1 0.9995 0.8729 1.0118 0.8862 1.0265 0.9381 1.0430 1.0322 0.4991 
Branch 2 1.0483 1.2465 1.0811 1.3756 1.1057 1.4653 1.1329 1.5016 0.3424 
Branch 3 1.0392 1.6696 1.0727 2.2109 1.1205 2.8114 1.1590 3.4928 0.1585 

When generating the second set of scenarios, with equal length subperiods, we first realized possible states for even 
years, and applied equations (14)-(16) with t − s equal to 2 to compute data values for the subsequent even years. 
We then applied linear interpolation to find values of annual electricity demands and natural gas prices in odd years. 

j 
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According to equation (9), three branches were made from each node. However, we found two of the three annual 
growth ratios for annual electricity demand were very similar in the solution to (6)-(8). Substituting one of the two 
growth ratios with the other one for demand resulted in little change to value of the objective function. Note that 
creating two branches for demand and three for gas price allows (9) to be satisfied exactly as 2 (demands) + 3 
(prices) + 3 (probabilities) – 1 = 7 (statistical specifications). Moreover, the stationarity and equal length subperiods 
allowed multiple tree nodes at the same time point to be collapsed into a single lattice node. Table 7 shows the 
growth rates for each branch from a lattice node. Fig.5 shows the demand and price projections of the lattice. 

 
As each set of scenarios covers 10 time periods with three branches from each node, each contains 310 scenario paths. 
Section 6.5 numerically compares the effects of the two methods on thinning the scenario sets to a manageable size. 

 
Table 7. 

 
The growth rates of annual electricity demand and natural gas price for even years in the second scenario tree 

 
 Demand ratio Price ratio Conditional probability 

Branch 1 1.0124 0.9015 0.5237 
Branch 2 1.0803 1.3093 0.2969 
Branch 3 1.0803 2.1403 0.1794 

 < Fig.4(a) here >  < Fig.4(b) here > 

 (a)  (b) 

Fig.4 Scenario tree with unequal length periods: (a) demand vs. time, (b) gas price vs. time 
 

< Fig.5(a) here > < Fig.5(b) here > 
 

(a) (b) 
 

Fig.5 Scenario lattice with equal length periods: (a) demand vs. time, (b) gas price vs. time 
 

6.4 Scenario reduction 
 

As a baseline for comparison, we applied fast forward selection (FFS) to select scenarios from each original scenario 
set. To implement the FSWC method, model (1)-(5) was solved for each scenario individually as a deterministic 
“wait-and-see” optimization problem by considering the set of scenarios as a singleton and setting that scenario 
probability to one. The optimal first-stage decisions {Ugt } corresponding to each scenario were accumulated over 20 

t 

years to get the number of each generator type planned to exist in each year {Vgt }, where Vgt  = ∑ s= Ugs  .  Then, the 
key first-stage variables were defined to be the number of each type of generators in each of the last ten years, and 
they were formed to be a row vector, i.e. [V1,11,V2,11,,V1,20 ,V2,20 ,V3,20 ,V4,20 ,V5,20 ,V6,20 ] . The FSWC method described 

in Section 4 can be applied directly on the obtained vectors [Vij ] , and the L2 -norm is adopted in the k -means 
method in Step 3 of FSWC. As mentioned in Section 4, these quantities could partially reflect the growth trend of 
annual electricity demand, as higher annual electricity demand would require more generation capacity. Because the 
dramatic differences in annual electricity demand appear evident especially in the last ten years according to Fig.4 
and Fig.5, we pay more attention to the numbers of generators added in these years. Since more generators of a 
given type of generator tend to be built if it has lower building cost and lower fuel price, the key first-stage variables 
could also partially reflect the relative differences between natural gas price and other fuel prices, which were 
considered as deterministic over the planning horizon. To compare the outputs of FFS and FSWC, various 
cardinalities of selected scenario sets were obtained. Considering the computational complexity to select from the 
large original scenario sets, the selected sets had modest cardinalities of 10, 20, 30, 50 and 100. Because one of the 
purposes of generation expansion planning is to satisfy demand over the long term, we set the penalty for unserved 
energy to a large value Pc = 107 $/MWh . The scenario reduction procedures and stochastic programming solution 
process were implemented by using Matlab and CPLEX with the interface provided by Tomlab on computers with 
3GHz CPU. 

13 

This is a manuscript of an article from Computers & Operations Research 40 (2013): 9, doi: 10.1016/j.cor.2012.05.005. Posted with permission. 

 



6.5. Numerical results 
 

Scenarios selected by FFS and FSWC methods based on the generated scenario sets are presented in this subsection. 
Comparisons between these two methods were performed by solving (1)-(5) over a 20 year planning horizon. 

 
6.5.1 Numerical results for the unequal-length period scenario tree 

 
Fig. 6 and 7 illustrate the selected scenarios according to FFS and FSWC methods which are projected on the annual 
electricity demand vs. time and natural gas price vs. time planes, respectively. Because of the space limitation, only 
the selected sets with cardinality 100 are shown. 

 
< Fig.6(a) here > < Fig.6(b) here > 

 
(a) (b) 

 
Fig.6 Scenarios selected by FFS method from the unequal-length scenario set (tree): (a) demand vs. time, (b) gas price vs. time 

 
< Fig.7(a) here > < Fig.7(b) here > 

 
(a) (b) 

 
Fig.7 Scenarios selected by FSWC method from the unequal-length scenario set (tree): (a) demand vs. time, (b) gas price vs. time 

 
< Fig.8(a) here > < Fig.8(b) here > 

 
(a) (b) 

 
Fig.8 Comparisons among scenarios from original set, FSWC and FFS methods based on the unequal-length scenario set 

(tree): (a) expected annual electricity demand, (b) expected average natural gas price 

According to Fig.6 and Fig.7, the reduced scenario sets obtained by both reduction heuristics have similar contours 
with respect to annual electricity demands, but differ somewhat according to the natural gas prices. To make closer 
comparisons between the reduction methods, expected annual electricity demands and average natural gas prices 
over the planning horizon based on the two selected subsets as well as the original scenarios have been plotted in Fig 
8. The expected demands based on each selected set are very similar to the original (Fig.8(a)). Fig.8(b) illustrates 
that the expected gas prices according to scenarios selected by the FFS method are closer to the original scenarios 
than those selected by FSWC. One explanation is that, because of the high penalty for unserved energy, the 
electricity demand receives more attention in the FSWC method than the natural gas price does. In contrast, the FFS 
method measures scenario distances by a metric that weights annual electricity demand and natural gas price 
equally. 

 
To assess the performance of solutions based on the reduced scenario sets, we solved the GEP model (1)-(5) using a 
reduced scenario set to obtain the optimal first-stage decisions. Tables 8 and 9, which show the optimal first-stage 
decisions based on each reduced set, illustrate that the expansion strategies based on the two scenario reduction 
methods have only minor differences. 

 
Table 8. 

The cumulative number of generators added based on FFS reduction of the unequal-length period tree 
 

Year 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

Base-load 0 0 0 7 13 18 26 31 39 45 45 45 45 45 45 45 45 45 45 45 
Gas CC 0 0 0 0 0 0 0 0 0 0 0 1 9 24 37 53 55 65 65 65 

Gas CT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 

Nuclear 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 

Wind 91 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 

IGCC 13 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 
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Table 9. 

The cumulative number of generators added based on FSWC reduction of the unequal-length period tree 
 

Year 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

Base-load 0 0 0 7 13 15 20 25 32 39 45 45 45 45 45 45 45 45 45 45 
Gas CC 0 0 0 0 0 0 0 0 0 0 0 0 12 17 31 43 55 65 65 65 

Gas CT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 23 23 

Nuclear 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 

Wind 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 

IGCC 12 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 

Fig.9 shows the expected generation by generator type over the planning horizon from the solution to (1)-(5) based 
on the reduced scenario subsets obtained from FFS and FSWC, respectively, for the unequal-length period scenario 
tree. The figures show that similar generation patterns result from applying reduced scenarios obtained from either 
scenario reduction method. IGCC generators start to increase generation from year 2, while the Base-load (coal) 
generators and those generators which consume natural gas decrease their generation at the same time. Generation 
from Base-load (coal) then increases after the fifth year. Fig.10 illustrates the expected generation costs resulting 
from the FFS- and FSWC-based expansion decisions for the unequal-length period tree. 

< Fig.9(a) here > < Fig.9(b) here > 
 

(a) (b) 
 

Fig.9 Illustration of average energy generation of each type of generator based on the unequal-length period tree: (a) FFS method, 
(b) FSWC method 

 
< Fig.10(a) here > < Fig.10(b) here > 

 
(a) (b) 

 
Fig.10 Expected generation cost of each type of generator over selected scenarios from the unequal-length period tree: (a) FFS 

method, (b) FSWC method 
 

According to Fig.10, the average generation costs of gas-fired CC and CT generators dramatically increase after the 
second year in each subplot, and from that year on, the generation costs of Base-load and IGCC generators are much 
lower than those of CC and CT generators. The potential for high natural gas prices later in the planning horizon 
favors energy production by coal-fueled Base-load and IGCC generators to minimize expected costs. The generation 
level of CC dramatically increases after the fifteenth year as the high electricity demand calls for more generators, 
and only CC and CT are available at that time. 

 
Table 10 summarizes the investment cost, generation cost and penalty for unserved energy over the scenarios 
selected from the unequal-length period tree by the two reduction methods, respectively, and also illustrates the 
influences of expansion strategies on the original scenarios. Penalties occur when we solve the stochastic programm 
based on the selected scenarios derived from FSWC method. But it does not mean FSWC performs worse than FFS 
method does, because FSWC selected more extreme scenarios with higher electricity demand. Comparisons in Table 
10 demonstrate that there are no major differences between FFS and FSWC in any cost category. The expected 
investment and generation costs from FSWC with respect to the selected scenarios are both smaller than those from 
FFS. One possible reason is that the generation costs of CC and CT from FSWC are lower than those from FFS, and 
no difference exists among the other types’ generation costs, as Fig.10 illustrates. The lower costs from FSWC also 
derive from the cost discounting in objective function (1). The discount term (1+ r)1−t  indicates that the later the 
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same type of generator is constructed, the lower the impact of investment cost for that type of generator. Therefore, 
despite the total number of Base-load and IGCC generators resulting from FFS and FSWC methods being similar, 
the discounted investment costs for the two types of generators are different. More CC and CT generators will be 
built in the strategy derived from FSWC, but because the building costs of Base-load and IGCC are much higher 
than those of CC and CT, the total investment cost that results from the FFS method is still higher than that derived 
from the FSWC method. The results of the scenario reduction heuristics are further compared by fixing the first- 
stage decisions according to the solution obtained with the reduced sets and then solving (1)-(5) as a continuous 
linear program using the original scenario tree. According to the expected penalty costs with respect to all scenarios, 
the expansion strategy obtained with the FSWC-reduced scenario subset can provide a more favorable outcome that 
not only leads to lower investment cost, but also to less unserved energy when the cardinality of the reduced 
scenario subset is greater than 10. 

 
Table 10. 

Expected costs and solution times based on FFS & FSWC for the unequal-length period tree 
 

Number of selected scenarios, n 
 

100 
FFS FSWC 

Expected cost with 
respect  to  selected 
scenarios($Billion) 

 
Expected cost with 
respect to all 
scenarios ($Billion) 

 
Scenario   reduction 
time (CPU s) 

Investment cost 
Generation cost 
Penalty($10M/MWh) 
Total cost Investment 
cost Generation    
cost 
Penalty($10M/MWh) 
Total cost 
Solve scenario problems 
Cluster 
Select 

59.20 58.61 
157.83 145.39 

0 0.19 
217.03 204.19 

59.20 58.61 
156.30 157.65 

83.86 34.16 
299.36 250.42 

- 5,246 
- 4,815 

1,066,800 273 
Solution time with reduced scenario set (CPU s) 
Total time pruning and solution (CPU s) 

56 63 
1,066,856 10,397 

 

The comparison of computational times for FFS and FSWC shown in Table 10 illustrates that FSWC may be more 
powerful than FFS in scenario reduction. The computational burden of FFS increases much more rapidly than the 
linear growth in n, the cardinality of the set of selected scenarios. Conversely, the computational times of FSWC 
may even decrease as n increases. One possible reason is that selecting more scenarios in FSWC leads to a smaller 
size of each scenario cluster, and FFS must be applied only once in each cluster. Besides, the time spent on all pair- 
wise-distances comparison in each cluster is O(N2 ) ;  thus, the smaller cluster size may save much more time. 

 
6.5.2 Numerical results for the equal-length period lattice 

 
The corresponding numerical results for the second scenario set are provided below. As for the first scenario set, 
there are minor differences between scenarios selected by the two reduction methods with respect to annual 
electricity demand, but larger differences in terms of the natural gas prices (Fig.11 and Fig 12). As Fig.13(a) shows, 
comparing to the scenarios selected by FFS, the expected annual electricity demand of the scenarios selected by 
FSWC is closer to the expected level based on the original scenarios. Similar to the numerical results in Section 
6.5.1, the expected natural gas prices of scenarios selected by FFS are closer to the original scenarios, and the same 
explanation of the phenomenon applies. 

 
< Fig.11(a) here > < Fig.11(b) here > 

 
(a) (b) 

 
Fig.11 Scenarios selected by FFS method from the equal-length period lattice: (a) demand vs. time, (b) gas price vs. time 

< Fig.12(a) here > < Fig.12(b) here > 
 

(a) (b) 
 

Fig.12 Scenarios selected by FSWC method from the equal-length period lattice: (a) demand vs. time, (b) gas price vs. time 
 

< Fig.13(a) here > < Fig.13(b) here > 
 

(a) (b) 

 10   20   30   50  FFS  FSWC FFS  FSWC FFS  FSWC FFS  FSWC 
58.56  57.51 58.73  57.42 59.35  58.50 59.17  58.91 

170.93  145.32 165.86  143.84 165.06  146.91 161.15  147.74 
0  0.01 0  0.43 0  0.23 0  0.14 

229.49  202.84 224.59  201.69 224.41  205.64 220.32  206.79 
58.56  57.51 58.73  57.42 59.35  58.50 59.17  58.91 

157.10  160.78 156.68  160.72 156.15  158.48 156.38  157.40 
160.98  15.73 157.26  24.75 83.42  19.10 83.86  38.65 
376.64  234.02 372.67  242.39 298.92  236.08 299.41  254.96 

-  5,246 -  5,246 -  5,246 -  5,246 
-  4,815 -  4,815 -  4,815 -  4,815 

205,242  2,438 225,166  1,257 352,706  845 560,907  618 
1  1 3  3 5  5 14  13 

20,543  12,500 225,169  11,321 352,711  10,911 560,921  10,692 
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Fig. 13 Comparison of average electricity demand and natural gas price between two methods based on the equal-length period 
lattice: (a) expected annual electricity demand, (b) expected average natural gas price 

 
Again, GEP model (1)-(5) was solved to obtain the optimal first-stage decisions to assess the performance of 
solutions based on the reduced scenario sets. Tables 11 and 12, which show the optimal first-stage decisions based 
on each reduced set from the equal-length period lattice, illustrate that the expansion strategies based on the two 
scenario reduction methods have only minor differences. 

 
Table 11. 

The cumulative number of generators added based on FFS reduction of the equal-length period lattice 
 

Year 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

Base-load 0 0 3 8 14 20 26 32 39 45 45 45 45 45 45 45 45 45 45 45 
Gas CC 0 0 0 0 0 0 0 0 0 0 0 10 22 35 48 62 65 65 65 65 

Gas CT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 49 

Nuclear 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 

Wind 100 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 

IGCC 39 40 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 

Table 12. 

The cumulative number of generators added based on FSWC reduction of the equal-length period lattice 
 

Year 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

Base-load 0 0 2 8 9 10 16 22 29 34 41 45 45 45 45 45 45 45 45 45 
Gas CC 0 0 0 0 0 0 0 0 0 0 0 0 22 35 49 62 65 65 65 65 

Gas CT 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 49 

Nuclear 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 

Wind 93 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 105 

IGCC 11 19 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 45 

Like Fig.9, Fig.14 shows the expected generation by generator type over the planning horizon obtained by solving 
model (1)-(5) based on the reduced scenario subsets obtained from FFS and FSWC, respectively, for the equal- 
length period lattice. The figures show similar generation patterns result from applying reduced scenarios obtained 
from either scenario reduction method. Similar to Fig.9, Base-load and IGCC generators also start to increase their 
generation from year 2, while the generators which consume natural gas decrease their generation at the same time 
in equal-length period lattice. Fig.15 illustrates the expected generation costs resulting from the FFS- and FSWC- 
based expansion decisions for the equal-length period lattice. 

< Fig.14(a) here > < Fig.14(b) here > 

(a) (b) 

Fig.14 Illustration of average energy generation of each type of generator based on the equal-length period lattice: (a) FFS 
method, (b) FSWC method 

 
< Fig.15(a) here > < Fig.15(b) here > 

(a) (b) 
 

Fig.15 Expected generation cost of each type of generator over selected scenarios from the equal-length period lattice: (a) FFS 
method, (b) FSWC method 

Similar to the pattern shown in Fig.10, the average generation costs of gas-fired CC and CT generators dramatically 
increase after the second year in each subplot of Fig.15, and from that year on, the generation costs of Base-load and 
IGCC generators are much lower than those of CC and CT generators. The potential for high natural gas prices later 
in the planning horizon leads to more energy production by Base-load and IGCC generators to minimize expected 
costs. 

 
Like Table 10, Table 13 summarizes the investment cost, generation cost and penalty for unserved energy based on 
scenarios selected from the equal-length period lattice by two reduction methods respectively, and also illustrates the 
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performance of the expansion strategies with respect to the original scenarios. For the equal-length period lattice, 
FSWC and FFS methods provide similar results in every cost category, especially when the reduced scenario subset 
cardinality is set to 20, 50 or 100. Since any unserved energy will be penalized by 10 7 $/MWh, the penalties in 
expected cost with respect to all scenarios indicate that only a small amount of demand would be unsatisfied over 
the planning horizon. 

 
Table 13. 

Expected costs and solution times based on FFS & FSWC for the equal-length period lattice 
 

Number of selected scenarios, n 
 

100 
FFS FSWC 

Expected cost with 
respect  to  selected 
scenarios($Billion) 

 
Expected cost with 
respect to all 
scenarios ($Billion) 

 
Scenario   reduction 
time (CPU s) 

Investment cost 
Generation cost 
Penalty($10M/MWh) 
Total cost Investment 
cost Generation    
cost 
Penalty($10M/MWh) 
Total cost 
Solve scenario problems 
Cluster 
Select 

61.06 57.90 
165.21 146.34 

0 0 
226.27 204.24 

61.06 57.90 
156.50 161.68 

0 0 
217.56 219.58 

- 6,618 
- 3,448 

1,433,273 1,662 
Solution time with reduced scenario set (CPU s) 
Total time pruning and solution (CPU s) 

62 85 
1,433,335 11,813 

 

Considering the computational times summarized in Tables 10 and 13, FFS is impractical for selecting modest 
scenario subsets from large scenario sets. In contrast to the unsatisfactory performance of FFS for these large 
scenario sets, FSWC requires computational times ranging from 60% of that for FFS when selecting 10 scenarios to 
less than 1% when selecting 100 scenarios. But it results in similar first-stage decisions and expected costs with 
respect to the original scenario sets. Moreover, the time required for FSWC is approximately constant over different 
reduced set cardinalities. 

 
7. Conclusions 

 
This paper provides an approach to generating scenario trees to cover a long time horizon with variable length 
periods under the assumption that the random quantities follow correlated GBM processes. The cardinalities of the 
generated scenario sets are controlled both by combining multiple years into periods of varying lengths and by 
matching the number of branches from each node to the degrees of freedom in the statistical specifications. The 
FSWC scenario reduction heuristic applied in this paper clusters scenarios based on their wait-and-see solutions and 
then applies the fast forward selection heuristic within clusters. Thus, it incorporates the stochastic optimization 
context in addition to the probability distribution of scenarios. The numerical results obtained from a simplified 
generation expansion planning model indicate the usefulness and efficiency of the FSWC method. The first-stage 
solutions obtained from the FSWC-reduced scenarios are similar to those obtained from the FFS-reduced scenarios, 
as are their expected costs when implemented on the whole set of scenarios.  But the computational time for FSWC 
is substantially smaller and does not vary significantly with the cardinality of the reduced set. 

 
In this paper, risk associated with generation expansion decisions has been incorporated by including a penalty for 
unserved energy but only in terms of expectation. In ongoing research, some simplifying assumptions made in this 
paper are relaxed and risk is included in terms of conditional value at risk [48]. Because the success of FSWC 
depends on choosing appropriate key first-stage variables on which to cluster, guidance for their selection in various 
applications is a significant research issue. 
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