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CHAPTER 1 

INTRODUCTION 

The purposes of this study were to develop a structural equation 

model of preservice teacher variables and examine alternative methods of 

testing this model under different assumptions and measurement 

conditions. Analyzing causal relationships has been known by many names 

(causal modeling, simultaneous equation systems, linear causal analysis, 

path analysis, and others) but now is typically classified under the 

rubric of structural equation modeling. Based on the assumptions and 

measurement conditions for the conceptual model of this study, two 

methods were used to analyze the resulting operational structural 

equation models, multiple regression and LISREL. LISREL is an acronym 

taken from the function of a statistical package: the analysis of 

Linear Structural RELationships and implies parameter estimation of 

models that have structural equations (multiple regression type), 

measurement equations (factor analytic type), or both. 

Background 

Throughout time people have tried to develop causal explanations 

for what was happening in the world around them. This preoccupation 

with causal explanations may be justified for two reasons. First, 

people are often convinced that causal explanation represents a most 

fundamental understanding of the process that is being studied and that 

such knowledge remains invariant through time (Goldberger, 1973; Duncan, 
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1975). Secondly, It Is far more useful and Interesting to know that one 

variable is the cause of another variable rather than to know that these 

variables always appear together (Saris & Stronkhorst, 1984). 

This fascination with causal explanation has lead to much debate 

among researchers (for example Guttman, 1977; Asher, 1983; Cohen & 

Cohen, 1983; Pedhazur, 1982; Bollen, 1989). However, sociological 

methodologists such as Blalock (1961, 1963), Boudon (1965) and Duncan 

(1966) initiated a movement that demonstrated the value of combining the 

rigor of simultaneous equations and the simplicity of path analytic 

models. Because of this movement, path analysis became a major 

sociological research method by the 1970s (Blalock, 1971). 

However, major concerns developed regarding multiple regression 

analysis of structural models. One concern was that models should be 

tested and estimated values obtained for the equations. Also, the paths 

must be specified as must the estimation of the values for coefficients. 

Within the regression approach, parameters are estimated separately for 

individual equations, making It difficult to perform an overall test of 

a theory posited by the model. Because of this, many models in the 

literature were not tested. Indeed, Saris and Stronkhorst (1984) 

estimate that more than 50 percent of models in the literature could be 

rejected if the data were reanalyzed using LISREL. One alternative to 

model testing suggested by Duncan (1975) and Heise (1969) was that 

nonsignificant path coefficients be removed from the model. This 

alternative suggests hypothesizing fully recursive models and computing 

parameter t-values. Parameters with t-values larger than 2 were 
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retained, while parameters with t-values less than 2 were omitted (set 

to zero). 

A second concern addressed the way regression analysis deals with 

unobserved (latent) variables. In the social sciences, interest is 

often focused on relationships among latent variables. However, 

multiple regression estimation of models of this type results in 

parameters reflecting relationships among observed indicators of latent 

variables rather than relationships among the latent variables 

themselves. 

In an attempt to overcome this concern, multiple indicators (two or 

more observed variables measuring an unobserved variable) were 

introduced as an alternative to the single indicator approach (Sullivan, 

1971; Sullivan, 1974; Warren, Fear, & Klonglan, 1980). However, 

calculations were complex and tedious. 

Lastly, concern was expressed toward the regression assumption of 

perfect measurement for all but the dependent variable (Long, 1981). 

Unfortunately, no measurement instrument in the social sciences is 

entirely accurate. The presence of measurement error may overstate or 

understate the causal Impact of an explanatory variable and almost 

always inflates the disturbance term (cause due to unknown sources) of 

the dependent variable. Although there was concern with measurement 

error, initial progress was hampered by a lack of adequate statistical 

procedures. 

It became apparent that a general method was needed to deal with 

these and other concerns. In late 1970 at the University of Wisconsin, 
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the Conference on Structural Equation Models was organized to 

Investigate the commonalities of causal analytic methods. Social 

scientists were brought together whose primary research Interests 

Included the development and use of quantitative methods for analyzing 

causation in nonexperimental data (Goldberger, 1973). At this 

conference, Wiley (1973) discussed a general linear model that Included 

unmeasured variables and Joreskog (1973) Introduced a computer program 

for model estimation and testing. The general method which was to 

provide the means to estimate and test a large variety of linear models 

was finally realized by the Joreskog-Keesling-Wlley (JKW) model, widely 

known as the LISREL approach. Thus, a computer program for statistical 

data analysis has become so Important in econometrics, psychometrics, 

and other social sciences that LISREL is now used to identify a method 

of data analysis as well as a statistical package (Long, 1983). 

At approximately the same time. Fuller and his colleagues (Degrade 

& Fuller, 1972; Warren, White, & Fuller, 1974; Fuller & Hidiroglou, 

1978) were developing an errors-in-variables approach for parameter 

estimation. Plewis (1985) compares the advantages and disadvantages of 

each approach. 

Conceptual Model 

The decision to enter the teaching profession, teacher 

satisfaction, and teacher retention are important implications of the 

quality of a teacher education program (Darling-Hammond, Wise, & Pease, 

1983; Ashton, Webb, & Doda, 1983; Chapman, 1984). Therefore, a 
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conceptual model of preservice education variables which may effect the 

quality of a teacher education program has been posited in Figure 1.1. 

The typical preservice program involves coursework preparation in 

teaching methods and subject matter content. The conceptual model 

developed for this study reflects this temporal ordering. It is assumed 

that the variables of job expectations and academic ability are 

developed prior to entrance to the preservice program. These variables 

are followed by a pre-student teaching variable (perceived adequacy of 

preparation) and two post-student teaching variables (satisfaction with 

cooperating teacher and self-rated student teaching performance). The 

overall dependent variable for the conceptual model is the perceived 

quality of teacher preparation program. 

For preservice entrance variables, job expectation Included how 

Important it is that a job provide challenge and responsibility; 

extrinsic rewards (good salary, advancement, prestige, security); 

autonomy (opportunity to be creative, use special abilities, and be in 

control); and service (work with people and help and serve others). 

Academic ability for this study included grade point average at the time 

of admittance to the preparation program, high school rank, and ACT 

composite score. 

Pre-student teaching preparation involved the areas of preparation 

for the planning and delivering of instruction; Interpersonal 

relationships; assessing and dealing with learning problems; 

understanding and providing for individual differences; and monitoring, 

testing and evaluating student progress. 
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Post-student teaching evaluation included satisfaction with the 

student teaching cooperating teacher and a self-rating of performance in 

student teaching effectiveness and teaching skills. Additional 

rationale and background for this conceptual model will be presented in 

Chapter 2. 

From this conceptual model, five empirical models were developed 

based on different assumptions and measurement conditions. Model I 

assumes a single observed variable measured without error for each 

latent variable in the conceptual model. Model II also assumes a single 

observed variable for each latent variable but makes an adjustment for 

measurement error. Models III and IV are multiple indicator extensions 

of Models I and II, respectively. Model III assumes no measurement 

error while Model IV is a full, multiple indicator model adjusting for 

measurement error. Model V utilizes the 16 indicators as unique 

variables making individual contributions. The variables are not used 

as multiple indicators as in Models III and IV, nor are they used as 

composite variables (Models I and II). The variables in Model V are 

assumed to be measured without error. 

Need for the Study 

Despite the impact of LISREL as an analytic method for structural 

equation models, LISREL is just beginning to be used in educational 

research (Keith, 1988; Stage, 1989). In particular, analyses of 

structural equation models in educational research have been restricted 

largely to the multiple regression approach (Elmore & Woehlke, 1988). 
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Figure 1.1. Conceptual model of preservice teacher variables 
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With the development of the LISREL approach, alternative analytic 

methods are now available to test a wide variety of structural equation 

models. Therefore, a need exists to demonstrate appropriate methods of 

analysis based on model assumptions and measurement conditions via a 

substantive educational research application. 

Statement of the Problem 

This research demonstrates methods of analyzing a structural 

equation model involving preservice teacher variables based on 

alternative assumptions and measurement conditions. Categories for 

alternatives to be considered include a single indicator for each 

unobserved (latent) variable without adjustment for measurement error, a 

single indicator for each latent variable with adjustment for 

measurement error, multiple indicators for latent variables without 

correction for measurement error (using the quality of preparation 

structural equation only), and multiple indicators corrected for 

measurement error. 

The primary hypothesis of the model is that the quality of teacher 

preparation is influenced by self-rated student teaching performance, 

satisfaction with the student teaching cooperating teacher, perceived 

adequacy of preparation, importance of job expectation factors, and 

academic ability. A second hypothesis considered is that self-rated 

student teaching performance is Influenced by the satisfaction with 

student teaching cooperating teacher, perceived adequacy of preparation, 

job expectation factors, and academic ability. Third, the influence of 
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perceived adequacy of preparation and job expectation on the 

satisfaction with student teaching cooperating teacher will be examined. 

Last, the hypothesis that academic ability and job expectation factors 

influence perceived adequacy of preparation will be investigated. 

Purpose of the Study 

The main purposes of this study were to develop a structural 

equation model and to examine alternative methods of analyzing a 

structural equation model under different assumptions and measurement 

conditions. A structural equation model of preservice teacher variables 

was analyzed with data collected from Iowa State University teacher 

education graduates. Based on this analysis, some general Insights 

about structural equation modeling in educational research will be 

posited that may serve as a guide for other efforts in this area. 

Objectives of the Study 

The objectives of the study are; 

1. To develop a structural equation model Involving preservice teacher 

preparation variables. 

2. To analyze a structural equation model with a single indicator for 

each latent variable without adjustment for measurement error. 

3. To analyze a structural equation model with a single Indicator for 

each latent variable with adjustment for measurement error. 

4. To analyze a structural equation model with multiple indicators for 

latent variables with no correction for measurement error. 
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5. To analyze a structural equation model with multiple indicators for 

latent variables with correction for measurement error. 

6. To provide an explanatory guide for selecting the appropriate method 

for analyzing structural equation models based on varying 

assumptions and measurement conditions. 

Significance of the Study 

The primary thrust of this dissertation is methodological; however, 

one should not infer that it is atheoretical. The distinction between 

methodology and theory has been argued by Hill (1970) as suppositious at 

the level of actual research and that the development of methodology is 

helpful to the investigation of research problems. Further, Blalock's 

(1968) recommendation that the extent to which the gap between theory 

and actual empirical research can be closed is dependent on improvement 

of research techniques on the one hand, and theory on the other. The 

examination of analytic methods for structural equation models in 

educational research can help adopt a workable and consistent framework 

for the analysis of method and theory. Furthermore, the analysis of the 

structural equation model involving preservice teacher education 

variables will provide information regarding the relationships among 

these variables relative to the teacher preparation program at Iowa 

State University. 
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Research Hypotheses 

1. Job expectations, academic ability, adequacy of pre-student teaching 

preparation, satisfaction with the student teaching cooperating 

teacher, and self-rated student teaching performance directly affect 

the quality of teacher preparation. 

2. Job expectations, academic ability, adequacy of pre-student teaching 

preparation, and satisfaction with the student teaching cooperating 

teacher directly affect self-rated student teaching performance. 

3. Job orientation and adequacy of pre-student teaching preparation 

directly affect the student teaching cooperating teacher. 

4. Academic ability and job expectation factors directly affect the 

adequacy of pre-student teaching preparation. 

Basic Assumptions 

The data used in this study were collected using the Teacher 

Education Graduate survey conducted by the Research Institute for 

Studies in Education (RISE) during the fall and spring semesters of 

1986-87 and 1987-88. It is assumed that the survey Instrument was 

reliable and valid In determining an accurate assessment of preservice 

teacher variables used in this study. It is also assumed that RISE 

followed proper survey procedures for the collection and coding of data. 

Because measurement of variables took place at a single point in 

time, it is also assumed that approximations of effect over time are 

"arbitrarily close" (Miller, 1971, p. 289). This does not constrain the 
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Study to assume that all effects are Instantaneous. 

Delimitations of the Study 

The study was limited to 420 teacher education graduates that 

returned the Teacher Education Graduate questionnaire. The focus of 

this research is with graduates from the teacher preparation program. 

However, it is important to note that the students may be different than 

university students in general. To be admitted to the teacher 

preparation program, students must meet current admissions requirements. 

Usually over 90% of those admitted are juniors or seniors and must have 

a grade point average of 2.5 or higher and must indicate a strong 

interest in becoming teachers. Thus, generalizations and inferences 

from this analysis would be applicable to teacher preparation graduates 

but may not apply to all college of education graduates or university 

graduates in general because of the uniqueness of the teacher 

preparation graduates. Further, ranges of values on certain variables 

may be restricted for teacher preparation graduates as compared to 

graduates in general (for example, grade point average). 
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CHAPTER 2 

REVIEW OF LITERATURE 

This chapter has been divided into four sections. Section one 

addresses the notions of causality and causal models. Sections two and 

three present the assumptions and methods of two common approaches to 

structural equation analysis, linear regression (ordinary least squares) 

and LISREL (maximum likelihood). The last section focuses on teacher 

preparation variables and the development of empirical models. 

Causation and Causal Models 

Although the nature of causality is a topic of controversy, the 

analysis of causal models has become a major sociological research 

method (Asher, 1983; Cohen & Cohen, 1983; Pedhazur, 1982; and Bollen, 

1989). This study follows Bollen's notion of probabilistic causality. 

Bollen (1989), following others (for example Simon, 1954), takes a 

probabilistic view of causation. This view allows random disturbance 

representing various influences to enter the causal relationship so that 

a change in a causal variable is not always followed by a change in an 

effect variable. The random disturbance represents the effect of 

omitted variables, random error, or measurement error. Although a small 

random disturbance would imply more confidence in the causal relation, 

there are differences of opinion on what the size of the disturbance 

should be. Saris and Stronkhorst (1984) set a criterion of an R square 

of 0.90 or better in justifying causation. However, despite low 
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explained variance, causal influences may be present. In the latter 

case, while the causal influence may be estimated, its practical 

importance will be of little value (Bollen, 1989). 

Bollen (1989) and others define variable X as a cause of variable 

Y, if a change in Y follows a change in X provided all other relevant 

variables are held constant. This definition implies the following 

three conditions (Selltiz, 1959; Kenny, 1979; Pedhazur, 1982): 

(a) X and Y covary, 

(b) a temporal ordering exists between X and Y, 

(c) the association between X and Y does not disappear when effects of 

causal variables prior to X and Y are removed. 

Condition (a) seems to contradict the frequently quoted maxim that 

correlation is not proof of causation. However, it is only one of a 

combination of three conditions that must exist for causal 

interpretation. Cohen and Cohen (1983) state: 

Causation manifests itself in correlation, and its 
analysis can only proceed through the systematic 
analysis of correlation ... (p. 15). 

Condition (b) stipulates that the explanatory variable occurs prior 

to the effect variable. Temporal specification is usually straight 

forward since a time lag between cause and effect variables often can be 

determined. When a time lag is difficult to detect and order is in 

question, the direction of most probable influence should be specified 

(Rosenberg, 1968). 

Condition (c) refers to nonspuriousness. To have nonspuriousness 

between two variables, there must not be a third variable Z that causes 
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both X and Y such that the relationship between X and Y vanishes when Z 

is removed. Put another way, X and Y are spuriously related if their 

covariation is mostly due to a common cause Z. This condition is not 

easily resolved. Typically, to investigate spuriousness between two 

variables X and Y, a third variable, Z, is introduced and r^y is 

compared to r^^ ^ (Pedhazur, 1982). Unfortunately, the result of this 

comparison has two interpretations. First, X and Y could be spuriously 

related resulting in Z as a causal variable for both X and Y (X<—Z— 

>Y). The other possibility is that Z is an intervening variable 

resulting in X causing Z and Z causing Y (X—>Z—>Y), 

Simon (1954) addressed the idea of what correlation proves by 

differentiating between true and spurious correlation. Assuming 

temporal ordering of variables and uncorrelated disturbances, a proof 

was presented supporting the claim that true correlation does imply 

causation in the two-variable case. The best prevention of spuriousness 

is careful attention to theoretical considerations. 

The importance of the theoretical basis of a causal model cannot be 

overstated (Warren, Klonglan, & Faisal, 1977; Pedhazur, 1982; and 

others). Important missing variables or misspecified causal relations 

can generate serious bias in parameter estimation leading to erroneous 

conclusions. Further, it is possible that more than one model may fit 

the empirical data of a study equally well. The use of theory 

establishes model validity and helps to reveal the "causal mechanism" 

(Bollen, 1989; Saris & Stronkhorst, 1984) for the process under 

Investigation. 
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Regression Approach 

Path analysis was introduced by geneticist Sewall Wright in the 

1920s. Over 40 years later, Duncan's (1966) landmark publication of 

sociological examples marked the beginning of path analysis as a method 

for social science research. By the early 1970s path analysis had 

become a major sociological research method (Blalock, 1971). 

Using the following assumptions for path analysis (Pedhazur, 1982), 

the method of estimating model parameters simplifies to the solution of 

one or more ordinary least squares (OLS) regression analyses. The first 

assumption is that relationships among variables are linear and additive 

ruling out curvilinearly-related variables and interaction among 

variables. Second, residuals are not correlated with preceding 

variables. The implication here is that all relevant variables are 

included in the model and that the residuals account for random 

disturbances that are uncorrelated with preceding variables. Third, the 

causal flow is unidirectional (recursive). This eliminates reciprocal 

causation (two variables causing each other) between variables. It 

should be noted that path models with reciprocal causation 

(nonrecursive) can be estimated using the more complicated approach of 

two-stage least squares. Fourth, it is assumed that variables are 

measured on an interval scale. This assumption is difficult to fulfill 

since many social science measurement procedures lead to ordinal scales 

(Saris & Stronkhorst, 1984). Most researchers adopt Kerlinger's (1964) 

view of treating ordinal measurements as though they were interval 
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measurements but to be aware of possible inequalities of intervals. The 

last assumption is that independent variables are measured without 

error. This assumption of error-free measurement is rarely satisfied. 

Measurement error usually leads to underestimation of the R square value 

(explained variance) and may overstate or understate the estimated 

regression coefficients (Cochran, 1970). 

The main objective of path analysis is to separate correlations 

into causal and noncausal parts to provide evidence of causation through 

an explicitly stated theory of cause and effect (Warren et al., 1977). 

Path analysis applications require several steps. A path diagram is 

constructed indicating causal relationships among relevant variables, 

structural equations are determined in terms of model parameters, 

parameters are computed using regression analyses, and results are 

interpreted. Each of these steps is discussed in turn. 

A path diagram graphically displays the interrelationships among 

relevant variables and is used to provide clarity to the structure of 

the posited theory (Duncan, 1966). Thus, the path diagram is a graphic 

interpretation of the system of structural equations representing the 

proposed theory. Although helpful, the path diagram is not necessary 

for numerical computations or interpretation of results. Relevant model 

variables are of two types, exogenous and endogenous. Exogenous 

variables are assumed to have causes; outside the model and endogenous 

variables are those with at least one hypothesized cause within the 

model. Causal relationships, called paths, are indicated by one-way 

arrows. Noncausal associations are indicated with curved two-headed 



18 

arrows. Variables not included in the model which may have causal 

effects on endogenous variables are called residuals or disturbances. 

In Figure 2.1, and Xg are exogenous variables and Xg and X^ are 

21 

V 

P4V 

Figure 2.1. Sample path diagram 

endogenous variables. The diagram indicates that Xj and Xg have a 

noncausal association; Xj^ and Xg have causal effects on Xg and X^; and 

Xg causally effects X^. U and V represent residuals and the puj's (i is 

the effect variable and j is the causal variable) represent path 

coefficients which link cause and effect variables (Pedhazur, 1982). 

Path coefficients represent the amount of effect variable change per 

unit change in a causal variable with all other variables held constant. 

The second step is to write structural equations for endogenous 

variables in terms of model parameters and causal variables. Thus each 

endogenous variable serves as a dependent variable in an equation that 
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is a linear combination of causal variables and their respective path 

coefficients. For the model in Figure 2.1, the structural equations are 

^3 P3I ^1 P32 ^2 ®3 

and 

^4 P43 ^3 * P4I ^1 * P42 h ®4 

where e^ and e^ represent residuals. 

The next step is to compute the model parameters. The success or 

failure of determining unique parameter estimates is called the 

identification of a model (Saris & Stronkhorst, 1984). If unique 

estimates for all parameters can be computed, the model is said to be 

identified or just identified. Just identified models can be analyzed 

but not tested statistically. All models satisfying the path analysis 

assumptions stated above will be identified. Models may also be 

underidentifed or overidentified. Underidentified models have one or 

more parameters that cannot be uniquely determined so that the model 

cannot be analyzed. Overidentified models may have one or more 

parameters that may be estimated in more than one way. Overidentified 

models can be analyzed and tested statistically. 

For the sample model In Figure 2.1, two regression analyses are 

required, one for each equation. For the first regression analysis, 

variable is regressed on and Xg. In the second analysis, variable 

X^ is regressed on Xj, Xg, and Xg. The P^j's are determined by the 

respective beta coefficients. The R square value of each regression is 

the variance of the dependent variable explained by independent 

variables. The amount of variance of the dependent variable explained 
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by other sources is 1 - R square. Residual path coefficients are equal 

to the square root of 1 - R square. 

The last step is to interpret the results. The major criterion 

used to evaluate the adequacy of a model is the magnitude of the 

coefficient of determination (R square) between the dependent variable 

and the independent variables of the model (Schuessler, 1971). Another 

method available for model evaluation is Specht's (1975) chi-square test 

for overidentified recursive models with uncorrelated residuals. 

However, the computations are somewhat complex and seldom carried out 

(Saris & Stronkhorst, 1984). A third method used is to remove 

nonsignificant paths from the model and recalculate parameter estimates 

for the reduced model (Heise, 1969). This has the disadvantages of post 

hoc application (McPherson, 1976) and not testing the model as a whole 

(Saris & Stronkhorst, 1984). 

In addition to direct effects, total and indirect effects of 

variables may be of Interest. The direct effect of a causal variable is 

transmitted directly to an effect variable and is determined by the 

coefficient of the path linking the two variables. Total effect is the 

amount of change in a dependent variable caused by a given change in an 

independent variable. Indirect effect of a causal variable is 

transmitted through one or more intervening variables to the effect 

variable. Fox (1980) computes direct and indirect effects using matrix 

calculations. Alwin and Mauser (1975) utilize systematic application of 

regression analyses and simple arithmetic to compute effects (Frerichs, 

Kemis, & Crawford, 1989). Sobel (1987) has developed a computer program 
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for a significance test of indirect effects. 

LISREL Approach 

LISREL is an approach to structural equation modeling based on the 

Joreskog-Keeling-Wiley (JKW) model and takes its name from the computer 

program used to estimate model parameters (Long, 1983). The general JKW 

model is a combination of a structural equation component and a 

measurement component which analyzes covariance structures. LISREL is 

capable of analyzing a wide variety of models and subsumes the 

regression approach as described above (Saris & Stronkhorst, 1984). 

The underlying objective of the LISREL approach focuses on the 

estimation of relationships among latent (unobserved) constructs of a 

hypothesized model rather than relationships among observed variables 

(Ecob & Cuttance, 1987), a major departure from the regression approach 

to causal model analysis. Observed variables are specified as 

indicators of latent variables in the measurement model while 

relationships among latent variables are specified in the structural 

model. 

Measurement and structural equation parameters indicate 

hypothesized relationships among model variables. Four matrices, Beta, 

Gamma, Lambda-X, and Lambda-Y, are used to specify causation and 

measurement within the causal model. Four other matrices are used to 

specify noncausal association among variables: Psi, Phi, Theta-delta, 

and Theta-epsilon. Model parameters can be specified as either fixed, 

free, or constrained. Fixed parameters are set equal to values 
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determined a priori and are supplied as input. Parameters that are to 

be estimated are designated as free. Constrained parameters are set 

equal to a single estimated value (Joreskog, 1982). Constraining plays 

an important part in advanced modeling techniques and should be 

approached with caution (Hayduk, 1987). 

The LISREL notation representing parameters in a causal model is 

described in Table 2.1. The model in Figure 2.2 is the LISREL approach 

and notation applied to the model from Figure 2.1. Circles indicate 

latent (unobserved) variables and squares indicate observed (measured) 

variables. Two-headed curved arrows and one-headed arrows retain their 

implication of noncausal association and causality, respectively. 

Using LISREL notation, the matrix structural equation component for 

the model in Figure 2.2 is 

ni" 0 d" 
+ ^11 ^12 + 

r "Ï 
^1 

n2 021 0 ^̂ 2 ^21 ^22 h 
L «. 

^2 

producing the structural equations 

"1 =• Yii «1 + hz h * 
and 

rig = 021 "^1 + ^21 ^1 ^22 h ^ ^2 

The matrix form for the measurement component is 

h \i ° 
+ 'h 

0 ^22 ^2 
and 
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Table 2.1. Parameter and variable identification 

Structural equation component: n = Sn + rç + ç . 

Symbol Name Dimension Definition 

n eta m by 1 vector of endogenous latent 
variables 

Ç xi n by 1 vector of exogenous latent 
variables 

g beta m by m coefficient matrix for latent 
endogenous variables 

r gamma m by n coefficient matrix for latent 
exogenous variables 

Ç zeta m by 1 vector of endogenous residuals 

Measurement component: Y = n + g and X = ç+ç. 

Symbol Name Dimension Definition 

p by 1 observed indicators of Y 

X 

E 

6 

X y 

^ X 

* 

* 

q by 1 

epsilon p by 1 

delta q by 1 

lambda y p by m 

lambda x q by n 

psi 

phi 

m by m 

n by n 

observed indicators of 

measurement error for y 

measurement error for x 

matrix of coefficients 
relating y to n 

matrix of coefficients 
relating x to ç 

covariance matrix of G 

covariance matrix of 5 
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*21 

- e .  

Figure 2.2. Sample structural equation model 

hi ° 

'"22 

The assumptions for LISREL have been specified by (Ecob & Cuttance, 

1987). The first two assumptions are that relationships among variables 

are linear and additive and are measured on an interval scale. 

Assumption three is that disturbances in all equations have mean equal 

to zero. This is a necessary, but not sufficient, condition for 

unbiased estimates of model parameters. Fourth, disturbances are not 

correlated to exogenous variables. This assumption addresses model 

specification and implies all relevant variables are included in the 
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model. The fifth assumption is that errors of measurement for observed 

variables are not correlated with constructs. The implication is that 

error terms in the measurement model reflect true measurement error. 

Sixth, measurement errors and disturbances are mutually uncorrelated. 

This assumption serves mainly as a way to identify parameters of the 

model and is generally satisfied in most data. The last assumption is 

that the joint distribution of observed variables is multivariate 

normal. This is required for the maximum likelihood (ML) method of 

parameter estimation, assessment of the model fit, and tests of 

hypotheses about parameters. If the multivariate normal assumption 

cannot be met, alternative procedures of unweighted least squares and 

generalized least squares are available within LISREL (Saris & 

Stronkhorst, 1984). 

Once a model has been developed, the problem of model 

identification should be addressed. Although no general conditions have 

been specified that guarantee model identification (Hayduk, 1987), 

Bollen (1989) has summarized conditions that are available to help 

determine identifiability. 

One condition for identification is the t-rule. A necessary but 

not sufficient condition is that relationship 

t <= (1/2)(p + q)(p + q + 1) 

must hold, where t is the number of parameters to be identified, p is 

the number of endogenous variables, and q is the number of exogenous 

variables. Although the t-rule is easily applied, it does not guarantee 

identification. A second identification condition is the null B rule, a 
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sufficient condition. Any model with a zero beta matrix will be 

identified. A beta matrix will be zero if no endogenous variable 

effects any other endogenous variable. Models that do not satisfy the 

null B rule may still be identified. The recursive rule is a third 

condition. Here, the beta matrix is a lower diagonal matrix and the psi 

matrix is diagonal. The recursive rule is sufficient for 

identi fi cation. 

Bollen also describes more general rank and order conditions for 

identification of model equations. If all model equations are 

identified then the model is identified. If one equation is not 

identified then the model is not identified. Both the rank and order 

conditions utilize a matrix, C, 

C = [ (I - G) r ] 

and other matrices, g's, generated from the C matrix, containing I's for 

each parameter restriction and O's otherwise. The ith equation is 

identified if 

order (g^) >= p - l 

and 

rank (Cg,) = p - 1 

where p = the number of endogenous variables. The order condition is 

necessary but not sufficient while the rank condition is a necessary and 

sufficient condition. 

A last method of identification is Wold's rank rule. This rule 

involves the determination of covariances in terms of model parameters 

and the rank of a matrix of partial derivatives with respect to each 
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parameter to be estimated. Wold's rank rule Is a necessary and 

sufficient condition for identification. 

With these a priori approaches, the investigator uses either 

algebraic manipulation of covarlances and parameters or the application 

of rank and order conditions. Depending on the model specified these 

methods can be tedious, difficult, and error-prone (Bollen, 1989). A 

second approach to the identification problem is post hoc examination of 

computer output (Joreskog, 1982). Hayduk (1987) indicates a growing 

trend toward the analysis of computer output to determine the 

identification of a model because of the difficulty of the a priori 

methods as applied to realistic models (e.g., the model analyzed in this 

study would require a 40 by 40 matrix of partial derivatives for the 

Wold rank rule). 

Once the identification problem has been addressed, the LISREL 

program (Joreskog and Sorbom, 1986) can be used to generate parameter 

estimates and statistical tests. Input data for LISREL Include sample 

size; number of exogenous and endogenous variables; the number of 

indicators for exogenous latent variables; and the number of indicators 

for endogenous latent variables. Data to be analyzed are entered either 

as correlations or variances/covariances of observed variables. Also 

included as input is the specification of which parameters are free, 

fixed, or constrained. Estimates are typically determined by the method 

of maximum likelihood (Joreskog, 1982). 

Although many output options exist for LISREL, only three are 

discussed here. The first is parameter estimates. If variances/ 
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covariances were entered as Input, then default estimated parameters are 

output as unstandardized values (standardized estimates are available in 

this case). If correlations were entered as input, standardized 

parameter values are the default output. Second, LISREL outputs model 

goodness of fit information. One is a likelihood ratio chi-square 

value, its associated degrees of freedom, and probability value to 

evaluate model goodness of fit (Joreskog, 1982). A large chi-square 

value indicates the hypothesized model does not closely approximate the 

causal relationships that generated the data. Therefore, a small chi-

square value is desired to indicate a good fitting model. However, an 

insignificant chi-square does not prove that the correct model has been 

found. It does indicate that one plausible model, of perhaps many, has 

been found which is consistent with observed covariances. Last, LISREL 

outputs T-values that provide a significance test for estimated 

parameters. A LISREL T-value is formed by dividing the parameter 

estimate by its standard error. A large value indicates the parameter 

is important to the model while a small value means the parameter is 

probably unimportant. The T-values have an approximate z distribution 

(Bentler, 1982) so that large and small can be determined by the 

standard normal curve. 

The ease of testing the goodness of fit of a model is an important 

difference between the regression approach and LISREL. However, the 

likelihood ratio chi-square test for goodness of fit has received 

considerable attention, with much of the controversy focusing on sample 

size. Assessing goodness of fit by maximum likelihood procedures 



29 

assumes a relatively large N, yet Gentler and Bonett (1980) and others 

have indicated that the chi-square goodness of fit with large sample 

size may easily lead to the rejection of a useful theoretical model. 

Boomsma (1982) reports that a sample size less than 100 may lead to 

improper solutions. Hayduk (1987) suggests using chi-square for N in 

the 50 to 500 range, paying close attention to samples with modest N. 

Because of this controversy, LISREL VI outputs three other goodness 

of fit indices. They are the Goodness of Fit Index (6FI), Adjusted 

Goodness of Fit Index (AGFI) and the Root Mean squared Residual (RMR). 

The RMR is based on the sum of squared residuals and should be close to 

zero for a good fit. It is not clear how large this value has to be to 

indicate a poor fit. The 6FI is a value involving normalized measures 

to reduce the ambiguity of interpretation of the RMR. The GFI can have 

values between zero and one with, values close to one indicating a good 

fit and values close to zero indicating a poor fit. The AGFI is a 

measure of fit that adjusts the GFI using degrees of freedom. This 

measure also lies between zero and one, with one indicating a good fit 

and zero indicating a poor fit. As with the RMR, there is no standard 

to determine when a fit is good or poor. Saris and Stronkhorst (1984) 

presents a comparison of the fit indices for different models and 

concludes that it is "quite difficult to give simple rules for the 

interpretation of these indices (p 230)." 

A different approach has been taken by Hoelter (1983). Hoelter has 

focused on sample size and proposed a formula to compute a value called 

Critical N (CM), which is the size of the sample that would be required 
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for significant results at a specified level of significance (.05 for 

example). Hoelter examined numerous studies and concluded that a CN of 

200 or more is reasonable for an indication of a good fit. 

Conceptual Model Variables 

This section discusses the variables used in the empirical 

structural equation models. It has been hypothesized that job 

expectations, academic ability, perceived adequacy of preparation, 

satisfaction with cooperating teacher, and self-rated teaching 

performance have causal effects on the quality of teacher education. 

The decision to enter the teaching profession, teacher 

satisfaction, and teacher retention are important Implications of the 

quality of a teacher education program (Darling-Hammond, Wise, & Pease, 

1983; Ashton, Webb, & Doda, 1983; Page, Page, Million, 1983) and that 

the preparation program may have long-term effects (Schalock, 1983). 

Preparation is when an individual develops knowledge, skills and 

attitudes necessary to enter a chosen profession (Isaacson, 1978). In 

education, preservice teachers form a group of adult learners who seek 

formal preparation leading to recommended teaching credentials for entry 

into the teaching profession. It is no surprise then that the teacher 

preparation program plays an Important role in career decisions of 

graduates relative to entering and remaining in the field of teaching. 

Hays (1982) and Williams (1985) found that the more satisfied 

graduates were with their preparation, the more likely they were to 

enter teaching. Chapman (1984) found that preservice preparation plays 
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a significant role in education graduates' decisions to enter and remain 

in teaching. Ashton, Webb, and Doda (1983) have concluded that 

preparation and the efficacy derived from it influence career plans. 

Also, with job satisfaction playing an important role in teacher 

retention, inadequate preparation was found to influence dissatisfaction 

of teachers with their jobs (Murphy, 1982; Adams & Martray, 1980). 

Job Expectations 

Yarger, Howey, and Joyce (1977) focused on generalizations obtained 

from a national survey of preservice education. The overwhelming reason 

why teaching was chosen as a career was a desire to work with children. 

Other reasons included feelings of security, fulfillment, feelings of 

Importance, and being challenged. Teaching was not seen as a profession 

that offered the opportunity for high incomes, high levels of power or 

status nor were these characteristics particularly important to them. 

Book and Freeman (1986) examined entry-level elementary and secondary 

education majors at a large midwestern university. Relative to career 

decisions, both elementary and secondary candidates were most likely to 

select items with a service orientation. 

Chapman and Lowther (1982) proposed a conceptual scheme for 

describing the Influences affecting teachers' career satisfaction 

following the work of Chapman and Hutcheson (1981). The model indicates 

job challenge (leadership and learning new things) and rewards (salary, 

recognition and approval by others) affect career satisfaction. 

Research by Chapman and Hutcheson (1981) investigated teacher attrition 
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and found that those who did and did not leave teaching differed 

significantly In their self-rated skills and abilities and professional 

success. Salary and job autonomy were the most Important determinants 

for those who left teaching. 

Williams (1985) examined the relationship of teacher preparation 

variables and student teaching satisfaction for Iowa State University 

teacher education graduates. Among others, Williams found that autonomy 

and job security were effective predictors of student teaching 

satisfaction. 

Academic Ability 

Academic abilities of students entering teacher preparation 

programs have been the focus of many studies. Research has supported 

the view that many who seek to enter the teaching profossion are 

academically weak. Kerr (1983) concluded that the brightest and best 

are not entering teaching, Vance and Schlechty (1982) indicated that 

those with low measured academic ability are attracted to and remain in 

teaching, and Weaver (1979) concluded that a majority of new teacher 

graduates were in the lower half of their college class. Also, academic 

ability/achievement was one of several potential predictors of teaching 

effectiveness as suggested by Schalock (1983). Williams (1985) found 

that grade point at the time of admission to the teacher education 

program was an effective predictor of student teaching satisfaction. 

No single standard has been established for entrance to teacher 

preparation programs. However, grade point average as a measure of 
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academic ability to screen preservice teacher applicants appears to be a 

common denominator among many institutions. Indeed, a general call for 

raising the standards of teacher preparation programs by the American 

Association of Colleges for Teacher Education (AACTE) has led to raising 

the grade point average entrance requirement at many institutions 

(Sikula and Roth, 1984). 

Pre-Student Teaching Preparation 

Potential predictors of teaching effectiveness as suggested by 

Schalock (1983) include knowledge related to teaching (including 

content) and skills related to teaching. In particular, Schalock lists 

variables being considered by Oregon Teacher Preparation Institutions as 

essential in research on teacher selection and preparation. Many of 

these characteristics can be categorized into four groups: planning and 

delivering instruction, interpersonal relationships, dealing with 

learning problems, and testing/evaluating students. 

Guyton and Farokhi (1987) examined whether successful academic 

performance assures good teaching. Academic performance variables of 

teacher education graduates at one large university were correlated with 

on-the-job performance assessments. Many of the competencies measured 

can be classified in one of the four groups mentioned above. Further, 

Porter and Brophy (1988) summarized research on good teaching and 

presented a picture of effective teachers as semi-autonomous 

professionals who exhibit skills which also fit into the four groups 

mentioned previously. 
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Cooperating Teacher 

Mandated by certification requirements, student teaching provides 

the opportunity for preservice teachers to observe and apply their 

knowledge and skills in a supervised setting. The cooperating teacher 

supervising and guiding a student teacher can significantly influence a 

student teacher during a field experience. Campbell and Williamson 

(1973) found that the relationship between the cooperating teacher and 

student teacher presented the most difficulty and stress of the field 

experience. Appleberry (1976) found that some student teachers felt 

they were given too much responsibility. 

Self-Rated Student Teaching Performance 

Page, Page, and Million (1983) found variables related to self-

assessment of performance which combined with others to predict teacher 

retention. These variables include selecting and using proper 

questioning techniques, evaluating teaching effectiveness and making 

curricular revisions when necessary, using instructional time 

efficiently, working with large groups, working with individuals and 

small groups, communicating enthusiasm for learning, understanding and 

using appropriate subject matter, understanding the roles of other 

educational personnel, working with parents in the teaching/learning 

process, and assisting learners in developing a positive self-concept. 

Heffley (1983) studied Kansas teachers leaving the profession and 

found that those defecting indicated more classroom problems than did 
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teachers remaining in teaching. This is supported by Veeman's (1984) 

review of 83 studies examining problems of beginning teachers. Veeman 

reported that the more problems that beginning teachers experienced, the 

more likely they were to leave teaching. Veeman identified frequent 

problems of beginning teachers to be classroom discipline, motivating 

students, dealing with individual differences, assessing students' work, 

relations with parents, organization of class work, insufficient 

materials and supplies, dealing with problems of individual students, 

heavy teaching load, and relations with colleagues. 

In summary, individuals enter teacher preparation programs to 

develop the knowledge, skills, and attitudes to obtain proper 

credentials to enter the teaching profession. The quality of teacher 

education programs has been found to influence the decision of teacher 

education graduates to enter and remain in teaching. The framework of 

this Investigation offers a method to study the relationships and 

effects among preservice variables and program quality. 

Empirical Models 

Therefore, based on the preceding discussion and rationale, five 

empirical models were developed (Figures 2.3 - 2.7). Model I (Figure 

2.3) Involves a single observed variable for each latent variable in the 

conceptual model. It is assumed that each observed variable is measured 

without error. Model II (Figure 2.4) also has a single observed 

Indicator for each latent variable, however, an adjustment is made for 

measurement error in the observed variables. Model III (Figure 2.5) and 
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Model IV (Figure 2.6) are multiple indicator extensions of Models I and 

II. Model III assumes no measurement error while Model IV adjusts for 

measurement error. Finally, Model V (Figure 2.7) is a single indicator 

model that utilizes the 16 indicators independently. 
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Figure 2.3. Model I: Single indicator model with no measurement error 
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Figure 2.6. Model IV: Multiple Indicator model with adjustment for measurement error 



Figure 2.7. Model V: Single variable model with no measurement error 
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CHAPTER 3 

METHODOLOGY 

This study was designed to examine methods of analyzing structural 

equation models under alternative assumptions and measurement conditions 

involving preservice teacher education variables. This chapter will 

describe the data source and procedures, the population and sample, the 

Instrument used, and the analytic methods. 

Data Source and Procedures 

A comprehensive longitudinal model to evaluate and improve the 

teacher education program at Iowa State University was initiated in 1979 

by the Research Institute for Studies in Education (RISE). RISE 

collects relevant information concerning personal characteristics, 

competencies, attitudes, and career paths of Iowa State University 

preservice teachers and teacher education graduates (Research Institute 

for Studies in Education, 1988). 

This longitudinal model specifies the collection of data at four 

different times. Students are first surveyed while enrolled in a 

beginning teacher education course with the second survey point at 

semester of graduation. Teacher education graduates are then surveyed 

at one and five years following graduation using procedures for mall 

surveys recommended by Dill man (1978). 

Information for this study was gathered from graduating students 

that had completed the teacher education program during the fall and 
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spring semesters of the 1986-87 and 1987-88 school years. Approval from 

the Use of Human Subjects in Research had been received for all 

questionnaires used in this RISE project. 

Subjects 

The target population was the fall and spring teacher education 

graduates for the 1986-87 and 1987-88 school years. From the population 

of 703 graduates, completed questionnaires were received from 420 

respondents. Gender and teaching level information of the respondents 

is presented in Table 3.1. 

Table 3.1. Gender and teaching level of respondents 

Characteristics Number Adjusted Percent 

Sex 
Female 
Male 

Teaching level 
Elementary 
Secondary 

Teaching level 
Elementary 

Female 
Male 

Secondary 
Female 
Male 

339 
81 

420 

241 
179 

420 

Number 

231 
10 

108 
71 

80.7 
19.3 

100.0 

57.4 
42.6 

100.0 

Adjusted Percent 

55.0 
2.4 

25.7 
16.9 

420 100.0 
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Instrumentat1on 

The Teacher Education Program Graduate Survey (see Appendix A) 

developed by RISE personnel was used to collect data for this study. 

Survey items providing relevant information for this study focused on 

the areas of job expectations, perceived adequacy of pre-student 

teaching preparation, satisfaction with the student teaching cooperating 

teacher, self-rating of student teaching behaviors, and overall quality 

of teacher preparation. Information used to measure academic ability 

was collected from the permanent records of the Admissions and Records 

Office and College of Education Student Services Office. 

For this study, respondents' academic ability was measured by grade 

point average at the time of admittance to the teacher education 

program, high school rank, and ACT composite score. The high school 

rank data were recalculated with a linear transformation so that a large 

number indicated a high ranking and a small number indicated a low 

ranking. The measures were standardized because of the wide variety of 

scales Involved. For the Models I and II, academic ability was computed 

as a composite mean of the three measures. The three measures served as 

exogenous variables in Model III and as indicators for the academic 

ability latent variable in Model IV. Table 3.2 contains respondent 

information regarding the three academic ability measures. 

Job expectations were measured by four factorally and conceptually 

derived scales indicating how important it is that a job provide 

specific characteristics (Warren & Kemis, 1989). The four scales were 
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Table 3.2. Academic ability descriptive statistics 

Raw Score Standardized 

Scale N Mean S.D. Mean S.D. 

Admit grade point average 271 2.90 .450 .000 .999 

High school rank 271 78.56 17.032 .000 1.000 

ACT composite score 271 22.27 4.178 .000 1.000 

challenge/responsibility, extrinsic reward, autonomy, and serve/help 

others. For Models I and II, a single Indicator was formed by computing 

the composite mean of the four standardized scales. The four scales 

served as exogenous variables In Model III and multiple Indicators for 

the latent job expectation variable In Model IV. Table 3.3 contains 

descriptive Information regarding the job expectation Items. 

Table 3.3. Job expectations descriptive statistics 

Scale N Mean® S.D. 

Challenge/Responsibility 271 4.20 .488 

Extrinsic Reward 271 3.86 .574 

Autonomy 271 4.40 .433 

Servi ce/Help 271 4.42 .486 

® 5 = very important to 1 = very unimportant. 
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For perceived adequacy of pre-student teaching preparation, 

respondents rated their professional education preparation program in 

five factorally and conceptually derived areas (Warren & Kemis, 1989). 

Descriptive statistics for adequacy of pre-student teaching preparation 

scales are presented in Table 3.4. For Models I and II, adequacy of 

pre-student preparation was computed as a composite mean of standardized 

scales listed in Table 3.4. The five scales served as a block of 

endogenous variables in Model III and multiple indicators of the 

adequacy of preparation latent variable in Model IV. 

Table 3.4. Adequacy of preparation descriptive statistics 

Scale N Mean* S.D. 

Planning and delivering instruction 271 3.69 .606 

Interpersonal relationships 271 3.21 .688 

Assessing/dealing with learning problems 271 3.21 .828 

Providing for individual differences 271 4.01 .790 

Testing/evaluating student achievement 271 3.43 .818 

= very adequate preparation to 1 = very inadequate preparation. 

For satisfaction with cooperating teacher, respondents were asked 

to rate their satisfaction (5=h1gh, l=low) with the assigned cooperating 

teacher. This item (mean = 4.48, standard deviation = .811) served as a 

single indicator in all four models. 

The self-rated student teaching behavior was measured by two 
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factorally and conceptually derived scales regarding respondents' 

perceived performance of teaching behaviors in specified areas (see 

Table 3.5 for descriptive information). In Models I and II, this 

variable was computed as a composite mean of the two standardized scales 

listed in Table 3.5. Both scales served as endogenous variables in 

Model III and multiple indicators for the self-rated performance latent 

variable in Model IV. 

Table 3.5. Self-rated student teacher behavior descriptive statistics 

Scale N Mean* S.D. 

Teaching effectiveness 271 8.37 .953 

Teaching skills 271 8.33 .958 

®10 = very high performance of behavior to 0 = very low performance 
of behavior. 

For the quality of preparation variable, respondents were asked to 

rate the quality of their Teacher Preparation Program at Iowa State 

University (10=very high, 0=very poor). This item (mean = 6.88, 

standard deviation = 1.737) measured the quality of preparation variable 

in all four models. 

Table 3.6 contains standardized descriptive statistics used for 

Models I and II. 

Correlations for Model I and Model II variables are listed in Table 

3.7. Correlations for the variables in Models III and IV are listed in 

Table 3.8. 
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Table 3.6. Standardized composite descriptive statistics for 
variables used in Models I and II 

Number of scales 
Variable combined Mean S.D. Alpha 

Job expectation 4 .028 .769 .75 

Academic ability 3 .000 .819 .75 

Adequacy of preparation 5 .028 .769 .78 

Self-rated performance 2 -.016 .897 .87 

Table 3.7. Correlations for Models I and II (N = 271) 

1 2 3 4 

1 1.00 

2 .09 1.00 

3 .28 * .19 * 1.000 

4 .56 ** .15 * .23 * 1.00 

5 .18 * .09 .51 ** .12 ** 1.00 

6 -.03 -.02 -.08 1 o
 

cn
 

- .10 

1 = Adequacy of preparation 
2 = Satisfaction with cooperating teacher 
3 = Self-rated teaching performance 
4 = Quality of preparation 
5 = Job expectation 
6 = Academic ability 

* p < .05. 
**p < .01. 



49 

Table 3.8. Correlations for Models III, IV, and V (N = 271) 

1 2 3 4 5 6 7 8 
1 1.00 
2 .57** 1.00 
3 .45** .47** 1.00 
4 .36** .29** .25** 1.00 
5 .56** .43** .46** .27** 1.00 
6 .11 .05 .05 .06 .06 1.00 
7 .33** .18** .19** .10 .19** .23** 1.00 
8 .31** .18** .16** .10 .20** .13* .75** 1.00 
9 .59** .35** .35** .35** .40** .15* .22** .20** 

10 .18** .13* .06 .00 .08 .08 .44** .36** 
11 .05 .06 .10 -.02 .09 -.07 .25** .24** 
12 .21** .14* .11 .12* .11 .16* .44** .41** 
13 .21** .10 .16** .04 .07 .12 .43** .34** 
14 .04 -.02 -.02 .12* .04 -.02 -.04 .03 
15 -.07 -.04 -.09 .07 -.02 -.02 -.02 .08 
16 -.15* -.03 -.11 -.01 .01 -.01 -.24** -.14 

9 10 11 12 13 14 15 16 
9 1.00 

10 .11 1.00 
11 .07 .50** 1.00 
12 .07 .53** .36** 1.00 
13 .09 .55** .21** .43** 1.00 
14 .09 -.01 -.17** -.04 .05 1.00 
15 -.07 .03 -.13* .02 -.03 .47** 1.00 
16 -.14* -.09 -.23** -.10 -.09 .46** -.59** 1.00 

1 = Plan/deliver instruction 9 = Quality of preparation 
2 = Interpersonal relations 10 = Challenge/responsibility 
3 = Learning problems 11 = Extrinsic rewards 
4 = Provide for individual diff. 12 = Autonomy 
5 = Testing/evaluating 13 = Help/serve 
6 = Coop, teacher satisfaction 14 = Admit GPA 
7 = Environment for learning 15 = High school rank 
8 = Teaching skills 16 = ACT 
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Analysis of Data 

Parameter estimates for models without adjustment for measurement 

error (Models I, III, and V) were computed using regression procedures 

of the Statistical Package for the Social Sciences (SPSSX) (SPSSX, 

1986), Only the last structural equation (quality of preparation as the 

dependent variable) parameters were computed for Models III and V. 

Estimates for models with adjustment for measurement error (Models II 

and IV) were computed using the LISREL VI (Joreskog et al., 1984) 

program option within SPSSX. 

When specifying a LISREL model, relationships between each pair of 

variables must be identified as none, correlated, or causal. This is 

done by specifying the elements of eight matrices which form the 

structural and measurement components of the model under consideration. 

Four of the matrices specify causation (Beta, Gamma) and measurement 

(Lambda-Y, Lambda-X). The other four (Psi, Phi, Theta-epsilon, and 

Theta-delta) are used to specify relationships between pairs of 

variables that may be correlated but have no specified causal link. 

For Models II and IV, the structural equation portion using LISREL 

notation is 

Beta Gamma 

11 0 0 0 0 "nr ^11 ^12 
-

":l" 

n2 0 0 0 
+ 

^21 0 ^1 + 
(2 

13 631 832 0 0 ^3 "^31 "^32 ?2 S3 

ti4 ®41 ^42 G43 ® 14 Y4I Y 42 



51 

Nonzero elements specify direct effects of endogenous variables on 

endogenous variables (Beta matrix) and direct effects of exogenous 

variables on endogenous variables (Gamma matrix). The zero elements 

indicate no relationship between pairs of variables. It should be noted 

that the zero element in the Gamma matrix is the hypothesized noncausal 

relationship between academic ability and satisfaction with cooperating 

teacher. The ç's represent errors in equations. 

Two other matrices must be specified using information from the 

structural equation component, Psi and Phi. Psi is a 4 by 4 (four 

endogenous variables) diagonal matrix indicating that errors in 

equations ( ç's ) are not correlated with each other. Phi is a 2 by 2 

matrix (two exogenous variables) indicating the correlations between 

exogenous variables. 

The measurement component for Model II is 

Lambda-Y 

^1 1 0 0 o' ^1 'l 

^2 0 10 0 "2 
+ '2 

^3 0 0 10 '3 

/4_ 0 0 0 1 /4_ 
and 

Lambda-X 
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Lambda-Y specifies the measurement of endogenous variables while 

Lambda-X does the same for exogenous variables. Since each latent 

variable in the model has only one indicator, the I's in Lambda-Y and 

Lambda-X serve a dual purpose. First, it allows the model to be 

identified so that a solution may be determined. Second, it sets the 

scale of the latent variable to that of the observed variable. The 

epsilons and deltas represent measurement error. If the epsilons and 

deltas were set to zero, there would be no measurement error and the 

observed and latent variables would be identical. A measurement model 

in this form would yield identical results to those of Model I. To 

adjust for measurement error, computed values based on observed variable 

variance and reliability are provided as input to the LISREL analysis. 

The measurement portion of Model IV is 

Lambda-Y 

'h 
h 
h ï 

H y 

h = A 

h 
y? 

^8 

^9 

21 

0 

0 

0 

0 

0 

1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

1 

^83  

0 

' ^ 3  

M 

^4 
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and 

Lambda-X 

1 0 
'h' 

Xg ^21 0 

^3 

"4 

^5 

^31 

0 

0 

0 

^52 

^1 

^2 

+ 

«3 

«4 

«5 

^6 0 ^62 

-1 
0 1 

These measurement components have been expanded to allow for 

multiple indicators of latent variables. The I's, epsilons, and deltas 

serve the same purposes as stated above for Model II. The other nonzero 

elements in Lambda-Y and Lambda-X are free to be computed in the 

designated scale. 

The last two matrices to be specified are Theta-epsilon and Theta-

delta. For Model IV, Theta-epsilon is a 9 by 9 diagonal matrix 

indicating uncorrelated errors. Similarly, Theta-delta is a 7 by 7 

diagonal matrix. 

The assessment of Model I included the R square value and a 

goodness of fit test for an overidentifled model with uncorrelated 

residuals (Specht, 1975). Specht's method utilizes values determined by 

the overidentifled model to be tested and values from the same model, 

but modified to be fully recursive. Results yield a ch1 square value 
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with degrees of freedom equal to the number of overidentlfying 

restrictions (number of paths hypothesized to be zero in the 

overidentified model). 

The assessments for Models II and IV were based on the chi square 

likelihood ratio test, goodness of fit index (GFI), adjusted goodness of 

fit index (AGFI), root mean squared residual (RMR), and Hoelter's 

critical N test. The analyses for Models III and V were restricted to a 

single structural equation involving the overall dependent variable 

(quality of teacher education program) thereby not allowing complete 

assessments. 
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CHAPTER 4 

RESULTS 

This chapter presents results of the analyses of five structural 

equation models developed under alternative assumptions and conditions. 

Model I Is a six variable model with each variable measured by a single 

Indicator under the assumption of no measurement error. Model II Is the 

same as Model I except an adjustment was made for measurement error. 

Model III Is a multiple Indicator model assuming no measurement error. 

Model IV contains multiple Indicators for latent variables and allows 

for measurement error In the indicators. Model V is a 16-variable model 

assuming no measurement error. 

Table 4.1 lists the variable names and descriptions used in this 

chapter. 

Table 4.2 lists descriptive statistics for the variables of Models 

I and II. The values for these variables were computed as composites of 

the observed variables for Models III and IV (see Table 4.1). The 

standardized means and standard deviations for Table 4.2 were computed 

as composites of standardized variables which caused slight deviations 

from expected standardized values for means (0.00) and standard 

deviations (1.000). 
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Table 4.1. Variable names and descriptions 

Observed variables for Models I and II 

Name Description 

PREP Adequacy of preparation 

SCOOP Satisfaction with cooperating teacher 

PERF Self-rated performance of specified teaching behaviors 

QUAL Quality of teacher preparation program 

JOB Job expectations 

ACAD Academic ability 

Observed variables for Models III, IV, and V 

Name Description 

PLAN Planning/delivering instruction 

INTREL Interpersonal relationships 

LRNPROB Recognize and deal with learning problems 

INDIFF Recognize and deal with individual differences 

TEST Test/evaluate student progress 

SCOOP Satisfaction with cooperating teacher 

PERFA Self-rated performance of teaching efficacy 

PERFC Self-rated performance of teaching skills 

QUAL Quality of teacher preparation program 

CHAL Challenge/responsibility of job 

REWA Extrinsic rewards (salary, status, security) 

AUTO Free to be creative, use special abilities 



57 

Table 4.1. (continued) 

SERV Serve others 

AGPA Admit grade point average 

HSR High school rank 

ACT ACT composite score 

Table 4.2. Means and standard deviations 
(N = 271) 

for Models I and II 

Raw Score Standardized 

Variable Mean S.D. Mean S.D. 

PREP 3.51 .539 .028 .769 

SCOOP 4.48 .811 .000 1.000 

PERF 8.35 .984 -.016 .897 

QUAL 6.88 1.737 .000 1.000 

JOB 4.22 0.373 .028 .769 

ACAD 34.58 6.668 .000 .819 

Table 4.3 contains the listwise correlations used for input for the 

Model II analysis. The endogenous variables PREP, SCOOP, and PERF are 

significantly correlated with the dependent variable QUAL. JOB is the 

only exogenous variable that is significantly related to QUAL. The 

exogenous variable ACAD has insignificant negative correlations with all 

variables. 
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Table 4.3. Correlations for Models I and II (N = 271) 

PREP SCOOP PERF QUAL JOB ACAD 

PREP 1.00 

SCOOP 09 1.00 

PERF 28** .19* 1.00 

QUAL 

JOB .18* .09 

.56** .15* .23** 1.00 

.51** .12* 1.00 

ACAD -.03 02 -.08 -.05 -.10 1.00 

* p < .05. 
**p < .01. 

Single Indicator Model with No Measurement Error (Model I) 

Table 4.4 lists the standardized parameter estimates for Model I 

using multiple linear regression. The R square value Is 0.331 Implying 

that approximately 33 percent of QUAL variance Is explained by the 

model. Five of the 13 hypothesized paths were significant. Among 

endogenous variables, the significant paths were PREP to PERF, PREP to 

QUAL, SCOOP to PERF. For the exogenous variables, JOB had the remaining 

two significant paths, one to PREP and the other to PERF. 

Specht's (1975) method for calculating a chi-square value directly 

from residuals for overidentified models was used to test the fit of 

Model I. The formulas led to a nonsignificant chi-square value of 0.42 

with 1 degree of freedom. This Implies that Model I provides an 

acceptable fit of the data. 
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Table 4.4. Model I parameter estimates assuming no measurement error 
(N = 271) 

Standardized 
Path Parameter 

From To 

PREP SCOOP .077 
PREP PERF .187 *** 
PREP QUAL .540 *** 

SCOOP PERF .132 * 
SCOOP QUAL .090 

PERF QUAL .069 

JOB PREP .181 *** 
JOB SCOOP .080 
JOB PERF .462 *** 
JOB QUAL -.029 

ACAD PREP -.011 
ACAD SCOOP .OOOa 
ACAD PERF -.017 
ACAD QUAL - .030 

Hypothesized to be 0. 
* p < .05. 
***p < .001. 

Single Indicator Model with Adjustment for Measurement Error 

(Model II) 

Model II analyzed the same data and variables as Model I but 

allowed for measurement error. LISREL VI was used to estimate Model II 

parameters. Table 4.5 contains estimated error values used for input in 

the analysis of Model II. Error values were approximated by multiplying 

the variance of each variable by the amount of estimated error (1 -

reliability) (Hayduk, 1987, p. 119). Reliabilities for SCOOP and QUAL 
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were estimated using Winer's (1962, p. 126) formula for single Item 

reliability. Both single item reliability estimates were computed to be 

.60.  

Table 4.5. Error estimates for Model II (N = 271) 

Variable 
Standardized 

Variance 1 - Reliability Estimated error 

PREP 0.4918 0.18 0.0885 

SCOOP 1.0000 0.40 0.4000 

PERF 0.8050 0.14 0.1127 

QUAL 1.0000 0.40 0.4000 

JOB 0.5915 0.25 0.1479 

ACAD 0.6708 0.25 0.1677 

Parameter estimates for Model II adjusting for measurement error 

are listed in Table 4.6. Differences in model parameters range from 

.001 for the ACAD to PREP parameter to .078 for the SCOOP to PERF 

parameter. Model II values are larger than corresponding Model I values 

except for PREP to PERF, JOB to QUAL, ACAD to PREP, and ACAD to PERF. 

Model II has the same significant paths as Model I. Of the five 

significant parameters. Model II values were larger than Model I values 

except for PREP to PERF. Two parameters (SCOOP to PERF and JOB to PERF) 

have large differences and one (PREP to PERF) differs very little. 
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Table 4.6. Model II parameter estimates with adjustment for 
measurement error (N = 271) 

Model II 
Path Standardized 

From To Parameters 

PREP SCOOP .082 
PREP PERF .183 ** 
PREP QUAL .593 *** 

SCOOP PERF .210 * 
SCOOP QUAL .148 

PERF QUAL .057 

JOB PREP .213 ** 
JOB SCOOP .094 
JOB PERF .535 *** 
JOB QUAL -.046 

ACAD PREP -.010, 
ACAD SCOOP .000* 
ACAD PERF -.010 
ACAD QUAL -.036 

Hypothesized to be 0. 
* p < .05. 
** p < .01. 
***p < .001. 

Table 4.7 lists the R square values for Models I and 11. As 

expected when adjusting for measurement error. Model II R square values 

increased for each endogenous variable. Measurement error is known to 

attenuate R square values (Pedhazur, 1982). Results displayed in Table 

4.7 reflect this. 
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Table 4.7. Comparison of R square values for endogenous variables 
for Models I and II (N = 271) 

R square 

Endogenous variable Model I Model II 

PREP .033 .128 
SCOOP .015 .416 
PERF .316 .479 
QUAL .331 .766 

The Chi square value with 1 df is 0.03 (p < .86) indicating the 

model is a good fit. The R square value for QUAL in Model II indicates 

approximately 77 percent of QUAL's variance is explained. The Goodness 

of Fit Index (6FI) and the Adjusted Goodness of Fit Index (AGFI) are 

both 1.00. The closer the GFI and AGFI are to one, the better the fit. 

Also, a Root Mean squared Residual (RMR) value close to zero (.005 for 

Model II) indicates a good fit. 

An alternative fit index, Hoelter's (1983) Critical N (CN), was 

also computed for Model II. Hoelter states that the CN value should be 

larger than 200 times the number of groups analyzed in order to have a 

good fit. Hoelter's CN formula is 

(z + \V^2 df - 1 )^ 
CN = + G 

2 X ^ 

(N - G) 
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Where z = z-value for a specified alpha level, 

df = degrees of freedom, 
2 

X = Chi square value, 

N = sample size, 

and G = number of groups analyzed. 

For Model II with an alpha of .05, the values are 

z = 1.65, df = 1, yZ = .03, N = 271, and G = 1. 

These values yield a CN of 31,602, well above the required 200 x 1 = 200 

necessary for a good fit. 

Multiple Indicator Model with No Adjustment for Measurement Error 

(Model III) 

Model III is a block recursive model for multiple indicators. The 

observed variables are grouped into sets of variables which serve as 

indicators of an unobserved variable. This approach uses correlation, 

partial correlation, and multiple partial correlation to test 

predictions and/or assumptions in the assessment of a causal model. 

Because of the complexity involving this method, only the structural 

equation involving the overall dependent variable (QUAD will be 

analyzed using multiple regression and assuming no measurement error. 

Observed variable means and standard deviations are listed in Table 

4.8 for Model III. These indicators are also used in the analyses of 

Models IV and V. 
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Table 4.8. Means and standard deviations of observed variables for 
multiple indicator Models III, IV, and V 

Observed Raw Score Standardized 
Variables Mean S.D. Mean S.D. 

PREP Set 

PLAN 3.69 .623 -.008 .972 
INTREL 3.20 .727 .005 .946 
LRNPROB 3.22 .854 -.009 .969 
INDIFFS 4.01 .823 .005 .959 
TEST 3.41 .839 .026 .975 

SCOOP Set 

SCOOP 4.48 .811 .000 1.000 

PERF Set 

PERFA 8.38 .990 -.019 .962 
PERFC 8.35 1.002 -.013 .956 

QUAL Set 

QUAL 6.88 1.737 .000 1.000 

JOB Set 

CHAL 4.19 .474 .021 1.030 
REWA 3.86 .554 -.006 1.035 
AUTO 4.37 .443 .064 .977 
SERV 4.40 .474 .034 1.026 

ACAD Set 

AG PA 2.90 .450 .000 .999 
HSR 78.56 17.032 .000 1.000 
ACT 22.27 4.178 .000 1.000 
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Table 4.9 contains F-values used to determine If paths between each 

set of variables and QUAL are significant. These values were determined 

by the structural equation using QUAL as the dependent variable and all 

others as sets of Independent variables. Multiple linear regression was 

used entering sets of indicator variables representing each of the five 

latent variables in the model. 

Table 4.9. F values to determine significant paths for Model III 
(N = 271) 

Path 
From To F value 

PREP QUAL 255) = ** 

SCOOP QUAL 'a. 255) = 4'16 * 

PERF QUAL 255) ^ 'IG 

JOB QUAL ^(4, 255) " 

ACAD QUAL ^(3. 255) ^ 

* p < .05. 
**p < .01. 

Multiple Indicator Model with Adjustment for Measurement Error 

(Model IV) 

Model IV specifies relationships among the latent variables, LJOB, 

LACAD, LPREP, LSCOOP, LPERF, and LQUAL. Multiple indicators were 

available for all latent variables except LSCOOP and LQUAL. The 

observed indicators are the same variables used for the sets in Model 

III (see Table 4.8). Table 4.10 lists the latent variables and their 
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indicators. Table 4.11 contains the correlations of observed variables 

used for input to analyze Model IV. LISREL VI was used to estimate 

Model IV parameters. 

Table 4.10. Latent variables and indicators 

Latent variable Observed Indicator(s) 

LPREP PLAN, INTREL, LRNPROB, INDIFF, TEST 

LSCOOP SCOOP 

LPERF PERFA, PERFC 

LQUAL QUAL 

LJOB CHAL, REWA, AUTO, SERV 

LACAD AGFA, HSR, ACT 

Reliability estimates for the two single indicators (SCOOP and 

QUAD were estimated at .60. Measurement error for the other indicators 

was accounted for by the measurement component of the model. Table 4.12 

contains Model IV structural equation parameter estimates allowing for 

measurement error. The ^^'s (beta matrix) represent effects of 

endogenous latent variables on endogenous variables while the Y^j's 

(gamma matrix) represent effects of exogenous variables on endogenous 

variables. The values in Table 4.12 represent relationships among 

latent (unobserved) variables. 



67 

Table 4.11. Multiple indicator correlations (N = 271). 

1 2 3 4 5 6 7 8 9 10 11 12 

1 1.000 
2 .572 1.000 
3 .449 .473 1.000 

• 4 .360 .290 .248 1.000 
5 .557 .432 .455 .272 1.000 
6 .114 .053 .046 .064 .056 1.000 
7 .328 .179 .188 .104 .189 .321 1.000 
8 .308 .179 .157 .097 .202 .131 .750 1.000 
9 .595 .351 .350 .351 .398 .151 .225 .200 1.000 

10 .175 .134 .065 .007 .082 .083 .440 .363 .114 1.000 
11 .046 .059 .099 -.022 .089 -.066 .245 .239 .075 .502 1.000 
12 .215 .135 .112 .118 .108 .156 .437 .405 .067 .527 .361 1.000 
13 .215 .099 .159 .044 .072 .118 .427 .338 .094 .546 .212 .429 
14 .043 -.023 -.021 .120 .044 -.022 -.043 .028 .087 -.005 -.170 -.038 
15 -.071 -.044 -.089 .066 -.020 -.020 -.020 .076 -.071 .035 -.128 .016 
16 -.148 -.031 -.106 -.008 .015 -.014 -.243 -.139 -.139 -.090 -.233 -.097 

1 = PLAN 
2 = INTREL 
3 = LRNPROB 
4 = INDIFF 
5 = TEST 
6 = SCOOP 
7 = PERFA 
8 = PERFC 
9 = QUAL 

10 = CHAL 
11 = REWA 
12 = AUTO 
13 = SERV 
14 = AGPA 
15 = HSR 
16 = ACT 



i = 271). 

10 11 12 13 14 15 16 

.000 

.750 1.000 

.225 .200 

.440 .363 

.245 .239 

.437 .405 

.427 .338 

.043 .028 

.020 .076 

.243 -.139 

1.000 
.114 1.000 
.075 .502 
.067 .527 
.094 .546 
.087 -.005 

-.071 ,035 
-.139 -.090 

1.000 
.361 1.000 
.212 .429 

-.170 -.038 
-.128 .016 
-.233 -.097 

1.000 
.055 1.000 

-.031 .470 
-.090 .462 

1.000 
.587 1.000 
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Table 4.12. Model IV parameter estimates allowing for measurement 
error (N = 271) 

Latent variables 

Path 
From TO 

Standardized 
Parameter 

PREP 
PREP 
PREP 

SCOOP 
PERF 
QUAL 

.104 

.218 ** 

.750 *** 

kl 
SCOOP 
SCOOP 

PERF 
QUAL 

.233 ** 

.140 

PERF QUAL -.008 

1 JOB 
JOB 
JOB 
JOB 

PREP 
SCOOP 
PERF 
QUAL 

.254 ** 

.118 

.595 *** 
-.057 

Y12 
Y 22 
Y 32 
Y 42 

ACAD 
ACAD 
ACAD 
ACAD 

PREP 
SCOOP 
PERF 
QUAL 

-.076, 
.000* 

-.104 
-.049 

Hypothesized to be 0. 
** p < .01. 
***p < .001. 
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The R square value for LQUAL is .732, indicating that approximately 

73 percent of the variance of this variable has been explained. This is 

approximately 4 percentage points less than explained variance of Model 

II (77%) and 21 percentage points more than Model III. The chi square 

value with 92 df is 173.56 (p < .000) indicating that the model is not a 

good fit. The GFI (.928) and RMR (.055) indicate a good fit, while the 

AGFI (.777) Indicates a moderate fit. Computing Hoelter's CN with z = 

1.65, df = 92, chi square = 173.56, N = 271, and G = 1 yields CN = 180. 

This model test indicates that the model is not a good fit (180 < 200 x 

1) .  

Single Variable Model with No Measurement Value (Model V) 

Model V represents, perhaps, the most common approach used in 

educational research to analyze structural equation models. All 

observed variables are entered into the regression analyses in a manner 

similar to that for Model I. Paralleling the analysis for Model III, 

the only structural equation analyzed for Model V involved QUAL as the 

dependent variable. Table 4.13 displays the standardized parameter 

estimates for the 15 independent variables for the analysis of Model V. 

There were five significant paths linking to the QUAL variable. 

PLAN (planning/delivering instruction), INDIFF (providing for individual 

differences), SCOOP (satisfaction with cooperating teacher), and AGPA 

(admit grade point average) all had positive effects on quality of 

preparation program, while AUTO (freedom/can be creative) negatively 

affected QUAL. 
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This is the only model to have a significant result involving 

academic ability (AGPA). Also, no other model had a significant 

negative causal link (AUTO). Further, if the variables were viewed as 

sets, all sets except PERF had at least one significant causal link to 

QUAL. 

Table 4.13. Model V parameter estimates for observed variables with 
no adjustment for measurement error (N = 271) 

Variable Standardized 
Parameter 

PLAN 
INTREL 
LRNPROB 
INDIFF 
TEST 

.470 *** 
-.027 

.079 

.150 ** 

.061 

SCOOP .102 * 

PERFA 
PERFC 

.025 

.011 

CHAL 
REWA 
AUTO 
SERV 

.064 

.066 
-.128 * 
-.063 

AGPA 
HSR 
ACT 

.115 * 
-.039 
-.080 

* p < .05. 
** p < .01. 
***p < .001. 

Table 4.14 lists all of the observed and unobserved variables 

analyzed in the five models and the status of each variable's causal 

link to the overall dependent variable quality of preparation program 
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Table 4.14. Paths for quality of preparation structural equation as 
specified by five approaches 

Variable 
Model Model Model Model Model 

Lat. Obs. I II III IV V 

PERF 

SCOOP 

PREP 

JOB 

ACAD 

NOa NO NO NO NAb 

PERFA NA NA NA NA NO 
PERFC NA NA NA NA NO 

» NO NO YESC NO YES 

YES YES YES YES NA 

PLAN NA NA NA NA YES 
INTREL NA NA NA NA NO 
LRNPROB NA NA NA NA NO 
INDIFF NA NA NA NA YES 
TEST NA NA NA NA NO 

NO NO NO NO NA 

CHAL NA NA NA NA NO 
REWA NA NA NA NA NO 
AUTO NA NA NA NA YES 
SERV NA NA NA NA NO 

NO NO NO NO NA 

AGPA MA NA NA NA YES 
HSR NA NA NA NA NO 
ACT NA NA NA NA NO 

uNO = Path Is not significant. 
°NA = Not applicable. 

YES = Path is significant. 
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(QUAD. This presentation of path status should clarify which paths are 

available for estimation by the various models. If the path could be 

estimated, a YES or NO was entered to Indicate whether or not the path 

was important to the model. NA was entered to indicate that the path 

was not available for estimation for the specified model. It should be 

noted that although the variables listed in the Lat. column are 

designated as latent, they serve as observed variables for Models I and 

II. 

Table 4.15 summarizes the path coefficient estimates for Models I, 

II, and IV (these paths were not available for Models III or V). It 

should be noted that values for Models I and II represent relationships 

between pairs of observed variables, while Model IV values represent 

relationships between pairs of latent variables. 

Although the degree of significance varied slightly, all three 

models had the same statistically significant path coefficients (paths 

2, 3, 4, 7, and 9). Except for path 2, the significant path 

coefficients increased in value from Model I to Model II to Model IV. 

In general. Model IV coefficients were larger (or more negative) than 

those of Models I and II. Largest differences occurred in paths 5, 11, 

and 13. 

Table 4.16 lists the R square values for all models. R square 

values differ by only about 6 percent for Models I and III (no 

measurement error assumed). There is only about a 3 percent difference 

in the R square values for Models II and IV (adjusted for measurement 

error). 
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Table 4.15. Path coefficients for Models I, II, and IV (N = 271) 

Standardized parameters 

Path Model 

From TO I II IV 

1. PREP SCOOP .077 .082 .104 
2. PREP PERF .187 *** .183 ** .218 ** 
3. PREP QUAL .540 *** .593 *** .750 *** 

4. SCOOP PERF .132 * .210 * .233 ** 
5. SCOOP QUAL .090 .149 .140 

6. PERF QUAL .069 .056 1 o
 

o
 

00
 

7. JOB PREP .181 *** .213 ** .254 ** 
8. JOB SCOOP .080 .094 .118 
9. JOB PERF .462 *** .534'** .595 *** 

10. JOB QUAL -.029 -.046 -.057 

11. ACAD PREP -.011 -.010 -.076 
12. ACAD SCOOP .OOOa .000* .OOOa 
14. ACAD PERF -.017 -.010 -.104 
15. ACAD QUAL -.030 -.036 -.049 

Hypothesized to be 0. 
* p < .05. 
** p < .01. 
***p < .001. 

Contained in Appendix B is a summary list of suggested steps to 

structural equation model analysis. This list suggests which method 

could be utilized for analysis depending on assumptions and measurement 

conditions of the study. 
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Table 4.16. R square values for ail models 

R square values 

Dependent 
Variable 

Model 
I 

Model 
II 

Model 
III 

Model 
IV 

Model 
V 

PREP .033 .128 na» .068 na 

COOP .015 .416 na .036 na 

PERF .316 .471 na .452 na 

QUAL .331 .766 .420 .732 .420 

®na = not available. 
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CHAPTER 5 

SUMMARY/DISCUSSION AND RECOMMENDATIONS 

This chapter presents a summary/discussion of the findings of this 

study followed by a list of recommendations for further research. 

Summary/Discussion 

The purposes of this study were to develop a structural equation 

model of preservice teacher variables and to examine alternative methods 

of testing this model under different assumptions and measurement 

conditions. A conceptual model was developed to examine teacher 

education program entrance variables, pre-student teaching adequacy of 

preparation, and post-student teaching ratings of supervision and self-

rated performance. The overall dependent variable was a rating of the 

quality of the teacher preparation program. The sample for this 

research consisted of 420 Iowa State University teacher education 

graduates during the 1986/87 and 1987/88 school years. 

The unobserved variables in the conceptual model were measured by 

16 observed variables (indicators) which were standardized prior to 

analysis. Indicators for job expectations included challenge/ 

responsibility, rewards, autonomy, and service to others. For academic 

ability, indicators were grade point average at the time of admittance 

to the teacher preparation program, high school rank, and ACT college 

entrance composite score. Pre-student teaching preparation indicators 

included planning/delivering instruction, interpersonal relationships. 
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diagnosing and dealing with learning problems, providing for Individual 

differences, and testing/evaluating student progress. Self-rated 

student teaching performance had two Indicators, teaching effectiveness 

and teaching skills. The variables of satisfaction with cooperating 

teacher and quality of preparation program each were measured by a 

single indicator. 

Assumptions and measurement conditions for the analysis of data 

were altered to represent typical educational research situations 

leading to the development and analysis of four empirical models. 

Models I and II utilized single Indicators computed as composite means 

of the respective observed standardized indicators. Model I assumed 

variables were measured without error. Model II utilized the same 

indicators as Model I, but adjustments were made to allow for 

measurement error. Models III and IV used the 16 standardized 

indicators without forming composites. Model III assumed no measurement 

error, while Model IV did allow for measurement error. The method of 

analysis for Models I and III was multiple linear regression. Models II 

and IV were analyzed using the LISREL approach. 

Relative to the conceptual model, the primary hypothesis was that 

the quality of the teacher education program was directly affected by 

job expectations, academic ability, adequacy of pre-student teaching 

preparation, satisfaction with the cooperating teacher, and self-rated 

performance of student teaching. Results were obtained for this 

hypothesis for Models I, II, III, and IV. In all four models, the only 

causal link supported was the path from adequacy of pre-student teaching 
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preparation to quality of the education program. This result tends to 

Indicate that teacher education graduates who perceive their pre-student 

teaching preparation as very adequate will generally feel that the 

quality of the teacher education program was high. 

There were inconsistent results for the path from satisfaction with 

student teaching cooperating teacher to quality of the teacher 

preparation program. Results from Model III indicate this direct effect 

was significant, while the other model results did not. Because 

satisfaction with cooperating teacher was a single indicator variable, 

the path was also estimated In Model V. As in Model III, the path was 

significant. A closer Inspection of the path test statistics for the 

five models revealed values were clustered about the .05 level of 

significance. Had the significance level been set at .10, the path 

would have been significant in the other three models. 

A second hypothesis was that job expectations, academic ability, 

pre-student teaching preparation, and satisfaction with cooperating 

teacher directly affected the self-rated performance of student 

teaching. Results indicated that three of the hypothesized causal links 

were supported. First, satisfaction with cooperating teacher has a 

positive direct effect on self-rated student teaching performance. 

Thus, a high level of satisfaction with the cooperating teacher tends to 

increase the self-rating of student teaching performance. This supports 

claims that the cooperating teacher can Influence the student teacher 

during the field experience. Second, self-rated student teaching 

performance was directly affected by perceived adequacy of preparation. 
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Last, the causal link from job expectations to self-rated teaching 

performance had a positive direct effect. 

Also of interest was whether job expectations and pre-student 

teaching preparation directly affected satisfaction with cooperating 

teacher. No significant paths were found. 

Finally, direct effects of job expectations and academic ability on 

pre-student teaching preparation were examined. Results indicated that 

only the job expectations variable had a significant direct effect on 

pre-student teaching preparation. This supports previous research that 

indicated individuals.enter the teaching profession to work with 

children. Pre-student teaching preparation provides this as a central 

theme throughout. 

In addition to the hypotheses regarding causal links, statistical 

tests for goodness of fit were made for Models I, II, and IV. Under the 

assumptions and conditions for these models, results indicated that 

Model IV did not provide a good fit of the data. However, both Models I 

and II did provide a satisfactory fit of the data, providing a possible 

explanation of the causal mechanism which produced the observable 

values. 

Consideration of a reduced model with significant paths only has 

several implications for teacher education. First, the perceived 

adequacy of preparation (coursework prior to student teaching) has 

causal effects for both self-rated performance during student teaching 

and quality of preparation program. This provides support that pre-

student teaching preparation is Important to student teaching self-rated 
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performance and preparation program quality. Second, since self-rated 

performance does not have a significant causal effect on quality of 

preparation program, it appears that quality of preparation program is 

determined in terms of pre-student teaching coursework. Last, although 

the academic ability variable did not have significant causal effects on 

any other variables, grade point average at the time of admittance to 

the preparation program (Model III) did have a significant causal effect 

on quality of preparation program, indicating that respondents with high 

grade point averages when admitted to the preparation program tend to 

rate the quality of preparation program higher. 

Although there were no statistical tests made to compare across 

models, some interesting observations can be made. First, there was a 

general consistency among Models I, II, III, and IV regarding the 

existence (and nonexistence) of causal links between pairs of variables. 

Since the approaches used are accepted methods of analysis for 

structural equation models, similar results for strong relationships 

should be expected across models. 

Second, varying conditions of measurement error resulted in 

different parameter estimates among models. This also is expected, but 

is more difficult to assess. The effects of errors are "complicated" 

(Cochran, 1968, p. 655). 

Starting with R square values, it is well known that measurement 

error in the independent variables and/or dependent variable leads to a 

downward bias in the estimate of R square. This was clearly evident by 

the results of this study. R square values for Models I and III (no 
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measurement error) were approximately half the R square values of Models 

II and IV (adjusted for measurement error), respectively. It is also 

known that measurement error in the independent variables in multiple 

regression may lead to either a downward or upward bias of path 

estimates. This bias was also confirmed in the estimation of path 

coefficients in Models I, II, and IV. However, it was observed that 

Model IV tended to have the largest parameter values (in absolute value) 

while the smallest parameter estimates tended to be In Model I. More 

specifically. Model IV parameters were larger (in absolute value) than 

all but one of the 13 estimated path values. 

Third, many variables in educational research involve unobserved 

(latent) variables. With unobserved variables, it is not feasible to 

expect a single indicator to describe validly and reliably complex 

constructs such as ability, satisfaction, and quality. Instead, 

multiple indicators should be used and the method of LISREL applied. 

Last, it is common in educational research to have very little of 

the variance of the endogenous variables explained. This can often by 

traced to measurement instruments that have low reliabilities. Further 

study of measurement errors is necessary in cases such as these. 

Researchers need to know what statistical tools are available and 

under what conditions each method is used in order to analyze research 

data effectively. The methods of analysis used and discussed in this 

study provides a basis from which a sound research plan can be 

formulated for structural equation models. To assist researchers 

analyzing structural equation models, a summary guide in outline form 
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has been provided in Appendix B. 

Recommendations for Future Research 

Based on the findings and insights gained from this study, the 

following are recommendations for future research. 

1. This study should be replicated using only those teacher education 

graduates that entered the teaching profession. 

2. It is recommended that this study should be replicated with 

additional exogenous variables. 

3. The conceptual model did not consider reciprocal relationships. It 

is suggested that additional research be done with Model IV to 

investigate the effects of reciprocal relations. 

4. Additional research could be done comparing several groups of 

teacher education graduates. Of particular interest would be the 

comparison of groups determined by grade point average (high vs. 

low) and by level of teacher preparation (elementary vs. 

secondary). 

5. Although variables in the conceptual model have a temporal ordering 

of occurrence, all data were collected at one time. It is 

suggested that this study be replicated with pre-student teaching 

variable data collected prior to student teaching to avoid possible 

confounding. 

6. Student teaching performance was self-rated in this study. Data 

are becoming available that include performance ratings by both the 

cooperating teacher and university supervising teacher. Additional 
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research could incorporate these additional indicators of 

performance. 
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Spring 1988 

A. Noce to Raapondents 

In recent years, the teaching profession has been marked by rapid change 
and the emergence of a number of issues and concerns. It is essential that 
teacher preparation programs be responsive to these concerns. Therefore, the 
ISU College of Education Is developing a comprehensive model to evaluate and to 
Improve the quality of the teacher preparation program. Your reactions to and 
responses about your preparation are a major ingredient of this model. 

Various approaches are used by colleges of education to evaluate, improve, 
and modify programs for the preparation of educational personnel. Among these 
approaches in the evaluation process is a study of graduates from preparation 
programs. To provide the necessary information for program improvement, the 
data need to be collected on a regular basis and over a period of time. These 
longitudinal studies are beneficial in providing insights about program 
strengths and weaknesses and in assisting in program improvement and 
modification. 

Since 1979, the Research Institute for Studies in Education (RISE) has 
been collecting data from teacher education graduates at major points in their 
preparation and careers. Now, at graduation, we are contacting you for 
information about your current attitudes cowards the ISU Teacher Preparation 
Program and personal background characteristics. The information we receive is 
summarized and presented in a report that is discussed by faculty in the 
College of Education as they plan changes for improving and updating the 
teacher preparation program. As mentioned in the accompanying letter, no 
individual responses are ever reported. 

These data, collected over the past eight years, have been very helpful in 
keeping the ISU Teacher Preparation Program current and responsive to changing 
educational needs. Your input is very much appreciated. 
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FIRST, we would like Informaclon abouc your teacher preparation program. 

1. How long did you scudenc Ceach? (check one) 

__ 8 weeks or less 

12 weeks 

16 weeks 

__ Other (Please specify > ). 

2, Based on the length oC your student teaching experience, should student 
teaching have been longer or shorter? 

How many How many Total suggested 
additional weeks? fewer weeks? weeks 

Longer —> xxxxxxxxxx 

Shorter •••> xxxxxxxxxx 

About right xxxxxxxxxx xxxxxxxxxx xxxxxxxxxx 

3. At what level did you student teach? 

Prekindergarten/Klndergarten (N-K) 

Elementary (K-6) 

Secondary (7-12) 

K-12 

U. In what teaching area(s) of specialization do you expect to get teaching 
approval? 

(a) Prekindergarten/Klndergarten Level 
Prekindergarten/Klndergarten Other (Specify ) 

(b) Elementary Level 
Elementary Other (Specify ) 

(o) K-12 Level 
Art Health Music P.E. 

(d) Secondary Level 
Agriculture Health Physical Science 
Art Home Economics Physics 

__ Biology Industrial Arts Psychology 
Chemistry Journalism Safety Education 
Earth Science Mathematics Social Science 
English Music Speech 
Foreign Language Physical Education Other 
General Science 

If you checked more than one, what is your major area? 
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s. Using Che racing scale below, IndlcaCe how sacisfled you were wlch aspeccs 
of your scudenc ceaching experience. 

Very Sacisfled. . 
S a t i s f i e d  . . . .  
Neucral 
Dissatisfied. . . 
Very Dissatisfied 

a. Getting your choice of geographical 
location for your scudenc ceaching 
assignmenC 5 

b. Your cooperacing Ceacher S 

c. Your universicy supervisor 5 

d. Based on your scudenc Ceaching experience, 
whac is your reaction to teaching as a 
career for you? 5 

Please circle your response 

6. At what age did you decide Co become a ceacher? years old. 

7. If you had ic Co do over again, would you prepare Co become a ceacher? 

Yes 

No 

Undecided 

3. Do you feel you will be ... 

. . .  a n  e x c e l l e n c  c e a c h e r ?  

. . .  a  b e c c e r  t h a n  a v e r a g e  c e a c h e r ?  

. . .  a n  a v e r a g e  c e a c h e r ?  

. . .  a  b e l o w  a v e r a g e  c e a c h e r ?  

. . .  a n  i n a d e q u a c e  t e a c h e r ?  

2 
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9. On a scale o£ 0 to 10, how would you rate the quality of the Teacher 
Preparation Program at Iowa State University? (Please circle the 
appropriate number.) 

Very Poor Vary High 

0 1 2 3 4 5 6 7 8 9  1 0  

10. In what ways did the program provide the most valuable professional 
preparation for you? 

(1) 

( 2 )  

(3) 

11. In what ways should the program have offered more preparation? 

(1) 

( 2 )  

(3) 

12a. During your academic program at Iowa State University, have you done 
any work with computers or had training with applications of computers 
to teaching? 

No —-> go to Q. 13a 
Yes —> please answer Q. 12b 

12b. If yes, please check all experiences that apply. 

Introductory lecture(s)/demonstratlon(s) on computers and 
educational applications 
Viewing available Computer Assisted Instruction (CAI) materials 
Selecting and evaluating Computer Assisted Instruction (CAI) 
materials 
Using computers to manage instruction (grades, attendance, etc.) 
Entire course(s) in educational computing or computer science 
Word processing 
Computer programming 
Using microcomputers (Apple, IBM PC, etc.) 
Using minicomputers (VAX) 
Using mainframe computers through terminal and batch processing 
Other (Please specify > ). 

3 
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13a. Please Indlcace how adequate your professional education preparation 
program was In Che following areas. Use the following response 
categories. 

Very Adequace ... 5 
Adequate. 4 
Neutral 3 
Inadequate 2 
Very Inadequate . . 1 
Not Applicable. . . N 

1) Planning units of instruction 
and individual lessons 

Please 

. S 4 

circle 

3 

your 

2 

response 

1 N 

2) Preparing and using media . 5 4 3 2 1 N 

3) Maintaining student Interest 4 3 2 1 N 

4) Understanding and managing behavior 
problems in the classroom . 5 4 3 2 1 N 

5) Teaching basic skills , S 4 3 2 1 N 

6) Consultation skills in interacting with 
other professionals . . 5 4 3 2 1 N 

7) Developing student-student relationships. , . . 5 4 3 2 1 N 

8) Referring students for special assistance . . . 5 4 3 2 1 N 

9) Skills for mainscreaming handicapped students . 5 4 3 2 1 N 

10) Methods of working with children 
with learning problems 4 3 2 1 N 

11) Assessing learning problems 5 4 3 2 1 H 

12) Developing tests 5 4 3 2 1 N 

13) Interpreting and using standardized tests . . 5 4 3 2 1 N 

14) Content preparation in your 
S 4 3 2 1 N 

15) Professional ethics and legal obligations . . 5 4 3 2 1 N 

16) Psychology of learning and 
its application to teaching s 4 3 2 1 N 

17) Evaluating and reporting student 
work and achievement 5 4 3 2 1 N 

18) Relating activities to interests 
and abilicies of scudencs •i 4 3 2 1 N 

4 
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Very Adequate . . . 5 
. 4 

Very Inadequate . . 1 
Not Applicable. . . N 

19) Locating and using materials and resources 
Please circle 

,5 4 3 

your 

2 

response 

1 N 

20) 4 3 2 1 N 

21) 4 3 2 1 N 

22) Selecting and organizing materials 4 3 2 1 N 

23) Using a variety of Instructional techniques . . 5 4 3 2 1 N 

24) Understanding teachers' roles In relation to 
administrators, supervisors and counselors. . . S 4 3 2 1 N 

25) 4 3 2 1 H 

26) 4 3 2 1 N 

27) Assessing and Implementing Innovations. . . . 4 3 2 1 M 

28) Appreciating and understanding 
Individual and Intergroup differences 

4 3 2 1 N 

29) 4 3 2 1 N 

30) Techniques of curriculum construction .... . 5 6 3 2 1 N 

31) Influence of laws and policies 
4 3 2 1 N 

32) Techniques of Infusing multicultural 
learning 4 3 2 1 N 

33) Using written communication effectively . . . . 5 4 3 2 1 N 

34) Developing your own teaching style 
by observing others . 5 4 3 2 1 N 

13b. In rank order (1 hlghesc rank), please Use from the above Items the 
corresponding numbers for the three areas of preparation with highest 
adequacy, 

12 3 

Adequacy of Preparation 

5 
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14. We would like your reactions Co using selected components within the 
teacher preparation program. Some of these components are recent additions 
and therefore, may not have been Included in your program. First, for each 
component, please check (/) whether or not you participated. Then, for 
those you participated In, use the scale below to rate the extant Co which 
the componenc helped you prepare Co be a Ceacher. Finally, comment on the 
component (such as, explain what you liked or disliked, how it helped you, 
t h e  e x t e n t  o f  y o u r  p a r t i c i p a t i o n ,  i t s  s t r e n g t h s  o r  w e a k n e s s e s ,  e t c . )  

A Great 
Ko Help at All Deal of Help 

0 1 2 3 4 5 6 7 8 9  1 0  

ggiwonent' Partieioata Easing commence 

Teachers on Television Yes 
(TOT) No 

Performance Element Yes 
Modules (FEMs) No 

Teaching Assessment Yes 
Modules (TAHs) No 

Writing Clinic Yes 
No 

Field Experiences . Yes 
(including pre-studenc No 
teaching practicums, 
but not student 
teaching) 

6 
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15. What are your employment plans for the 1988/1989 school year? 

__ Have obtained a teaching position Cor 1988/89 school year. 

Currently seeking or plan to seek a teaching position. 

_ Currently seeking or plan to seek a non-teaching position. 

Graduate study (Please specify area ---> ). 

Other (Please specify ---> ). 

16. What is your long-range career plan? (Please check che most appropriate 
response. Check only one.) 

Teaching ---> skip to Q. 18 

Employment in education other Chan teaching > skip eo Q. 18 

Please specify -•-> 

Employment outside the field of education —> please answer Q. 17 

Please specify ---> 

Other —> please answer Q. 17 

Please specify ---> 

17. (Non-teaching) Why do you plan noc to enter the field of education? 
Check as many as apply. 

Lack of ceachlng positions available. 
__ Greater career opportunities in nonacademic Jobs. 

Higher salaries and benefits in nonacademic jobs. 
Marriage/family obligations. 
Had noc planned to enter education. 

__ Experiences in student teaching. 
General working conditions (nonteachlng duties, hours, classroom 
size, work load). 
Student related (motivation, lack of discipline, general attitudes), 

___ General administrative framework in local schools. 
Lack of respect. 
Emotional aspects (stress, burnout, frustration, boredom). 
Lack of support from parents and community. 
Lack of advancement opportunities. 
Other (Please specify ---> ). 

7 
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ALL KESFONSENTS 

18. How Impoctant Is It that a Job provide you with the following characteris
tics? Please circle one number for each characteristic. Use the following 
response categories. 

Very Important . . 
Important 
Neutral 
Unimportant. . . . 
Very Unimportant . 

a. Opportunity to be creative and original. 

Please circle your response 

.5 4 3 2 1 

b. Opportunity to use special abilities or 
aptitudes 5 

c. Opportunity to work with people rather 
than things S 

d. Opportunity to earn a good deal of money . . 5 

Social status and prestige S 

Opportunity to effect social change S 

Relative freedom from supervision by others. S 

h. Opportunity for advancement S 

1. Opportunity to exercise leadership S 

J. Opportunity to help and serve others .... S 

k. Adventure 5 

1. Opportunity for a relatively stable and 
secure future 5 

m. Fringe benefits (health care, retirement 
benefits) 5 

n. Variety In the work 5 

o. Responsibility S 

p. Control over what I do S 

q. Control over what others do S 

r. Challenge 5 

4 

4 

4 

4 

4 

4 

4 

4 

4 

4 

4 

4 

4 

4 

4 

3 

3 

3 

3 

3 

3 

3 

3 

3 

2 

2 

2 

2 

2 

2 

2 

2 

2 

8 
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19. In self-appraisal and ceacher evaluaclon, certain teaching behaviors are 
often identified. We would like you to rate your perception of your 
student teaching behavior in each of Che following areas. Using Che scale 
below, circle a number for each area. 

Very Vary 
Low High 

a. Providing a setting conducive 
to learning 0 1 2 3 4 5 6 7 8 9 10 

b. Motivating students 0 1 2 3 4 5 6 7 8 9 10 

c. Demonstrating knowledge of subject 
matter 0 1 2 3 4 5 6 7 8 9 10 

d. Monitoring and evaluating student 
progress and understanding 0123456789 10 

e. Providing clear, concise explanations 
and examples 0 1 2 3 4 5 6 7 8 9 10 

f. Managing instructional activities 
efficiently and ensuring student 
time on task 0 1 2 3 4 S 6 7 8 9 10 

g. Communicating effectively with 
students 0 1 2 3 4 5 6 7 8 9 10 

h. Demonstrating sensicivicy toward 
students 0 1 2 3 4 5 6 7 8 9 10 

i. Demonstrating effective planning and 
organization skills 0 1 2 3 4 5 6 7 8 9 10 

J. Exhibiting a positive self-concept. .0123436789 10 

k. Accommodating a variety of ability 
levels 0 1 2 3 4 5 6 7 8 9 10' 

1. Implementing the lesson plans 
affectively 0 1 2 3 4 S 6 7 8 9 10 

m. Maintaining high expectations for 
student achievement 0123456789 10 

n. Incorporating effective questioning 
techniques 0 1 2 3 4 5 6 7 8 9 10 

o. Using a variety of Instructional 
resources 0 1 2 3 4 S 6 7 8 9 10 

p. Maintaining high standards for 
student behavior 0 1 2 3 4 5 6 7 8 9 10 

9 
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Nov va vould Ilka eo ask you soma general questions about yourself and 
your family. 

20. Up to the present, where have you spent the majority of your life? 
on a farm? 
in a non-farm country home? 
in a town with population less than 2,5007 
in a town with population between 2,500 and 5,000? 
in a town with population between 5,000 and 10,0007 
in a town with population between 10,000 and 25,0007 
in a town with population betwenn 25,000 and 50,000? 
in a city with population between 50,000 and 100,000? 
in a city with population over 100,000? 

21. Sex 
Female 
Male 

22. Marital status 22a. Do you have any children? 

Single 
Married 

Yes —> How many? 
No 

23. What was your father's occupation most of the time while you were 
living at home? Please be specific. 

24. What was your mother's occupation most of the time while you were 
living at home? Please be specific. 

25. Please think about the best elementary or secondary teacher you know 
or have known. What are the characteristics that made that teacher 
outstanding? 

(1) : 

(2) 

(3) 

10 
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If you have any additional commsncs abouc ceacher preparaelon or caachlng In 
general, please use Che space below. 

The College o£ Education and the Research Institute for Studies in Education 
appreciate the time you have taken to complete this questionnaire. Postage 
for the questionnaire is prepaid, so all you need to do is tape it and drop 
it in a mailbox. 

11 
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APPENDIX B 

SUGGESTED STEPS FOR STRUCTURAL EQUATION MODEL ANALYSIS 
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Suggested steps for structural equation model analysis: 

1. Formulation of a model 

1.1 Identify relevant variables 
1.2 Determine causal ordering 

2. Measurement conditions determine method of analysis 

2.1 Single indicator - no measurement error 
2.1.1 Multiple linear regression 
2.1.2 LISREL 

2.2 Single indicator - adjust for measurement error 
2.2.1 LISREL 

2.3 Multiple indicators - with or without measurement error 
2.3.1 LISREL 

3. Identification of model 

3.1 If method is multiple regression, model is identified 
3.2 If method is LISREL, identification may be a problem 

3.2.1 Use identification procedures discussed 
3.2.2 Use LISREL to determine identification 

3.2.2.1 Parameter matrix should be positive definite 
3.2.2.2 All variances should be positive 
3.2.2.3 Standardized solutions should be in the range 

from -1 to 1 

4. Estimate parameters 

4.1 Path coefficients 
4.2 Residuals 

5. Interpret results 

5.1 Multiple regression 
5.1.1 R square for explained variance 
5.1.2 Reduced model 
5.1.3 Test model if model is overidentified (Specht's test) 

5.2 LISREL 
5.2.1 Test model if model is overidentified 

5.2.1.1 Chi-square 
5.2.1.2 Goodness of fit index 
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5.2.1.3 Adjusted goodness of fit index 
5.2.1.4 Root mean square residual 

Relate results back to theory 




