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I. INTRODUCTION 

This thesis is divided into three major sections, each section cor­

responding to a microwave absorption study of a different material. 

The terbium section contains a description of the 24 GHz microwave 

gear used in these experiments, and gives a theoretical and experimental 

description of ferromagnetic resonance in terbium. Our experimental re­

sults provide evidence that magnetoelastic strain in terbium is free to 

follow the motion of the localized spin on a given terbium ion. 

The MnAu2 section contains a description of the 100 GHz microwave 

gear used in these experiments, and gives a theoretical description of 

spiral phase antiferromagnetic resonance predicted for MnAu^. A theoreti­

cal and experimental description of field-induced fan and ferromagnetic 

resonance absorptions in MnAUg is also given, as well as an experimental 

description of some very unusual resonances in the antiferromagnetic 

spiral phase of MnAu^ that are not theoretically predicted. 

The erbium section gives a theoretical description of resonance 

absorption expected for the many unusual magnetic phases of erbium. We 

observe no microwave resonance absorption at our experimental frequencies, 

in agreement with theory. We do observe many field induced magnetic 

transitions which can be used to derive theoretical parameters describing 

the static magnetic configurations of erbium. 
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II. TERBIUM 

A. Introduction 

Terbium crystallizes in a hexagonal close-packed structure and is a 

silvery gray heavy rare-earth metal that is soft enough to be cut with a 

knife. Terbium oxidizes slowly in air (the oxide is a chocolate or dark 

maroon color (1)). In its metallic state (below 1356°C) terbium is a tri-

valent ion immersed in a sea of conduction electrons. The electronic 

8 2 6  
configuration for the Tb ion is 4f 5s 5p with a ground state spectro­

scopic designation and a Lande factor g=3/2. The maximum theoretical 

magnetic moment on one Tb ion at low temperatures is therefore where 

fi is the Bohr magneton. This magnetic moment is entirely due to the un-
B 

filled 4f electronic shell Inside the 5s and 5p shells, and is therefore 

very localized on the Tb ion. Tb metal can be thought of as a lattice 

of atomic magnets interacting with each other via a sea of conduction 

electrons. The magnetic interaction between Tb ions is long range and 

gives rise to periodic ordering of the spins as is also the case in the 

other heavy rare-earth elements (2). The differing magnetic moments on 

the various heavy rare-earth ions interacting with conduction electrons 

having a certain Fermi-surface geometry gives rise to the helical ordering 

of the spins (3) observed by neutron diffraction (4). Effects associated 

with the crystal structure such as the crystal field effect and the mag-

netoelastic effect often significantly affect the spin ordering and the 

occurrence of magnetic transitions (3). In particular, Tb is paramagnetic 

above 229 K, and ferromagnetic below 222 K (5). From 222 - 229 K, Tb has 
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a planar spiral spin configuration (4). The plane of the spiral is 

perpendicular to the c-axis ((OOOl) direction) due to a very large uni­

axial anisotropy field (6). This planar spiral collapses to a ferromagnet 

with application of a magnetic field of less than 1 kOe In the plane of 

the spiral (5). In the ferromagnetic region the spins align along a fa-

axis (<1010) direction) due predominantly to magnetoelastic effects (7). 

The driving force in the spiral-to-ferromagnetic transition in Tb is the 

negative magnetoelastic energy associated with the ferromagnetic state 

(there is no magnetoelastic energy associated with the spiral state at 

equilibrium) (3). 

Our experiment deals with the excited states (spin waves or "mag­

nons") of the ferromagnetical 1y aligned spin system in Tb. These states 

are excited by an experiment in which an external magnetic field is 

applied perpendicular to the c-axis of the sample while photons of a cer­

tain polarization and frequency (24 GHz) strike the sample surface. When 

the-photons are absorbed by the Tb spin system at a given temperature, 

microwave polarization, and magnetic field we have the condition known as 

ferromagnetic resonance. In the following section the theory of ferro­

magnetic resonance in Tb will be discussed, and it will be shown that much 

useful information can be obtained by studying the dynamic behavior of the 

spin system. 

B. Theory 

Apparent contradictions between the high and low frequency ferromag­

netic resonance results in Tb and Dy have prompted much theoretical 
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speculation (8), Earlier calculations of ferromagnetic resonance energy 

gaps did not include the magnetoelastic energy (9), and the result came 

to be known as the "free lattice model" because it was identical to the 

later result obtained by considering the crystal strains to be locally 

coupled to the ionic spins at zero wavenumber (q=0) (10). In this local 

coupling theory the first order magnetoelastic energy is invariant under 

rotation of the magnetization in the hexagonal plane for q=0, so it has 

no effect on the spin-wave spectrum at q=0 (8, lO). In the free lattice 

model the second-order magnetoelastic energy simply provides the hexagonal 

anisotropy in the basal plane of Tb (the hexagonal anisotropy due to the 

crystal field is negligible) 8). If an external magnetic field (H^^) 

is applied along a hard (1120) direction in the basal plane, the ferro­

magnetic resonance (q=0) energy gap can be reduced to zero in Tb at the 

spin-flip field (when the spins align along H^^) in the free lattice 

model (8). Ferromagnetic resonance experiments at about 38 GHz in Dy 

single crystals seem to confirm the applicability to Dy of the free lat­

tice model just discussed ( 1 1, 12). 

Another model of the magnetoelastic strains was proposed by Turov 

and Shavrov (13). They suggested that the uniform (q=0) mode should be 

found by considering the strain as frozen at its equilibrium position. 

If the strain is not free to follow the instantaneous motion of the 

excited spins, an external magnetic field is unable to lower the qaO 

energy gap appreciably, making observation of this mode difficult except 

at very high frequencies or high temperatures (the energy gap decreases 

with increasing temperature) (8, 10), Inelastic neutron scattering 
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experiments (7) and high frequency (100 GHz) microwave experiments (l4) 

in Tb seem to be explained by the frozen lattice model. In fact, 100 GHz 

microwave experiments in Dy might also be explained by the frozen lattice 

model (15) in contrast to the 38 GHz experiments previously mentioned. 

Vigren and Liu (10) recently proposed a theory explaining these 

apparent contradictions by predicting free lattice model behavior in Tb 

and Dy at low microwave frequencies and frozen lattice model behavior at 

high microwave frequencies and in neutron diffraction experiments. As 

stated, free lattice model behavior was predicted for Tb at low micro­

wave frequencies, but a difference between the results expected from the 

free lattice and frozen lattice models does not occur until temperatures 

below 140 K are investigated. All low frequency ferromagnetic resonance 

experiments in Tb prior to the work reported in this thesis were for tem­

peratures above l40 K, and so were subject to differing interpreta­

tions (16, 17). The experimental data in this thesis for Tb at low fre­

quencies and temperatures below 140 K provide strong evidence in support 

of the theory of Vigren and Liu, supplying a satisfying resolution to the 

apparent contradictions which have existed for some time in the litera­

ture. 

The theory of Vigren and Liu (10) assumes the crystal strains to be 

locally coupled to the ionic spins as in the free lattice model. For 

zero wavenumber (q=0) spin waves, all spins oscillate in phase and the 

magnetoelastic contribution to the Hamiltonian is that due to a single 

spin multiplied by the number of spins. This energy is invariant under 

rotation of the magnetization in the hexagonal plane to first order, so 
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the free lattice model holds, which means that except for the hexagonal 

anisotropy due to second order magnetoelastic effects'(which allow the 

external field in the <1120) direction to lower the energy gap to zero at 

the spin-flip field), there is essentially no magnetoelastic contribution 

to the spin wave spectrum at q=0. This first order magnetoelastic energy 

is quite large as determined from magnetostriction measurements (]8) 

using the theory of Callen and [alien (19). 

For q?£0 spin waves, however, the spins are not in phase, and this 

phase difference causes a cancellation of all but the equilibrium mag­

netoelastic energy, resulting in the frozen lattice model and e large 

magnetoelastic contribution to the spin wave spectrum which can not be 

overcome by application of an external magnetic field. Note that by 

making the free lattice model assumption of local coupling of the ionic 

spins, Vigrgn and Liu arrived at the same result for q^fO as the ad hoc 

frozen lattice model proposed by Turov and Shavrov. The major contribu­

tion of the theory of Vigren and Liu was to correctly minimize the 

locally coupled magnetoelastic energy with respect to the instantaneous 

strains (caused by motion of the ionic spins) for q^O spin waves. This 

simple theory correctly accounts for the major experimental results in­

volving excited spin wave states in Tb and Dy with the inclusion of the 

experimental results on Tb reported in this thesis. 

In a ferromagnetic resonance experiment the largest value of q ex­

cited is q=l/6, where 6 is the classical microwave skin depth inversely 

proportional to the square root of the microwave frequency. In such an 

experiment, Vigren and Liu show that in the approximation of an infinite 
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crystal the transition rate to a state of q less than 1/6 is propor­

tional to a constant (20) (assuming the spin wave energy is approximately 

the same as the microwave energy, a condition called on-resonance ab­

sorption). Since there are perhaps 10^ allowed values of q between 0 and 

1/6, each having approximately the same energy, we can talk about a q=0^ 

mode excited with an intensity 10^ greater than the q=0 mode at the same 

energy (10^=L/6 using periodic boundary conditions where L is the sample 

thickness). The specification in the preceding sentence "at the same 

energy" is important because as we have previously discussed, q=0 cor­

responds to the "free lattice model", while q=0^ corresponds to the 

"frozen lattice model" in the theory of Vigren and Liu. These two models 

generally predict resonance at different frequency values because only 

the q=0 "free lattice model" energy gap can be made zero by application of 

an external magnetic field. In our experiment, the applied field in a 

hard (1120) direction lowers the energy of the q=0 free lattice mode to 

that of our microwave energy, while the q=0^ frozen lattice mode remains 

well above our experimental frequency. This experiment is therefore only 

capable of exciting the q=0 mode in on-resonance absorption. It should be 

stressed that the discontinuity in the spin wave spectrum between q=0 and 

q=0^ is artificial and results from the assumption of an infinite sample 

using periodic boundary conditions. If more realistic boundary condi­

tions are considered, a smooth transition from q=0 to q=0^ should take 

place over a range of q determined by the inverse of the thickness of the 

specimen (21). An even more realistic model effectively increases the 

number of free lattice states as compared with frozen lattice states so 
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that 0<^l/6 are essentially free lattice states and l/6<q^^ are frozen 

lattice states, making observation of the free lattice states with 

microwaves more probable (20). |n any case, the q=0 mode should be 

visible if the microwave frequency is low enough, because then the q=0* 

mode energy is much higher than the microwave frequency (making on-

resonance absorption impossible and off-resonance absorption improbable 

for the q=0^ mode), while the q=0 mode is excited in on-resonance ab­

sorption. We had an indication that our frequency of 24 GHz was low 

enough to see the q=0 mode from the numerical estimates of Intensity made 

by Vigren and Liu (20), and from the fact that Rossol and Jones (11) saw 

the q=0 mode in Dy at 38 GHz. Similar behavior is expected in both Tb 

and Dy as far as intensity is concerned. 

In more detail, the theory of Vigren and Liu starts out with a 

Hamiltonian consisting of exchange, uniaxial anisotropy, hexagonal aniso-

tropy, a Zeeman term, and first-order magnetoelastic terms corresponding 

to the theory of Cal Ten and Callen (ig). Demagnetizing effects due to 

sample dimensions are considered phenomenological1y at the end of the 

calculation by following Kittel (22). Second order magnetoelastic effects 

are not considered, but recent work reported in Reference (7) considers 

these effects both theoretically and experimentally using neutron diffrac­

tion for the q=:0^ frozen lattice mode. The neutron diffraction results 

showed that the hexagonal anisotropy of Tb was entirely due to second 

order magnetoelastic effects within experimental error. Of interest to us 

are the effects of the second order magnetoelastic energy on the q=0 free 

lattice mode. Cooper (8) has calculated this effect, and as in the frozen 
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lattice case, the only effect is to add to the hexagonal anisotropy due 

to the crystal field a hexagonal anisotropy due to second-order mag-

netoelastic energy. Since the hexagonal anisotropy due to crystal field 

has no wavenumber dependence, we may take it as zero in the q=0 case since 

it is essentially zero in the q=0^ case. This introduces a slight change 

in the temperature dependence of the predicted q=0 mode for Tb because 

the temperature dependences of the crystal field and the second-order 

magnetoelastic energy are different (19), but the difference is so slight 

as to be negligible within data scatter in our experiments (8). Even the 

equation known as the transcendental equation derived from the original 

Hamiltonian at equilibrium to determine the orientation of the spins with 

respect to an external applied magnetic field is unchanged by the in­

clusion of the second-order magnetoelastic energy because the second-order 

magnetoelastic energy has the same angular dependence in the hexagonal 

plane as the crystal field hexagonal anisotropy energy (7, 8). 

After the first-order magnetoelastic energy is minimized with respect 

to the instantaneous strains, the diagonalization of the spin Hamiltonian 

to obtain the spin wave energies proceeds as outlined in Reference (9). 

The Holstein-Primakoff (23) approximation is applied, which is good for 

large spin values. Tb has a spin value of 6 on each ion, which is 

certainly large. Only terms to second-order in the Holstein-Primakoff 

operators are retained in the spirit of the harmonic oscillator approxi­

mation of small spin deviations from equilibrium. A Bogoluibov trans­

formation to true spin wave operators of the system is then effected by 

considering the true operators to be a certain linear combination of the 
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Holstein-Primakoff operators and going through steps leading to a secular 

determinant for obtaining the spin wave energies. 

The Tb spin wave energy for the q=0 uniform mode excited in our 

experiment can be written (8, 9, 10) 

ha = + 3c7A(0)c(0)cos68lgy2l5/29^BH"^ 

+9^B"dcC°s(P-8) + gMgM(N^-Np + ^3 

X[l8c?A(0)c(0)cos68lgy2'5/29UB^"^ giLtgHj^.cos (p-G) 

+gfigM(Ny-N^)]}^ . (1) 

Here I ^ ratio of the hyperbolic Bessel function of 

1 ^ 1 
order —(26+1) to that of order where the argument of the Bessel func­

tions is Z, where L(Z)=cr, L is the Langevin function, and a is the ratio 

of the magnetization M at temperature T to that at T=0. P^S is the two­

fold crystal field anisotropy constant, c^ is an elastic stiffness con­

stant in the notation of Callen and Cal Ten (19), C(0) and A(0) are the 

first and second-order magnetostriction coefficients in the notation of 

Rhyne and Legvold (l8), g is the Lande factor, is the Bohr magneton, 

is a magnetoelastic term in the notation of Vigren and Liu (io)j N^, 

Ny and are the demagnetizing factors for a thin disk sample with the 

c-axis normal and H^^ (the external magnetic field) in the plane of the 

disk (zIIm and yJ-M in the plane of the disk, and x^c-axis), and p and 0 are 
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angles measured from the nearest b-axis (easy axis) to and M, res­

pectively (p and 0 have values between 0° and 30°). 

For a given value of the angle 0 is given implicitly as a func­

tion of by a transcendental equation obtained by minimizing the 

equilibrium energy of the spin wave Hamiltonian in the molecular field 

approximation with respect to 0 (8, 9, 10): 

l8c7A(0)C(0)|gy2lgy29^gM ^sin60 = 6gHgHj^sin(p-0) . (2) 

Note that Equation 2 is solved for any value of when p=0=O (mag­

netic field along an easy (lOlO) direction or b-axis), and for = 

l8c^A(0)c(0)sometimes referred to as the spin-flip field, 

when p=0=3O° (magnetic field along a hard (1120) direction or a-axis). 

Observe that when along a (1120) direction reaches the spin-flip 

field, Au)=0 from Equation 1 assuming Ny=N^. For Hin the hexagonal 

plane of the sample the demagnetizing field is always parallel to the 

equilibrium direction of M, and so does not enter in Equation 2. If the 

uniform mode extends throughout the sample, then N =N , N =4%-2N , and N 
^ ' y z X z' z 

can be obtained from tables (24). if the uniform mode is randomized after 

a certain coherence depth into the sample in the c-direction due to in­

teractions with phonons or other reasons, then N <N where N still has 
y z z 

the same value from the tables as in the previous case where the uniform 

mode extended throughout the "volume of the sample. decreases in value 

because the randomization process decreases the effective thickness of 

the sample in which transverse components of the magnetization (M^ and 
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My) act coherently. Ny could be determined from the tables (24), but 

for a smaller effective sample thickness. Let Ny=N' for this case; 

then the other transverse demagnetizing factor has the value N^=4n-2N' 

because N +N +N =4jt and N =N =N' in the effective thickness of the sam-
X y z y z 

ple« In Equation 1 the demagnetizing factors become N^-N^=4n:-2N'-N^ and 

N -N =N'-N . If the coherence depth is small, then N'=0 and we have a 
y z z 

potentially noticeable but small effect in our experiment because in the 

second factor of Equation 1 the demagnetizing effects are no longer zero. 

By making the samples thin, however, all demagnetizing effects are 

negligible experimentally. In the above reasoning, the condition 

N +N +N =kn is not satisfied for the sample as a whole when a coherence 
X y z 

depth is considered. This is because in the classical equations of mo­

tion formalism used to obtain the demagnetizing effects on Equation 1, 

the magnetization is treated as a microscopic quantity which oscillates 

like a single spin (22), whereas demagnetizing factors affect only the 

macroscopic magnetization. Rather than change the formalism we simply 

compensate for the coherence depth by adjusting the values of the de­

magnetizing factors when in fact it is the macroscopic magnetization that 

is changing. 

Actual numbers for the quantities in Equation 1 are given in Refer­

ences (8) and (10), In both these references the value for 

y •• 1 
l8c A(0)C(0)gUgM^ where M^=M(T=0) is the same as the value given for 

-36PgS^. is strictly speaking the six-fold crystal field anisotropy 

constant which was found to be zero in Tb (7). However, the experimentally 

determined hexagonal anisotropy determined by Rhyne and Clark (6) (which 
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includes six-fold anisotropy due to crystal field and second-order mag­

netostriction) was all lumped numerically into the factor -36PgS^. 

Both References (8) and (10) use the total experimental hexagonal aniso­

tropy given by Reference (6) in their numerical results rather than 

evaluating l8c^A(0)C(0)gUgMg ^ term by term. Cooper (8), however, does 

make a crude estimate of c^ giving him a value for 18c^A(0)C(0)^ 

about 70% larger than the experimental value of Rhyne and Clark (6). 

The value of Rhyne and Clark explains our experimental results very well, 

so it is undoubtedly the correct value to use in Tb calculations. The 

magnetization data of Hegland e_t (5) is used to determine M and a as 

a function of temperature. In Equation 1, using the values of Vigren 

and Liu (10), -ZP^S = 63.6 K, so if we define by giUgH^ = -ZPgS, we 

have H^=632 kOe in an effective field formulation. Similarly, 

l8cTA(0)c(0)gUgMg ^ =3.4 K, so if we define by gw^H^ = 

l8cTA(0)C(0)gUgMg \ we get H^=34 kOe. The value for is = -8,0 K, 

which makes a contribution to the first factor in Equation 1 and corre­

sponds to an effective field of -80 kOe. 

C. Sample Preparation 

Two disk-shaped samples with the c-axis normal were used in this 

experiment. One of them was the same as the thinner crystal reported in 

previous work (17), except that its dimensions were changed to 5«9 mm diam 

and 0.3 mm thickness. This sample was used only for the data taken at 

T=143 K and 161 K because it was the thinner of the two samples made and 

so was least subject to demagnetizing effects affecting domain alignment. 
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(The resonance field depends on the domain alignment field at T=l43 K 

and 161 K.) Data at all other temperatures were taken on a sample 

having 9 mm diam and 1.2 mm thickness cut from the same large crystal as 

the first sample. From Bozorth (24), the demagnetizing factors are N^= 

0.628 for the thinner sample and N^=l<.13 for the thicker sample. The 

dimensions of the samples were measured directly with a micrometer after 

all data were taken. 

The large crystal from which our Tb samples were prepared was grown 

by W. J. Nell is according to a method developed by Nigh (25). A button 

about 3 cm diam and 1 cm thick of pure Tb metal was prepared at the Ames 

Laboratory, Iowa State University, using ion-exchange separation (26). 

Table 1 gives an impurity analysis of this metal. The button was annealed 

Table 1. Tb sample impurities in ppm by weight 

A1 30 Er - Mn 

Ca 60 Fe <50 Mo -

Co - Gd <200 N 3 

Cr 300 H 5 Ni <20 

Cu 100 Ho - 0 160 

Dy <100 Mg <10 Se -

Si <20 Ta <200 W 500 

Sm T Tm - Yb FT 

Symbols: T = trace, FT = faint trace. A blank space means the element 

was not investigated. 

Tb sample resistance ratio: 54.5 
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at 1250°C for 12 hours, producing several large single crystals in the 

button. The crystals were then X-rayed using the Laue technique to 

locate the crystal symmetry axes. The crystals are glued to a goniometer 

using a conducting glue made of a mixture of Duco cement and graphite. 

Once a desired crystal direction is determined the goniometer can be 

transferred to a spark cutting machine where, by using a moving wire 

cutter for the flat cuts and a cylindrical cutting tool for the circular 

cut, a thin disk sample can be produced with the desired orientation. 

The glue needs to be conducting so the sample will be electrically 

grounded to the case of the spark cutting machine. 

In order to get effective coupling between the microwaves and the 

sample spin system it is necessary that the sample have a microscopically 

smooth surface. We achieved an acceptable surface by first using 600 

grit sandpaper to reduce the surface crystal damage due to spark cutting. 

The lapping tool was developed by J. R. Cleveland (27) and consists of 

a plunger slip-fitted into a thick walled circular cylinder. A flat 

sample surface is glued to the plunger using beeswax for an adhesive 

(the wax melts at 100°C). The weight of the plunger holds the sample 

with uniform weight against the sandpaper, and the cylinder keeps the 

sample orientation constant with respect to the sandpaper. A figure eight 

motion is the lapping technique used. The sample is removed from the 

plunger simply by melting the beeswax. 

The sample is next electropolished (28) to remove the surface damage 

due to the 600 grit sandpaper and produce a microscopically smooth sur­

face. The solution used is 6% perchloric acid by volume into 94% 



methanol after the methanol has been cooled to -70°C by an acetone-dry 

ice bath. A current of about 0.2 amps per square centimeter is passed 

through the sample in the perchloric solution using a 50 volt power 

source while the solution is stirred by a magnetic stirrer (the sample 

is the positive electrode and the metal beaker or a metal post is the 

negative electrode). A polishing time of one or two minutes is usually 

sufficient to prepare the surface for mounting in the microwave cavity. 

This mounting is accomplished as rapidly as possible so that oxidation 

in the air is kept to a minimum. Whenever possible the polished sample 

is maintained in a vacuum. A small scratch is made on the back of the 

sample corresponding to one of the crystallographic directions to aid 

in orienting the sample with respect to the cavity. 

D. Apparatus 

2. Description 

Figure 1 gives a block diagram of the apparatus used. The system 

is a conventional reflection spectrometer employing a magic tee 

(Microwave Associates Model 884) and a crystal detector (1N26 crystal 

in an Aircom Model I56K holder). The klystron (OKI Model 24V10A) was 

locked onto the cavity frequency by means of a phase-sensitive automatic 

frequency control (AFC) which modulates the output frequency of the 

klystron at 70 KHz (Teltronics Model KSLP). The crystal converts the 

power reflected from the cavity into a dc voltage with a 70 KHz ac com­

ponent superimposed because the crystal will respond to 70 KHz. The 70 

KHz signal amplitude is proportional to the magnitude of the derivative 
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of the power reflected vs microwave frequency characteristics of the 

cavity, and at resonance this derivative is zero. The derivative in­

creases rapidly in magnitude away from resonance because of the large 

cavity Q. Because the derivative changes sign when the klystron fre­

quency goes from slightly above to slightly be1ow_the cavity resonance 

frequency, the phase of the 70 KHz output signal also changes sign when 

the klystron frequency goes from slightly abdve to slightly below the 

cavity resonance frequency. The amplitude of the 70 KHz signal is there­

fore proportional to the change in frequency necessary to make the 

klystron frequency coincide with the resonant frequency of the cavity, 

and the phase of the signal tells the AFC whether the klystron frequency 

should be increased or decreased. 

The isolator (Microwave Associates Model l6l) gives the klystron 

about 20 db of isolation from the reflected microwave power for in­

creased klystron stability. The klystron (powered by a Polytechnic 

Model 812 power supply) was air cooled and was stable enough for our 

experiments after it was warmed up for a period of ̂  hour. The fre­

quency meter was a calibrated high-Q, cavity resonator that gives fre­

quency to about 2% accuracy (Microwave Associates Model 588). The 

attenuator was calibrated and gave about 20 db maximum attenuation 

(Microwave Associates Model 587). A good crystal (one with low noise) 

was found by trial and error. When maximum sensitivity was desired, the 

klystron was operated at a full power of about 0.15 - 0.20 watts (see 

next section for theory of sensitivity), and the slide screw tuner 

(Waveline Model 883) and magic tee arrangement were used to buck down the 
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microwave power incident on the crystal. The bucking provided by the 

slide screw tuner and magic tee also partially cancelled out klystron 

noise (29). The optimum crystal current for low noise was found to be 

about 40 lia using our AFC which has 1000 ohms input impedance. At 40 fxa 

the crystal is probably operating in the linear region (29), which means 

that the rectified output current is proportional to the square root of 

the incident power. In some cases (particularly in some experiments with 

erbium metal) when lower crystal current was used, the crystal was prob­

ably operating in the square law region (29), which means that the output 

current is directly proportional to the incident power. Since the 

characteristics of crystals are not constant from one crystal to the 

next, we do not know the exact characteristics of the crystals used in 

our experiment, it should be noted, however, that the exact characteris­

tics of the crystal used are not very important because we experimentally 

observe only the small change in power absorbed by the sample due to 

magnetic losses (spin wave resonance) when the external applied field is 

at a certain value. Because this change in power absorption is small, 

the change in crystal voltage (or current) accompanying the change in 

power absorption varies essentially linearly with the change in power 

absorption no matter what the crystal characteristics are. We estimate 

roughly that spin wave resonance in Tb at 24 GHz causes about a 10% in­

crease in power absorption in our microwave cavity. This corresponds to 

a change in absorption of almost 1 part in 10^ for simple reflection of 

microwaves from the sample with no cavity. 

There were no problems due to saturation of the spins in the samples 
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studied In this experiment (saturation meaning that application of micro­

wave power above a certain level is ineffective in further exciting the 

spin system because all the spins in the skin depth of the sample are 

already excited), so high microwave powers were possible. The large 

magnetic field lînewidths in the power absorbed vs magnetic field plots 

associated with spin wave resonance in Tb and Dy can be related to a 

phenomenological relaxation time for the decay of an excited spin state 

of about lO"^^ seconds for Dy (12) and a similarly short relaxation time 

for Tb. This implies extremely heavy damping of the magnetic system. 

Because the spins relax so rapidly to their equilibrium positions after 

being excited, there are always enough spins in an unexcited state so 

that saturation is not observed, even at relatively high microwave power. 

In order to observe the cavity mode on the oscilloscope, the fre­

quency of the klystron was modulated at 60 Hz. (The 60 Hz modulation 

was removed before the AFC was locked to the cavity frequency.) The 

correct bucking up or down of microwave power incident on the crystal was 

obtained by first introducing the probe of the slide screw tuner into the 

waveguide until the effect on the cavity coupling was just visible. The 

phase of the probe was then adjusted so that the cavity was effectively 

coupled either a maximum or a minimum amount. The probe was then intro­

duced further into the waveguide until the desired crystal current was 

obtained. In this manner the cavity could be effectively undercoupled 

or overcoupled. (At times coupling in one direction or the other seemed 

to decrease noise.) The dc output signal is inverted when the effective 

cavity coupling goes from overcoupled to undercoupled or vice versa, so 
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care must be taken that the crystal current does not go to zero while a 

run is being made. (The crystal current goes through zero when the cavity 

changes its coupling.) We measured direct absorption as a function of 

applied field because our noise was low enough that we did not need to 

modulate the dc magnetic field. 

The magic tee is constructed by connecting waveguides in shunt 

and series with a col linear guide at the same point (30). The series 

connection is also called an E-plane junction, and the incident micro­

wave power is fed into the series connection. If the two arms of the 

col linear guide are terminated in matched loads (i.e., the slide screw 

tuner is used to critically couple the cavity in our experiment), the 

power will divide equally between the two arms and there will be no 

coupling between the series and shunt arms because no electric vector is 

developed across the entrance to the shunt arm. (When the power divides 

equally between the two arms of the col linear guide, the elettrfc vec­

tors are l80° out of phase at equal and opposite distances from the 

junction, and the electric vectors reflected from the two matched loads 

cancel when they meet at the junction.) Note that klystron noise is 

also cancelled at the junction when the loads are matched. When the two 

loads on the col linear guide are no longer matched (i.e., the cavity is 

overcoupled or undercoupled), the electric vectors at the entrance to 

the shunt arm will no longer completely cancel, and there will be energy 

transfer to the shunt arm. The crystal is attached to the shunt arm 

(also called the H-plane arm), so our experiment measures the difference 

between the power absorbed in the cavity and the constant power absorbed 
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by the slide screw tuner arm of the magic tee. It is evident that the 

magic tee has many of the qualities of a bridge circuit. A further re­

finement is the introduction of matching structures near the magic tee 

junction so that the wave impedance of the series and shunt connections 

is the same as the wave impedance of the col linear guide for maximum 

power transfer at the junction (30). 

The x-y recorder (Moseley Model 7000A) is preceded by a low pass 

filter and a dc amplifier (built by John Hartman) with a zero-suppress 

(built by Dave Newquist), and is used to record changes in the dc com­

ponent of the crystal output. The magnetic field is swept slowly enough 

that the artificial hysteresis due to the time constant of the low pass 

filter does not affect the field positions of the absorption peaks 

going up and down in magnetic field. The field sweep (built by Kerry 

Nelson) is controlled by an electric motor, and the magnetic field is 

measured by a Rawson rotating coil gaussmeter placed between the poles 

of the magnet along with the dewar-cavity system. 

Figure 2 gives a diagram of the 24 GHz cavity and associated 

components. The circular cavity was designed to operate in the TE^^^ 

mode. The approximate formulas used to determine cavity dimensions are 

given by Harrington (31) and will be discussed in the next section. The 

TE^^^ mode is degenerate with respect to rotation of the microwave 

fields about the cavity axis. In order to lift this degeneracy, a small 

dent inward was made in the wall of the cavity about half way between 

the top and bottom. This dent produces two orthogonal TE^^^ modes 

separated slightly in frequency (31) because the dent makes the cavity 
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Figure 2. Diagram of 24 GHz microwave cavity. 



24 

somewhat "elliptical," and a true elliptical cavity has this prop­

erty (30). At the bottom and top of the cavity, the rf magnetic field 

(Hp^) of either one or these two modes is almost linear and perpen­

dicular to the axis of the cavity. Our cavity had an i.d. of 0,323 in» 

and a length of 0.539 in* and was soldered to a coupling iris about 

0.010 in. thick with a centered coupling hole of 0.128 in. diam. The 

cavity was positioned on the waveguide so that both orthogonal modes 

were equally coupled and almost critically coupled. The lower frequency 

mode was used throughout the course of the experiment, but both modes 

gave equivalent results. 

The sample formed the base of the cavity for the data using the 

thicker sample as shown in Figure 2. The sample was made thick enough 

that strain due to spring loading could be avoided. The b-axis of the 

sample was aligned approximately parallel to of the lower frequency 

of the two orthogonal TEjjj modes. This means that an a-axis was 

parallel to a diameter of the cavity drawn with one end intersecting the 

dent. At low temperatures Dow Corning stopcock grease made a good ad­

hesive because it adheres to the sample and cavity well enough to pre­

vent slipping, but does not solidify to the extent that small expansions 

or contractions strain the sample. This is important in Tb at low 

temperatures because the magnetic ordering in the basal plane exerts a 

torque on the sample. The external magnetic field could be aligned in 

any direction in the plane of the sample, so that all angles between 

and could be realized in this plane. 

The thinner sample was glued with GE 7031 varnish to a circular 
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copper plate about 0.020 in. thick and surrounded by a copper washer 

described below, and this assembly was then spring loaded to the cavity 

much like the thicker sample. Instead of grease, however, masking tape 

placed on the back of the plate and attached to the cavity was used to 

prevent slipping of the plate and washer assembly. The copper washer 

had an o.d. the same as the copper plate, an i.d. slightly larger than 

the sample diameter, and thickness about the same as the sample thick­

ness, and was mounted along with the sample so that the sample perturbed 

the symmetry of the cavity as little as possible. The washer was held 

in place by friction due to the spring loading. 

In Figure 2, the insulator (masking tape) was used to maintain elec­

trical isolation of the cavity so the copper-constantan thermocouple 

could be soldered directly to it, thereby giving a good thermal connec­

tion between the sample and thermocouple. The thermocouple was glued to 

the waveguide to provide a sink for heat coming down the wires from the 

top of the dewar. A second thermocouple was placed under the heater 

wires to control the heater current and maintain the copper waveguide at 

a desired temperature. The output from this thermocouple was balanced 

against the emf corresponding to the desired temperature using a 

potentiometer, and the difference emf was amplified (using a dc amplifier 

built by Dr. T. K. Wagner) and used to supply the heater current. (The 

heater was made of manganin wire with 30 ohms resistance.) In this manner 

the temperature could be made stable over long periods of time. 

The heat leak (see Figure 2) drained the heat conducted down the 

stainless steel waveguide and the wires into the liquid nitrogen bath by 
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making good contact with the walls of the stainless steel vacuum jacket 

in which the apparatus shown in Figure 2 was placed. The liquid nitro­

gen (or liquid helium) was maintained by a conventional stainless steel 

dewar designed by J. R. Cleveland consisting of two vacuum spaces 

isolating two chambers where refrigerants could be introduced. The 

stainless steel vacuum jacket containing the apparatus was immersed in 

liquid nitrogen in the innermost of these two chambers. (Helium transfer 

gas at a pressure of 100 or so in the vacuum jacket maintained the 

sample at the bath temperature if desired.) Mylar plastic transmits 

microwaves, and was therefore used to seal the waveguide entering the 

vacuum jacket. Armstrong adhesive A-12 was used to seal the wires 

entering the jacket. The top of the jacket itself was sealed with an 

0-ring. The "tail" of the dewar containing the cavity was just large 

enough to fit between the poles of the magnet. The pole spacing of 

the Magnion magnet used is 1-g in. 

2» Electromagnetic calculations 

The approximation used in most waveguide and cavity calculations is 

that the metal walls are infinitely good conductors. A good estimate of 

the power loss in the conductor walls can be obtained to a first approx­

imation by considering that the fields calculated for the infinitely good 

conductor case generate the eddy currents in the real metal walls which 

dissipate the power. The rectangular waveguide used in this experiment 

has inside dimentions 0.170 in. X 0.420 in. The cutoff frequencies for 

the various modes are given by (31) 
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= c/2(m^/a^ + n^/b^)^ (3) 

where c is the speed of light, and a is the long dimension and b is the 

short dimension of the cross section of the rectangular waveguide. The 

two lowest cutoff frequencies are f^^=14.1 GHz and ^£0"^^ GHz and cor­

respond to transverse electric (TE) waveguide modes. For the waveguide 

to operate exclusively in the TE^Q mode (a desirable condition for ex­

citing a consistent mode in the cavity), the klystron frequency must be 

between 14.1 - 30 GHz. The recommended operating range of this wave­

guide in the TE^q mode is l8 - 26.5 GHz, somewhat less than the theoreti­

cal limits and including our experimental frequency of 24 GHz. 

If the length of a circular microwave cavity is greater than its 

diameter, the lowest frequency mode excited is the TE^.. mode with a 

frequency given by (31) 

where c is the speed of light, d is the cavity length, and a is the in­

side radius of the circular cavity. The dimensions of our cavity given 

in the previous section correspond to f^^y=24 GHz. The fields in the 

TE|^^ mode at the end of the cavity where the sample is located are 

given by 

f,,, = c/2aa(3.39 + « aVd^) 
2 2,.2x2 

(4) 
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Hp = (1.84lp/a)sinj) 

(5) 

H,j) = HQ[a/(I.84lp)]ĵ (1.84lp/a)cos# . 

Here H^ is a constant with units of magnetic field, and p and are polar 

coordinates on the surface of the sample where p=0 is the cavity axis 

and j) is the polar angle measured from any arbitrary cavity diameter. 

(Note the degeneracy of field direction mentioned in the previous sec­

tion.) The function is the Bessel function of the first kind of 

order 1, and J|(x) is the derivative of J^(x) with respect to x (when 

p=a, J|=0 in Equation 5)« Note that there are no electric fields acting 

on the sample, in order to uniquely determine the (|)=0 axis, a small 

inward dent was made in the side of the cavity as described in the pre­

vious section. If the j)=0 axis is taken as the projection on the sample 

surface of a cavity diameter that intersects the dent, then Equation 5 

describes the lower frequency of the two orthogonal modes excited by the 

dent (the higher frequency mode is given by interchanging sin(|) and cos^). 

An outward dent instead of an inward dent would cause Equation 5 to 

represent the higher frequency of the two orthogonal modes excited if the 

j)=0 axis remained the same. For an inward dent the higher frequency mode 

is shifted upward in frequency from the original unperturbed frequency 

by an amount (31) 
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AU) = 
2.86m 

o AT (6) 
1+2.92a 

T 

and the lower frequency mode is shifted downward in frequency from the 

original unperturbed frequency by an amount (31) 

where co^ is the unperturbed frequency, a is the cavity radius and d is 

the cavity length (d>2a). T is the unperturbed cavity volume and AT is 

the small change in cavity volume due to the dent. For an outward dent 

Equations 6 and 7 would change to a downward and an upward shift in fre­

quency, respectively, from the unperturbed frequency. Equations 6 and 7 

were obtained by doing a perturbation calculation on the cavity frequency 

which assumes Equation 5 is unchanged by the presence of the dent. The 

complete configuration of fields acting on the sample can therefore be 

determined by knowing the orientation of a sample crystallographic axis 

with respect to the cavity dent. It should be noted that for both 

orthogonal cavity modes to be equally coupled to the incoming microwave 

energy (as was the case in our experiment), the cavity diameter passing 

through the dent should make an angle of about 45° with the direction of 

the electric field in the TE^q mode of the connecting waveguide. (The 

electric field of the TE^q mode is parallel to the short dimension of the 

rectangular cross section of the waveguide.) The size of the coupling 

ùu) = 0.843u)q I ^ I (7) 
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hole in the iris given in the previous section was determined experi­

mentally by enlarging the hole until the cavity modes were almost 

critically coupled without using the slide screw tuner. 

A cavity was used in these experiments because the power absorbed 

per unit volume due to magnetic losses in a sample is given by (29) 

P = ^H^x" (8) 

where is some sort of average rf magnetic field in the skin depth of 

the metallic sample, w=2%f where f is the frequency, and x" is the 

imaginary part of the rf susceptibility. Since x" 's not a function of 

H J for the microwave power used in this experiment (saturation effects 

are not observed as discussed in the previous section), the larger the 

value of the greater the power absorbed and the greater the sensitivity 

of the spectrometer. A cavity effectively increases the value of by 

storing microwave energy in the cavity volume. A more detailed analysis 

using an equivalent circuit representation for the reflection spectro­

meter (29) shows that the change in power absorbed by the cavity due to 

magnetic losses in the sample is proportional to x" P^Q.^ where is the 

microwave power available to the cavity from the klystron and is the 

unloaded Q. of the cavity. It is interesting to note that the term 

X" PQQQ contains the large theoretically determined unloaded Q, of the 

cavity (by definition due to losses in only the sample and cavity) 

rather than the smaller experimentally observable loaded of the cavity 

(by definition including losses from power leaking out of the cavity 
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through the iris in addition to the losses considered in determining Q^). 

is determined theoretically be dividing the energy stored in 

the cavity by the average energy dissipated per cycle in both the sample 

and the rest of the cavity where the coupling iris is mathematically 

replaced by a copper plate. Of course x" becomes non-zero in Tb princi­

pally when spin-wave resonance occurs, so the power absorbed by the cavity 

due to spin-wave resonance is multiplied by the factor when a cavity 

is used. In order to get an idea of the magnitude of we use the 

expression on page 257 of Harrington (31) to obtain Q^^OOO for a cir­

cular cavity made of copper operating in the mode at room tempera­

ture with our cavity dimensions as given in the previous section. (We 

neglected the large resistivity of the Tb sample in this calculation by 

mathematically replacing it with copper when calculating Q^.) If we 

include the Tb sample in the calculation at T=300 K by using the resis­

tivity data for Tb of Col vin et (32), we obtain = SlgO. At lower 

temperatures, of course, the resistivity of Tb decreases, so = 5150 

can be taken as a lower limit on the value of in our experiments. 

E. Experimental Results 

The data were taken by measuring direct microwave absorption as a 

function of temperature, microwave polarization, magnetic field, and 

crystallographic orientation of the sample. The figures which follow 

generally present schematically the experimental configuration cor­

responding to the data shown. Figure 3 gives examples of some of the 

data. Comparisons of relative signal amplitude are valid between curves 
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Figure 3. Tracings of typical power absorption vs applied magnetic 

field data for Tb. 



at the same temperature. At T=77 K, 0=1- there are large microwave 

absorptions in Figure 3» We attribute peaks aligned within two degrees 

of the a-axis to be due to resonance absorption in Cooper's (8) free 

lattice model for the following reasons (some of which will be discussed 

in more detail later): 1. The amplitudes are large, and the linewidths 

are narrow compared to absorption observed in Tb at 100 GHz by Wagner and 

Stanford (14), indicating on-resonance absorption. 2. The temperature 

dependence of the peak is close to the free lattice model (see Figure 4), 

which departs significantly from that of the frozen lattice model data 

of Wagner and Stanford (l4) at 100 GHz for T<140 K. The peaks remain 
o 

sharply defined (similar in line shape to the T=77 K, 0=1-^ peaks in 

Figure 3) for T<tlO K. For 110 K<r<l40 K the peaks become much broader 

1° 
(see the T=110 K, 0=1-^ peaks in Figure 3), and a second absorption be­

gins to appear at higher fields. At even higher temperatures (see 

T=16i K, 213 K, and 218 K data in Figure 3) the absorption appears to be 

along the domain alignment field as determined by magnetization measure­

ments (5), in agreement with Cooper's (8) free lattice model calculated 

by Vigren and Liu (10). 3- Anomalies in the magnetoresistance and 

magnetostriction (]8) of the heavy rare earth metals (i.e., Tb, Dy, Ho, 

etc.) are associated with domain alignment and magnetic phase transitions. 

Since our peaks in power absorption for T<l40 K occur exclusively in the 

ferromagnetic phase of Tb above the domain alignment field, they should 

not be due to changes in background conductivity or magnetostriction. 

4. The peak at T=86 K (see Figure 7) has a sin^i}) amplitude dependence 

(where (|) is the angle between H^^ and H^^) as expected for a spin-wave 
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resonance. 

In the preceding discussion the peaks observed were for Haligned 

within a few degrees of the a-axis. When the field is aligned exactly 

along the a-axis no absorption is observed, contrary to the prediction 

of Cooper's free lattice model. Our experimental results reveal that 

peaks with the temperature dependence predicted by Cooper for the free 

lattice model actually occur for from l°-2° off the a-axis (see 

Figure 4). 

When His aligned from 3°-lO° from the a-axis in the basal plane, 

two absorptions were observed for all temperatures below T=l40 K (see 

1° 1° 1° 
T=77 K, a=6^ ; T=95 K, Cfc=6^ and 1=95 K, Q:=l 1-^ data in Figure 3)- These 

absorptions are very unusual because Cooper's free lattice model predicts 

no resonance absorption for aligned from 3°-10° away from the a-axis. 

The initial peak (at lower field) has a narrow linewidth and is well 

resolved from the second peak (at higher field) which is a very broad 

absorption. We assume that both of these peaks might be due to spin wave 

resonance for many of the same reasons as those listed above for the 

peaks obtained with aligned within 2° of the a-axis. We will refer 

to these reasons (listed above) by number. Reason 1. applies to the 

initial peak because it has large amplitude and narrow linewidth, in­

dicating on-resonance absorption. The second peak has large amplitude 

but very broad linewidth. We will discuss a possible interpretation of 

the narrow linewidth of the first peak later, but we do not understand 

the large width of the second peak. Reason 2. does not apply to the two 

peaks we are discussing because as previously stated. Cooper's theory 
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predicts no resonance for aligned from 3°-10° away from the a-axis. 

We note, however, that the first peak always has a narrow linewidth and 

the second peak is always very broad for aligned from 3°-10° away from 

the a-axis. For aligned more than 10° from the a-axis, the resonance 

field of the first peak begins to disappear below the domain alignment 

1° 
field (see T=95 K, 0=11-^ data in Figure 3). The field dependence of the 

first peak vs rotation angle of Hin the basal plane is shown in 

Figure 8, and will be discussed in more detail later. The field depen­

dence of the second peak is difficult to determine at most temperatures 

because the width precludes accurate determination of an absorption maxi­

mum. The field dependence vs temperature of this peak can be inferred 

from several examples of the second peak plotted in Figure 3 at T=95 K. 

Note that the onset of absorption associated with the second peak ap­

proaches the domain alignment field as is rotated farther from the 

a-axis. This general trend for field vs temperature dependence of the 

second peak was observable for rotation studies at all temperatures below 

T=l40 K. Reason 3« above mentions that anomalies in magnetostriction and 

magnetoresistance should not be the explanation of the two peaks we are 

discussing, and applies to the second peak as well as the first peak. 

Reason 4. does not apply to the second peak because of difficulty in 

determining its amplitude. We therefore do not know the rotation depen­

dence of the second peak. 

Figure 3 shows an onset of power absorption at the domain alignment 

field with aligned along an easy axis (T=102 K, a=30° data). The open 

triangles in Figure k are a plot of the "knee" of this absorption, which 
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we interpret as being at least partially due to off-resonance ab­

sorption predicted by Cooper (8) at the domain alignment field for Ct=30°. 

This absorption is predicted and observed at all temperatures covered in 

this experiment at 0=30°, and the absorption always appears to occur at 

the domain alignment field. The absorption is very broad as expected. 

Figure k gives experimental resonance field values vs temperature at 

24 GHz. Triangles with the vertex pointing up or down represent data 

taken while increasing or decreasing with time, respectively. The 

letters are as follows: A, calculation by Vigren and Liu of Cooper's 

free lattice model absorption maxima at 24 GHz for Hj^l|a-axis. B, pre­

diction by Vigren and Liu of off-resonance absorption maxima at the 

domain alignment field in Cooper's free lattice model for H^^Ha-axis, 

Off-resonance in this case means the actual resonance conditions are 

satisfied for a value of H^^ below the domain alignment field. Because 

of the large linewidth of the resonance, its trailing edge is observed 

for Hj^ greater than the domain alignment field. The open triangles are 

the domain alignment field determined by the knee of off-resonance ab­

sorption when Hj^llb-axis (see 0=30° data in Figure 3)« 0=30° is the case 

for Hj^ljb-axis, corresponding to setting p=9=0 in Equation 1 and causing 

Au) to become a monotonically increasing function of H^^ with an energy too 

high for on-resonance absorption at 24 GHz at the domain alignment field. 

C, paramagnetic resonance. The amplitude of these resonances decreases 

rapidly with increasing temperature. D, region of non-resonance ab­

sorption maxima (not plotted) due to domain alignment when using the 

thicker sample with H^^ oriented 1° from the a-axis. The temperature 
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Figure 4. Plot of the field values of power absorption maxima as a 
function of temperature for Tb. 



dependence of the data is in good agreement with the free lattice model 

calculated by Vigren and Liu. On the basis of these data, we believe the 

rise in resonance field with decreasing temperature observed by Bagguley 

and Liesegang (l6) in Tb at 10 GHz for temperatures above l40 K was due 

to a combination of off-resonance absorption and domain alignment effects, 

and was not an indication of free lattice model behavior. The frozen 

lattice model interpretation of the data of Wagner and Stanford (17) at 

10 GHz for temperatures above 175 K does not contradict the free lattice 

model interpretation of Vigren and Liu since the two models give similar 

predictions for T>140 K. The contrast between the 100 GHz Tb data of 

Wagner and Stanford (l4) and our Zk GHz data in Figure k is especially 

evident at T=100 K where for similar experimental configurations (given 

in Figure 4 for the closed triangles) Wagner and Stanford observed a 

resonance at 6 kOe (close to the domain alignment field), while Figure 4 

shows a strong resonance at almost 12 kOe. These field differences for 

different microwave frequencies are adequately accounted for by assuming 

the frozen lattice model applies at 100 GHz and the free lattice model 

at 24 GHz as predicted by Vigren and Liu. If the frozen lattice model is 

applied at 24 GHz, all the closed triangles for T<140 K in Figure 4 would 

be due to off-resonance absorption, and the 100 GHz Tb data for T<l40 K 

would be expected to have almost the same field dependence as the closed 

triangles in Figure 4, but with even greater intensity (8, 10), which is 

obviously not the case. The spin wave energy for the q=0^ frozen lattice 

mode is similar to Equation 1, except that a magnetoelastic term 

A_|' is added to the second factor (15) so that when Equation 1 is 
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combined with Equation 2, Aw is always non-zero. Figure 5 is a plot 

of the q=0 and q=0* energy gaps versus magnetic field as calculated by 

Vigren and Liu. All of the 100 GHz data of Wagner and Stanford (l4) 

below T=l80 K are explained as off-resonance absorption at the domain 

alignment field due to the q=0* frozen lattice mode, and the higher tem­

perature data as on-resonance absorption due to the same mode (lO). 

Recall that the open triangles in Figure 4 give the domain alignment field 

for comparison with the data of Wagner and Stanford (14) below T=l80 K. 

Figure 6 gives theoretical power absorption vs magnetic field plots 

calculated by Vigren and Liu for the uniform q=0 mode. They consider 

ferromagnetic resonance absorption as an optical pumping experiment by 

using the "golden rule" to calculate the rate of absorption of quantum ho 

by the spin system in the metal. The experimental q=0 broadening of the 

spin wave spectrum determined by neutron diffraction (33, 34) was used 

for the magnon broadening parameter in the result to determine the plots 

in Figure 6. Comparison between Figures 3 and 6 shows reasonably good 

agreement between experiment and theory at some temperatures. The low 

temperature Unewidths will be discussed in more detail hereafter. As 

the temperature increases, so does the broadening of the spin wave spec­

trum. This causes the decrease in absorption measured between the domain 

alignment field and Hj^=l8 kOe to become more pronounced with increasing 

temperature. In Figure 6, Vigren and Liu predict the decrease in ab­

sorption, measured between the domain alignment field and Hy^=l8 kOe, to 

be 100% greater at 220 K than it is at 210 K. In this same field interval, 

we find the decrease in absorption to be 23% greater at 2l6 K than it is 
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Figure 6. Microwave absorption predicted by Vigren and Liu at 10 GHz for applied magnetic 
field in the (1)70) direction of Tb. 
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at 213 K (see Figure 3)j in agreement with Vigren and Liu if the 

difference in temperature interval is taken into account. 

Figure 7 shows rotation studies where the signal amplitude is plotted 

as a function of the angle between and The zero of amplitude 

was taken to be that at except at T=77 K where the local minimum 

of power absorption just prior to the onset of resonance was used as the 

zero of amplitude due to a "background" decrease in power absorption with 

increasing (see Figure 3)« This "background" was not the same in 

all our experiments for similar experimental configurations. (At times 

the "background" was an increase in power absorption with increasing Hy^.) 

We do not have a good explanation for this "background" absorption. All 

data plotted were taken while increasing Hwith time. Comparisons of 

relative signal amplitude are not valid between data at different tem­

peratures. We note from Figure 7 that the amplitude of the resonance at 

T=77 K falls off rapidly as moves away from the a-axis, but if 

is kept at a constant relation to the a-axis, the amplitude has the 

sin^lj) dependence of a true resonance absorption as shown by the T=86 K 

data. (The T=86 K data are equivalent to rotating in the diagram by 

60° intervals while holding constant.) The higher temperature data 

will be discussed in more detail later. The absorption amplitude at 

T=77 K with Halong a^hard (ll20) axis (j)=90°) is zero, which explains 

why the data in Figure 4^were taken 1° away from the a-axis. At all tem­

peratures below 140 K the resonance amplitudes as a function of j) were 

qualitatively similar. Figure 3 shows that for some values of a below 

T=l40 K there are two absorption maxima at a given temperature. Figure 7 
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between and for Tb. 
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refers only to the lower field maximum. The higher field maximum will 

be discussed later. 

Figure 8 shows rotation studies where the field values of the 

absorption maxima are plotted as a function of the angle between and 

For data taken at T=77 K, the filled triangles with the vertex 

pointing up or down represent data taken while increasing or decreasing 

with time, respectively. At all other temperatures the only data 

plotted were taken while increasing with time, but the hysteresis 

when decreasing with time was similar to that shown at T=77 K. 

Figure 3 shows that at some values of a. below T=l40 K there are two ab­

sorption maxima at a given temperature. Figure 8 refers only to the lower 

field maximum. 

It is interesting to compare Figures 7 and 8 at temperatures such 

as 153 K and 77 K. The comparison at T=153 K gives strong indication of 

off-resonance absorption because the field values in Figure 8 do not 

change much with (j), while the amplitude in Figure 7 changes rapidly. The 

amplitude at T=77 K in Figure 7 tends to disappear when the field values 

in Figure 8 approach the domain alignment field indicated by the open 

triangles in Figure 4. In this experiment the a-axis was taken as the 

symmetry axis in Figure 8, and this symmetry axis was always within a 

few degrees of the a-axis direction determined by X-rays, which direction 

we preserved as well as possible on the spectrometer by careful mounting. 

Errors contributing to a slight misalignment of the sample were 1. diffi­

culty in placing a scratch on the sample corresponding exactly to a 

crystallographic axis determined by Laue X-ray diffraction, and 2. the 
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difficulty of aligning the scratch on the sample precisely with a 

known magnet angle marked on the cavity. 

F. Discussion 

If we now assume that the magnetic field necessary for on-resonance 

absorption in the q=0 mode at our low experimental frequency is approxi­

mately the same as the magnetic field necessary for Au)=0 in Equation 1, 

we obtain (assuming Ny=N^)j 

Hj^cos(p-6) = -l8c^A(O)c(O)cos60Ig^2'5/2^ ^ • 0) 

Unfortunately, however, the additional condition imposed by Equation 2 

says that for Aou=0, &=8=30° is the only allowed value of p and 9, so that 

Equation 9 becomes 

Hyc = 18C^A(0)C(0)Ig/gl5/2^"^ (10) 

which is the spin-flip field. This means that tu)=0 (corresponding to on-

resonance absorption) only when is at the spin-flip field along a 

hard (1120) direction as shown in Figure 5- From Figure 7 we see that 

at (jl=90° (corresponding to p=9=30°) there is no resonance at T=77 K at 

the spin-flip field as predicted. In fact, the magnetic field has to be 

aligned about 1° away from the a-axis before a resonance occurs essen­

tially at the spin-flip field (see Figure 4). We have a case where the 

theory predicts a resonance where experimentally one is not found, and 

predicts no resonance where many are found. However, for small angular 
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deviations of from the a-axis, the experimental results are almost 

the same as those predicted for exactly along the a-axis. Perhaps 

one might suspect some error in the assumption that letting Am=0 in 

Equation 1 to obtain Equation 9 gives us the equivalent of on-resonance 

absorption at our experimental frequency. Vigren and Liu\(20), however, 

solved Equations 1 and 2 simultaneously by computer techniques for our 

experimental frequency (thus avoiding the Aw=0 approximation). They 

found that on-resonance absorption was possible for all practical pur­

poses only at p=30°. Even assuming off-resonance absorption to be 

possible for p<30°, Vigren and Liu showed that the predictions of 

Equations 1 and 2 do not even qualitatively explain the data plotted in 

Figure 8. (The discrepancy between theory and experiment becomes more 

pronounced the farther the magnetic field is mis-aligned from the a-axis.) 

The exact solution of Equations 1 and 2 made by Vigren and Liu at 24 GHz 

essentially confirms our simple theoretical results obtained by assuming 

that the on-resonance absorption condition at 24 GHz is equivalent to 

setting ftu=0 in Equation 1. 

One possible explanation of this discrepancy between theory and 

experiment in our rotation results is that Equation 2 is incorrect. 

Clearly either Equations 1 or 2 or both are incorrect, but Equation 1 does 

do a good job of explaining the data in Figure 4 where the line labeled A 

is essentially a plot of the spin-flip field given by Equation 10 as a 

function of temperature. For Equation 1 to be correct the original 

Hamiltonian has to be correct only up to terms of second order in the 

Holstein-Primakoff spin deviation operators, but Equation 2 might 
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conceivably depend significantly on terms which are not included in 

the original Hamiltonian. In any case it is possible to present a con­

sistent interpretation of the data by graphically finding a transcen­

dental equation to replace Equation 2 which when combined with Equation 1 

will explain the experimental facts. Figure 9 is an attempt to do this. 

The assumption is made that our experimental results are due to on-

resonance absorption because of their large amplitudes. Our experimental 

results therefore have essentially the field dependence given by 

Equation 9 where we make the approximation cos(p-0)=l. We can make this 

approximation because 0>15° for in Equation 9, and 30%^0 from 

physical and energy considerations, so combining these two results gives 

us Ogp-8^15° or O.97<cos(p-0)<1. We see that Equation 9 has essentially 

no p dependence. Equation 9 is plotted in Figure 9 as line C. The 

point A represents the spin-flip field given by Equation 10, and the 

line B is a plot of Equation 2 when p=30°. For other values of p. 

Equation 2 no longer intersects line C in Figure 9, so on-resonance ab­

sorption is not possible as previously stated. The lines labeled D in 

Figure 9 are schematic transcendental equations replacing Equation 2 for 

different values of p, which intersect line B at the field values 

necessary to explain our data as on-resonance absorption at T=77 K. If 

Equation 1 is in fact correct, the lines labeled D are experimental de­

terminations of the transcendental equation at the points where data is 

plotted. An independent experimental determination of the transcendental 

equation could be done in principle by elastic neutron scattering with 

an external field in different directions in the basal plane of the 
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b-axis) as a function of magnetic field in various mathematical expressions 
and schematic suggestions described in the text. 



50 

sample, or by a careful analysis of magnetization data obtained in a 

similar manner. An experimentally determined transcendental equation 

could be compared to the lines labeled D in Figure 9 to check our 

assumption that Equation 2 is incorrect. 

The a values given for the plotted data in Figure 9 are to facilitate 

comparison with Figure 3 (only data for increasing with time are 

plotted). To avoid confusion, note that a, and p each measure the 

angle between and a different reference axis. Both absorption 

1® 
maxima at T=77 K, (x=&^ in Figure 3 are explained by the p=23Y schematic 

transcendental equation in Figure 9. in fact, the assumption that 

Equation 9 (represented by line C) correctly explains our data reguires a 

double resonance such as is possibly observed. This is strong additional 

evidence that Equation 1 is essentially correct as we initially assumed. 

The 3=28^ curve in Figure 9 represents a possible explanation for the 

T=77 K, 0=1-2 data in Figure 3 by assuming the peak to be the sum of two 

overlapping, unresolved peaks. Hence by comparison with the T=77 K, 

1° 1° 
(%=6% data, the a=l-T data shows an increase in amplitude and a larger 

,o 
linewidth than the low field resonance at 0C=6r^ . (The very large line-

1® 
width of the higher field resonance at (X=6j is not understood, but the 

linewidth of the low field resonance corresponds almost exactly to de­

tailed linewidth calculations by Vigren and Liu for T=100 K in Figure 6.) 

Since no resonance is observed at lj)=90°, T=77 K in Figure 7, the p=30° 

curve in Figure 9 represents a possible explanation (the p=30° curve is a 

schematic replacement for curve B representing Equation 2). 

Figure 9 can also be used to explain the data at temperatures other 
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than 77 K if the abscissa is scaled so that point A has its magnetic 

field coordinate given by Equation 10. At T=95 K and 110 K in Figure 3 

we present more data showing the behavior of two absorption maxima very 

similar to the two maxima discussed in Figure 9 at T=77 K, a=6^ . Note 

•J® 
that at T=110 K both maxima are resolved for a low a value (o^lg ), 

whereas they are not resolved at a=l— for lower temperatures. 

For temperatures above 140 K, point A in Figure 9 falls below the 

domain alignment field, hence all absorption is off-resonance. The 

rotation amplitude results in Figure 7 for temperatures above 140 K can 

be qualitatively explained by noting that the farther the magnetic field 

gets aligned from the a-axis the farther off-resonance the absorption 

becomes, so the smaller the amplitude becomes. In the temperature region 

above l40 K the amplitude will be most affected by rotation of for 

temperatures slightly above l40 K because then point A in Figure 9 is 

just below the domain alignment field. The amplitude will be least 

affected by rotation of near the Neel temperature because then 

point A in Figure 9 is at Hy^=0 and there is no longer any hexagonal 

anisotropy. At T=220 K (near the Neel temperature) the off-resonance 

absorption has a nearly sin^j) dependence as expected (see Figure 7). 

G. Conclusions 

In conclusion, our results at 24 GHz experimentally confirm free 

lattice model behavior in Tb at low microwave frequencies where the q=0 

state can be excited as predicted by Vigren and Liu (10) (see Figure 4), 

furnishing a satisfying resolution to the previously paradoxical ferro­

magnetic resonance data on Tb. Our explanation of the rotation studies 
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using Figure 9 assumed the experimental results were due to on-resonance 

absorption because of their large amplitude. The on-resonance absorption 

condition at our low experimental frequency (24 GHz) was assumed to be 

essentially the same as the condition Am=0 in Equation 1 by analogy to 

the case where His in the hard <1120) direction depicted in Figure 5« 

The foregoing assumptions meant that the transcendental Equation 2 had to 

be considered incorrect, so in Figure 9 we graphically constructed 

transcendental equations that were consistent with the experimental data 

and the assumption to=0 in Equation 1 for on-resonance absorption. (If 

both Equations 1 and 2 are considered correct the theory does not even 

qualitatively explain our experimental results.) As an unexpected bonus, 

our theoretical assumptions predicted that a double resonance should be 

present in our rotation studies, which was possibly observed. The line-

widths and amplitudes of our experimental peaks were at least partially 

explained by comparing the linewidth calculations of Vigren and Liu to 

our resolved double peaks and by assuming that our single peaks were 

really two unresolved peaks. We thus have good internal consistency 

between our theoretical assumptions and our experimental results. In 

fact, all of our experimental results can be qualitatively explained by 

using the graphical transcendental equations in Figure 3. An independent 

check on the correctness of our graphical transcendental equations in 

Figure 9 and hence of all our theoretical assumptions could be made in 

principle by an elastic neutron scattering and/or a magnetization experi­

ment where was rotated to various angles in the basal plane of the 

sample. 
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A further experimental argument in favor of the correctness of 

Equation 1 is that it correctly explains the field and temperature depen­

dence of the resonance when is aligned within a few degrees of the 

a-axis (see Figure 4). From a theoretical point of view, spin wave 

theory employs the harmonic oscillator approximation, which means that 

the original Hamiltonian needs to be correct only to second order in the 

Holstein-Primakoff spin deviation operators for Equation 1 to be correct, 

whereas Equation 2 might well depend on terms which are not included in 

the present Hamiltonian. 
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III. MnAUg 

A. Introduction 

MnAUg is an intermetallic compound with unusual magnetic properties. 

The ordered metallic phase MnAu^ was detected by Raub ̂  aj_. (35) below 

a temperature of 730°C. Above this temperature a eutectic is formed 

which melts at 1000°C. The ordered phase of MnAu^ has a body centered 

tetragonal unit cell (36) with the Mn atoms providing the magnetic prop­

erties of the system (37)• It is presumed that in the ordered state we 

have the Au^ ion in the configuration 5d^^ and spectroscopic désigna-

1 "H" 5 
tion Sg, and the Mn ion in the configuration 3d and spectroscopic 

designation The Lande factor for a free Mn^^ ion is then g=2. 

The magnetic properties of polycrystalline MnAUg were first in­

vestigated by Meyer and Taglang (38). They found that MnAUg was anti-

ferromagnetic below 363 K and paramagnetic above 363 K in zero applied 

field. In the antiferromagnetic state, a field of about—W-kOe caused a 

magnetic transition to a state with a ferromagnetic component. A satura­

tion magnetic moment of 3»49 per atom of manganese was found at low 
D 

temperatures, where u is the Bohr magneton. 
D 

The nature of the antiferromagnetic state of MnAu^ was determined 

by Herpin and Meriel (37) using neutron diffraction techniques. They 

discovered the antiferromagnetism was due to a spiral ordering of the 

spins in the plane perpendicular to the c-axis ((001) direction) with a 

turn angle of 51° between successive layers (all the spins in a given 

layer perpendicular to the c-axis are ferromagnetically aligned). When 
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a field of about 10 kOe was applied perpendicular to the c-axis, a 

transition from the spiral structure to a fan structure predicted by 

Naqamiya et al. (39, 40) was observed. Pure ferromagnetic alignment 

occurred for applied fields less than 20 kOe. 

The excited states of the spin system in MnAu^ were investigated 

by Asch (4l) at a frequency of 35.6 GHz. He observed apparent resonance 

absorption in the spiral phase of polycrystal1ine MnAu^ at a temperature 

of 173 Ko Since the theory of spin wave resonance in the magnetic spiral 

phase of a metal developed by Cooper et (9, 42) has difficulty ex­

plaining the resonance observed by Asch, we decided to perform experi­

ments in the frequency range 20-26 GHz to obtain more data, hoping to 

clarify the situation. 

B. Theory 

Following the treatment found in Reference (9), the spin wave spec­

trum of a planar spiral spin system will be derived with no applied 

magnetic field. We start with the Hamiltonian 

% = -Z J.. S.-S. - K, E S.^ (II) 
J^j U « J z i 'G 

where J.j is the isotropic exchange coefficient and Kg is the negative 

two-fold anisotropy constant. The sums are over all the spins in a 

crystal with periodic boundary conditions and g is along the c-axis. We 

will take the Fourier transform of Equation 11, so we define 
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J(q) =E J.; cos q«(Rj-^.) . (12) 
j ' J ' J 

Using Equation 11 in the molecular field approximation, the ground state 

of the spiral spin system is given by 

E/N = -S^ J(k^) . (13) 

Here is directed along the c-axis and has a magnitude determined by 

kgC' = 0 where c' is the distance along the c-axis between adjacent 

atomic planes, and 9 is the spin turn angle between adjacent planes. 

From the form of Equation 13 it is obvious that j(kQ) must be a maximum 

for the spiral spin structure to be stable in the ground state. 

We now transform to new coordinates such that the equilibrium 

direction of the spin at each site determines the z direction at that 

site. 

S._ = S. cos 1< + S. sin k 'ÏÏ. (l4) 
iT] ly o 1 iz o I 

S._ = -S. sin k 'R. + S. cos k «R. 
I s ly o I IZ o I 

A ^ 
The directions T| and g are fixed to the crystal and are mutually 
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perpendicular in the basal plane such that form a right handed 

coordinate system. The z direction is always in the basal plane, and y 

is perpendicular to z in the basal plane such that (x,y,z) forms a right 

handed coordinate system with x=-C. 

The HamiItonian is further transformed by the substitution 

Six = i (s* + s:) 

Siy = ii (4 " Sp 

(15) 

which allows us to make the Holstein-Primakoff (23) approximation 

2 

s| = (2S)^a. 

± 
s: = (2S)^aj (16) 

+ 
S. = S - a.a. . 

I Z  I I  

The above approximation assumes that spin waves are small deviations from 

the equilibrium spin direction, which can be better realized the larger 

the value of S. The spin deviation operators are Fourier transformed as 

fo11ows 

1 

a.  = N a  
q " 

J_ 
2 

q 7 ' 

(17) 

a = N 2 z a. e'S'R; 
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where q is summed over the first Brillouin zone in reciprocal space of 

the atomic lattice and the states in the first zone are counted using 

periodic boundary conditions, a convention used hereafter for sums on 

q. The Hamiltonian finally becomes 

E, + + SBq(aq3Lq + 3 t'̂ ) 

where 

E = -NS^J(k ) - |NSK-
O  O  2  Z  

Aq = - ̂ [2J(q) - + 2K^ + J(k^+q) + j(k^-q)] (19) 

B = - ̂ 2j(q) + ZKg - J(k^+q) - J(K^-q)l 

and for convenience the notation J(k^^) which means J(k^^) = J(k^+(i) 

is used, a notation adopted hereafter. A Bogoluibov transformation is 

now performed in order to diagonalize Equation 18. Let 

a  =  w  a  + b a ^  .  ( 2 0 )  
q q q q -q 

The relation 

[â ,K] = Am(q)a:q (21) 

must be satisfied where Aw(q) is the desired spin wave energy. For 

linearly independent coefficients w^ and b^. Equation 21 can only be 

satisfied for 
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Am(q) = 2S[(A^+Bq)(Aq-B^)]2 (22) 

where A and B are defined in Equation 19. q q 

Equation 18 can now be put in diagonal form. The parameters w^ 

and bq can be solved in, terms of A^, and fKB(q) using Equation 21 

and the condition 

wf - b̂  = 1 . (23) 

Equation 23 is imposed so that will have the commutation relations 

of a true boson operator (spin waves are bosons). Using the Fourier 

transform Equation 12 and its inverse with the condition J..=0 we 

obtain 

2 J(q) = S J(kQ+q) = 0 (24) 

q q 

which further simplifies Equation 18 to the diagonal form 

V = -NJ(k^)S(S+l ) + i;#iu)(q) (o^qO^q + j) • (25) 

The zero point energy of the system is 

E/N = -S(S+l)J(y + (2N)"'^z*m(q) . (26) 
q 

The second term in Equation 26 is due to zero point spin waves and is 

small compared to the first term. If Equation 13 and Equation 26 are 
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compared, it is seen that the molecular field approximation given by 

Equation 13 does not give the correct ground state energy of the system. 

In fact, the percent error in Equation I3 when compared with the first 

term in Equation 26 for MnAu2 is given by 

(S+1)-1(100) = 30% . (27) 

Equation I3 should be decreased in energy by about 40% in order to be 

correct for MnAUg. This is a sizeable error and shows the dangers in­

herent in using the molecular field approximation. In fact, the Holstein-

Primakoff harmonic oscillator approximation used in obtaining Aw(q) 

(Equation 22) may not be valid for MnAu2 because of its small spin. It 

is evident that the error is smaller the larger the value of spin, so 

the error is smaller for the heavy rare earths if the molecular field 

approximation for the ground state energy is used. 

If a linearly polarized microwave-frequency magnetic field is now 

applied parallel to the surface of a sample at an angle to the c-axis 

(ç direction), the resulting Zeeman energy is considered a small per­

turbation on the spin system. The "golden rule" is used to calculate 

the transition rate to excited spin wave states, giving an idea of the 

intensity of signals expected in a spin wave resonance experiment where 

the frequency is swept. Without considering the effects of the metal 

skin depth specifically, it is found that the intensity of spin waves 

of wavenumber q is proportional to the square of the coefficients of the 

Oq terms in the expression for the Zeeman energy. The intensity of spin 
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waves of wavenumbers excited by an rf magnetic field parallel to the 

sample surface at an angle to the c-axis is therefore 

K+KQ) « (\ sin̂  ̂
o o 

1(0) Of (ŵ -b-)̂  coŝ (|. 

(28) 

0 ~0' 

Equation 28 gives the square of the coefficients multiplied by (X. , 

t t a , and Og in the expression for the Zeeman energy. In order to 

o 
evaluate Equation 28 we use Equation 21 and Equation 23 to obtain 

(Wq+bq) = 

(Wq-bq) = 

2K^S + 2S[j(y-j(q)] 

Am(q) 

(29) 

From Equation 19 we note that /^=BQ, so %(0)=0 and *w(0) cannot be ex­

cited by microwaves. From Equation 22 we see that fim(0)=0 and 

W+KQ) = (30) 

where 

a. = S%J(k ) - J(0)] 

2̂ = S%J(V - J(2y ] 

(31) 
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From Equation 28 we see that microwaves of energy given by Equation 30 

polarized perpendicular to the c-axis are excited with an intensity 

proportional to the first expression in Equation 29 with This 

intensity is considered to be typical of ferromagnetic resonance be­

cause It is finite and ferromagnetic resonance (given by k^=0) is just 

a special case. 

As is seen later. Equation 30 corresponds to an energy generally 

above available microwave frequencies, so it will be interesting to see 

if an applied magnetic field can lower the energy gap of the spin wave 

of wavenumber k^. The easiest mathematical configuration is to apply 

a magnetic field parallel to the c-axis (ç direction) of the crystal. 

The spiral configuration becomes a cone where the spin wave energies 

excited by an rf magnetic field perpendicular to the axis become (9, 42) 

= + 5 + sin̂ [-2K2(aQ+a2)]2 

2 1 (32) 
{a^+a^)cos ijr y 

X 0 + • • 2 2 ] 
-2K2S sin ̂  

where 

H -2K,S 2a 
c o s ^  =  i r  a n d H ^  =  — +  —  .  ( 3 3 )  

is the semi-vertical angle of the cone generated by the magnetic 

moments. When H=0 (no applied magnetic field), then Equation 32 reduces 

to Equation 3O. When there is pure ferromagnetic alignment along 

Ç and the resonance expression becomes (9) 

Am(k̂ ) = gppH + 2K2S . (34) 
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An rf field parallel to the g direction of the cone excites only 

fusi{0)=0 with zero intensity exactly as in the planar spiral case. For 

the spin wave energies given by Equations 3^ and 34 excited by 

an rf field perpendicular to the c-axis, the intensity of excitation is 

typical of ferromagnetic resonance except for which has its 

intensity go to zero as H approaches When Equation 32 be­

comes 

2a 0 
= T* 

2a, (35) 

Aw(-ko) = 

Since we shall see later (42), the first expression in 

Equation 35 gives the smallest energy gap possible in an applied 

field for the cone configuration. 

We now wish to apply a magnetic field perpendicular to the c-axis 

in the basal plane of the spiral and derive the consequences to the spin 

wave spectrum following Reference;(42). First, a Zeeman term given by 

-gppHpS. is added to Equation 11 where i?l|-C the basal plane of the 

spiral. According to Nagamiya et al_. (39, 40), if a magnetic field is 

applied in the basal plane of a spiral, the spin configuration remains 

a distorted spiral until a field 

"c = 

is reached where a first order transition to a "fan" structure occurs. 



64 

The fan has a strong ferromagnetic component and closes continuously 

to a pure ferromagnetic state at a field given approximately by 

= 

Equation 36 allows us to make an estimate of the parameter a^ because 

can be measured by many methods. 

For Equation 14 must be altered by replacing by an 

arbitrary angle (^. when a magnetic field Is applied in the basal plane 

: ' , ' \ • 
of the spiral. The angle (j). is determined by solving the equation 

2GC 
0 = 2Ŝ .jSin(̂ .-(j)j) + gppHsin̂ ; . (38) 

3C^ is the Hamiltonian in the molecular field approximation. Equa­

tion 38 is solved by iteration for small values of magnetic field by 

making an expansion in powers of the magnetic field 

(^. = k^.Rj + + &*(%) + . . . . (39) 

The superscript in the perturbâtional terms refers to the power of 

magnetic field retained in that term. Substituting in the 

last term of Equation 38 (the perturbing term), and substituting 

6. = k -R. + into the first term, we can solve for to T |  O  I  T |  ^ I  

first order In magnetic field by first expanding in a Fourier 

series and then solving Equation 38 separately for each of the 

linearly independent coefficients. The expansion is 
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/i\ /i\ -in# "R. 
6*}*) = ° , n=0, 1, 2, . . . . (40) 

After solving for we continue the iteration by substituting 

è. = k «R. + fid. into the last term of Equation 38, and substituting 
•̂ 1 01 I 

the terms shown explicitly in Equation 39 into the first term of 

/o\ 
Equation 38, and solving for to second-order in magnetic field 

by expanding it as in Equation 40. The result after many iterations 

becomes (to sixth-order in magnetic field) 

î ~ ̂ o'̂ i * '̂"̂ *̂ 0 ̂ i 

+ (Cj«'Ê )sin3k̂ 'R; + (D̂ +F̂ )sin4k̂ .R. (41) 

+ E-sinSk^'R. + F,sin6k_'R. 
5 01 D 01 

where }j=g(jigS and the coefficients determined by iteration are 
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2 2 
ATBo B: A,C. 

S = ( 355 + -TST + IT + + "2 ) 

.5 „3c -. ~2 .2. .2. 
. uH , -5̂  5*182 . 3A,B, A,C, A,C, 8,0, 

2 = ̂  ( 35W - IT * "1  ̂+ -r- + ir+ — 

 ̂26.. *184 1̂ 2i \ 
+ -̂  + -2 Ç 2-2") 

A?B, A?C, 

^4 = (^ + -3r-"TT + 4r-
35 

B2C1 ^ % 

-Tr + -r 

*1°2 ̂  A1D4 ^ 
+ — 2 - 2 ) 

P -# , *1 ^1^2 *1^3 ^2^3 ^1*^4 ^ . 
•̂ 6 = ( ̂  + -9% Î15 IT - -ir - -% 2") 

We define 

â  = Ŝ [j(y - J(ny ], n=0, 1, 2, (43) 
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so that aj=0, and a^, a^ are defined the same as in Equation 31-

Methods of estimating the parameters in Equation 43 will be discussed 

later. 

The Hamilton!an (including the Zeeman term) can now be written 

correct to the terms necessary in the harmonic oscillator approximation: 

+ S|xSj%] 

-KzSfx - («) 

where (l. is given by Equations 41 and 42 and the coordinate 

system is the same as that defined for Equaf m 14. The equations of 

motion method is used to find the energy of e spin wave states of 

the system 

[Ŝ (q) = i = -AmŜ (q) (45) 

where 

1 
_K 2 'q'R; 

Ŝ (q) = N SS; e 
X" ' g IX 

1 - ? (46) 

Six = N 

and a similar equation of motion for Sy(^ is obtained by interchanging 

X and y in Equations 45 and 46. Terms only up to second order 

in magnetic field are kept in Equation 44 for simplicity, so using 
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the ordinary spin commutation relations for S.^ and S.^ in Equation 45 

we obtain 

-Am(q)S (q) = S iD (q)S (q+rk ) 

-2srs2 * (47) 

-̂ (q)Sy(q) = z ̂Gp(q)Sĵ (q+rl<̂ ) 

where to second-order in magnetic field 

Dg(q) = S[2j(k̂ ) - J(k̂ +q) - j(k̂ -q)] 

Â S 
+ -g— [4j(0) - 8j(k̂ ) + 4j(2k̂ ) - 4j(q) + 4j(q+k̂ ) (48) 

gPoHA 
> 4j(q-k ) - 2j(q+2k ) - 2j(q-2k̂ )] - -Ê -L 

-A,S 
D_i(q) = —y- rJ(q+i<Q) - J(q-k^) + JCq-^k^) - J(q) + J(o) 

- J(2ko)] + -^ 

D,(q) = D_|(-q) 
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B,S 
D_2(q) = -2~ [2J(q-kQ) - JCq+kjj) - JCq-Sk̂ ) + J(3k̂ ) - Ufk̂ )] 

kh 
+ -g— [2j(q) + 2j(q-2kg) - 2j(q-k̂ ) - J(q+kQ) - JCq-Sk̂ ) 

giJoHA, 
+ 3J(k̂ ) + J(3kJ - 2J(0) - 2J(2k̂ )] + -2%-!-

DgXq) = D gt-q) 

Ĝ (q) = S[2K2 - 2j(k̂ ) + 2j(q)] 

A,S gpoH 
G+,(q) = -y [J(0) - J(2k̂ )] -

B.S AJS 
G+gfq) = — tJCkjj) - J(3k^) ] + -g- r2J(0) + 2J(2k^) 

gpuHA, 

- 3J(kJ - J(3kJ] - . 

Equation 47 can now be solved for Aw(q) where q=0, k^, 2k^, etc. 

by making some approximations. We note that if q=0 in Equation 4?, 

there are terms such as S^C+k^) and Sy(+2k^) that are coupled to S^(0), 

and each of the terms S (+k ) and S (+2k ) are coupled to terms of even 
y — o y — o 

higher multiples of k^. We would like to keep as many terms as practi­

cable, and it is possible to keep terms up to S^(+^3k^) in solving for 

fM)(0) and still have to solve only a 4x4 determinant for the normal 
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frequencies of the system of spins. The order of the determinant neces­

sary to solve Equation 4? for q=0, is reduced by a 

factor of two by combining the two equations in Equation 4? so that the 

y subscript is eliminated. The order of the determinant is reduced by 

another factor of two (making it 4X4) by noting that the operators can 

be combined into symmetric combinations such as [Ŝ (k̂ ) + ̂ (̂-kg)], 

rs (2k ) + S (-2k )1, etc. In order to solve the 4X4 determinant for 
X; o X o'J' 

Aw(0) to first-order in H (which is the highest order we can solve for 

with the Hamiltonian to second-order in H), we expand u)(0)=w as 

u) = o)q + lû H (49) 

2 
where oi)^=0 for q=0. We retain only the lowest order terms in H (H ) 

when expanding the determinant and obtain u)|=0. This means that 

(u(0)=0 to first order in H, at least to the approximation used in ig­

noring terms of q=+4k^ and higher. By analogy, however, it is easy to 

see from the form of the determinant that even if the determinant were 

of infinite order (by allowing coupling to all possible multiples of 

k ) the result would still be the same to order H ̂: 
o 

rftw(0)f = ̂  (aQ-K2Ŝ )rA, + [iHAâ +â  ] = 0 . (50) 

See Equation 42 for the value of A^ in Equation 50. By making the 

simplifying assumption that the Kg term is much larger than the other 

terms (as it is in the heavy rare earths). Cooper and Elliott (42) 
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2 
were able to solve for w(0) to order H . They got a non-zero answer, 

but subsequently found that a mistake had been made and the answer was 

again zero (43). Later, reasons will be given for supposing that w(0) 

is identically zero to all orders of magnetic field. 

We can now determine how a magnetic field perpendicular to the 

c-direction changes the energy gap given by Equation 30- In-

stread of solving for the q=^^ energies in Equation 47 directly, as 

we did with w(O), it is convenient to solve for two energies using a 

symmetric and antisymmetric combination of operators and allowing 

coupling only to the q=0 and q^+2k^ states for simplicity (this cor­

responds to second-order perturbation theory (9)). The symmetric 

combinations of operators (S (k ) + S (-k ); S (2k ) + S (-2k ); 
X O X* O X o x o 

s (0)) yield a frequency #m)(cos k̂ ), and the antisymmetric combinations 

of operators (S (k ) - S x(-k ) ; S (2k ) - S (-2k )) yield a frequency 
X* O X/ O X  O I X o 

labeled f*u(sin k^) when the determinant made from Equation 47 is 

evaluated to lowest order in H using the expansion Equation 49 for 

uj=u)(cos k ) and u)=u)(sin k̂ ), respectively, where m is given by 
o O V 

Equation 3O. The procedure is exactly the same as for evaluating 

u)(0) and the results-are 
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K -a 

[#>u)(cos k̂ )f = -2K2(̂ +a2̂  - (gMpH)̂ [  ̂

-2K2Ŝ (2aQ+2a2-a2)+a2(3a2"' ̂̂ 2̂  g) 

Bfao+ag): 

2K2Ŝ (2aQ-f2a2-â )-»â (aQ+a2) (5I) 

S^v^? 

[KgŜ faQ- 3 a 2 + a + a 2 ( 4 a 2 - a ( a Q-3a^+a3)2^3^ ] 

2(a 0+32̂  0*̂ 2"̂ 3̂ '̂ 2®3̂  

and 

2 2 ^̂ 2̂  (2a Q+2a2-a_)+a_(a 0+82) 
CMsîn k,)]2 = _2K2(aj^a2)+(9PpH)"[ — 

6K2Ŝ (2a ji-2a2-a j +a((4a g-fa 4̂ 2 p*"' Gag-Ŝ  3) 

8(30+82)̂  

[K2Ŝ (aQ-3a2+â )+a2(̂ 2"̂ 3) ][̂ 2̂  3̂ *̂ 2̂ 3̂  

2(aQ+a2)̂ rK2Ŝ (aQ+a2-a3)+a2®33 

Equations 51 and 52 were derived making no approximations for K2 being 

larger than the other terms. For MnAug^ in fact, K2 is not larger than 

the other terms. By assuming K2 larger than the other terms. Cooper 

and Elliott (42, 43) derive expressions analogous to Equations 51 and 52 
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which are considerably less complicated and should be valid 

for the heavy rare earths. Cooper and Elliott (42) also show that an 

rf magnetic field along T| (perpendicular to the dc field in the plane 

of the spiral) excites w(cos k^) with an intensity typical of ferro­

magnetic resonance. An rf field along | (parallel to the dc field in 

the plane of the spiral) excites w(sin k^), again with an intensity 

typical of ferromagnetic resonance. 

Besides the u)(cos k ) and («(sin k ) resonances. Cooper et al. (9) 

show that resonances of wavenumber qank^, n=2, 3, . . . can be excited 

by a small dc field in the plane of the spiral. The procedure for 

calculating the intensity of excitation of a given harmonic follows 

the method shown for deriving Equation 28. If the rf magnetic field 

is parallel to f), the Zeeman energy associated with this rf field is 

proportional to a sum on some Holstein-Primakoff operators multiplied 

by cos . One can expand cos (j. as 

cos 4l. = I" t + St cos(nlc -R.) (53) 
I 6 u ^ , n Q I n=l 

where t^ is given by 

tp = cos 4. cos(nk̂ -Rj)d(T<-Rj). (54) 

After a Bogoluibov transformation similar to Equation 20 with q=nk^j 

it follows that the resonance absorption intensities for the various 

harmonics will be proportional to (9) 
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2 2 -2K,S+2a /S 

«"k.) "  ̂'n[ UnkJ 3 ' 

where Equation 29 and the assumption of small applied field were used 

to write the last term in Equation 55. Using Equation 22, the fre­

quencies corresponding to these harmonics at H=0 are 

r^(nl<^)]^ = (-2K2+2a^/S^)(a^_|+a^^^), n=l, 2, . . . (56) 

or 

Let us now use the specific example of MnAUg to illustrate the use of 

Equations 54 to 57. In the absence of any experimental determination 

of the frequencies given by Equation 56, an estimate of a^ can be made 

by Equation 36 using H^=10.5 kOe at T=0 K from Meyer and faglang (38), 

and g|jpS=3.6 at T=0 K from Herpin and Meriel (37). In order to 

estimate ag, we use a model of the magnetic interactions in MnAu^ 

developed by Villain (44) and write the Hamiltonian (Equation 11) at 

equilibrium in the molecular field approximation as 

K/N = -4JqS^ - Sj^S^cose - 2j2S^cos2e . (58) 

Jq is the (positive) ferromagnetic interaction between a given 
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magnetic moment and its four nearest neighbors in the same atomic plane 

perpendicular to the c-axis, is the (positive) ferromagnetic inter­

action between a given magnetic moment and its eight nearest neighbors 

in the two nearest atomic planes perpendicular to the c-axis, and J2 

is the (negative) antiferromagnetic interaction between a given mag­

netic moment and its two nearest neighbors in the two next nearest 

atomic planes perpendicular to the c-axis. The angle 0 is the turn 

angle between spins in adjacent atomic planes perpendicular to the 

c-axis and is about 51° = 2:t/7 radians for MnAUg. Equation 58 is 

minimized by setting cBC/9e=0, which gives us 

cos 0 = -J^ /J2 . (59) 

From Villain (44) we also find 

SkoTn 

= IsTsïîT 

and from Equation 12 for q=qC we have 

j(q) = 4Jq + Sj^cos qc' + ZJ^ cos 2qc' (&!) 

where c' is the distance between adjacent atomic planes perpendicular 

to the c-axis. Recall that k^c'=0, so that using the definition given by 

Equation 43 with Equation 61, the exchange constants Jg# Jjj and can 

be found by solving simultaneously Equations 36, 59 and 60. Then by 
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using Equation 43 with Equation 61 the parameters a^ can be determined 

for all values of n. Some of the values obtained assuming e=2«/7 

radians and S=5/2 are 

Jq = 1.30 meV 

J| = 0.039 meV 

Jg = -O.O65 meV 

ay = 9Q = 0.22 meV (62) 

a^ = a, = 0 

a^ = a^ = 1.12 meV 

a^ = Bg = 3.25 meV . 

The values in Equation 62 are likely to have large errors bars of at 

least +50% because of the uncertain nature of the molecular field ap­

proximation for a substance with small spin (see Equation 27), and 

because there is an inconsistency that is difficult to resolve in the 

values of g and S used. We use g=1.92 because this is the experimental 

value obtained when MnAUg is paramagnetic well above the NéeI tempera­

ture using the expression 

Am = gWpH . (63) 

This value for g is close to the theoretical value of g=2 expected in 

the paramagnetic state of the Mn ion. We take S=5/2 because of the 
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Mn free ion spectroscopic state When these values are com-

bined at T=0 K, however, the predicted magnetic moment on a given Mn 

ion is gppS=4.8 |jp, or more than 1 greater than the experimentally 

observed magnetic moment using neutron diffraction (37). We expect 

that part of this discrepancy is due to zero point motion of the spins 

having an energy given by the second term in Equation 26, but if the 

zero point motion accounts for the complete discrepancy, the magnetic 

moment of a given spin along its equilibrium direction at T=0 K is 

about 75% of the value it would have without zero point motion. This 

is a large effect to be ascribed to zero point motion. The other al­

ternative is to alter the values of g and/or S at low temperatures. It 

is found, however, that if g is altered by very much at low tempera­

tures, the theoretically determined solid line in Figure 12 (for 

ferromagnetic resonance experiments to be described later) no longer 

fits the data. If we keep g=1.92, then S=2 gives gppS=3.84 which 

is not far from the experimentally observed 3-6 (37). The problem 

is that it is impossible to determine a configuration for the free Mn 

ion giving S=2 and g=2 if quenching of the orbital angular momentum is 

not considered. It is true that the Mn ion is not free at low temper­

atures, but neutron diffraction studies by Wayne and Smith (45) have 

shown that the magnetic moment has atomic character (it is localized 

on the ion), so by analogy to the heavy rare earth ions at low temper­

atures one might expect Mn** to have the free ion values 5-5/2 and gSZ 
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at low temperatures also. In practice we have always used g=1.92 and 

S=5/2 except in the determination of a^ using Equation 36 where the 

experimental (37) gppS=3.6 was used. 

Using Equation 56, Equation 62 and the value -2K2=0.20 meV ob­

tained from our ferromagnetic resonance experiments described later, 

we obtain for the frequencies of the harmonics at H=0: 

^(7kJ = v(0) = 0 

v(6k ) = = 125 GHz 

(64) 
v(5k^) = v(2k^) = 326 GHz 

v(4ko) = v(3k^) = 564 GHz 

Equation 55 can now be applied to obtain the intensity of excitation 

expected for the harmonics of frequency given by Equation 64 excited 

by an rf magnetic field polarized along when a small dc magnetic 

field is applied along (The frequency \)(+k^), however, does not 

need a magnetic field in order to be excited.) The results are 

X(0) «= tj(») 

l(j^^) = 0.97 

3(2k̂ ) « t2(1.04) 

l(7k^) « t^(») . 
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Now by using Equations 5^ and 62 

4 = , =10-^H^ <66) 

' " 4(ao+*2) 

where H is in kOe in the last term in Equation 66. Since H<10 kOe, 

we know t2<10"^j so ^u)(2k^)=326 GHz is excited with an intensity at 

least two orders of magnitude less than M)(+kQ)=125 GHz. fiuiC+k^) is 

considered to be excited with an intensity typical of ferromagnetic 

resonance because iC+k^) in Equation 65 is independent of H, and as 

k^-0, I(+k^) gives the ferromagnetic resonance intensity as a special 

case. We do not concern ourselves with 1(0) because #iu)(0)=0 at least 

to first-order in H, making the intensity of excitation irrelevant. 

For the other harmonics in Equation 65 there is little error in writing 

I(nk^) « t^ < n=3, 4, 5, 6 (67) 

where (pH) has units of meV. For H in units of kOe, Equation 67 becomes 

approximately î(nk^) œi (10~^H)^^"'^^, so I(3k^) « lo"^ at H=10 kOe 

which is probably not observable. The harmonics up to and including 

n=6 are excited with even less intensity. The seventh harmonic, 

howeverJ is a special case for MnAUg because 7k^ is almost exactly 

equal to the distance between adjacent points in the reciprocal lattice 

in the Ç direction. The value #iu)(7k^)=0 given in Equation 64 would 

become finite if the turn angle 0 was slightly greater than or less 
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than Zjt/? radians. In order to see if could be observed at 

our relatively low experimental frequency of 24 GHz (if it existed 

there), we solve for t^ to lowest order in H using Equations 54 and 41: 

A? A,B,C, A?C, C? A^D^ 

(7 = 557530 * ^ * é *  TT 

A,E[ F, 

where t^ is evaluated numerically using Equations 42 and 62 to obtain 

ty=0.1(^H)^ for (pH) in units of meV. Now using Equation 55, where we 

set v(7k^)=24 GHz, we obtain I(7k^) «0.07(|jH)for (|iH) in units of 

meV. Thus at the maximum field of H=10 kOe, I(7k^)« 10 which is 

certainly not observable. 

Because we have experimental frequences in the range of v(;^^)=125 GHz 

given in Equation 64, we might expect with our experimental configuration 

(discussed later) to excite Aw(cos k^) and Aw(sin k^) given by Equa­

tions 51 and 52 and/or fK«(+kQ) given by Equation 32 because we have a 

polycrystal1ine sample. (A polycrystalIine sample has crystallites at 

all possible orientations with respect to the applied field, so all 

possible spin wave modes at a given frequency should be excited.) Note 

that Equations 32, 51 and 52 are identical when H=0. From Equations 51 

and 52, however, using the parameters given by Equation 62 we see that 

Ao}(cos k^) and %(sin k^) have little magnetic field dependence, so 

that if our experimental frequency is not almost exactly right we will 
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see nothing. It would be easier to see these modes by sweeping fre­

quency. The mode, however, should be pulled down in frequency 

to 43 GHz (given by the first expression in Equation 35) at a field of 

about 66 kOe along the c-axis (given by in Equation 33) • Since we 

can sweep experimentally to over 50 kOe we should see this mode at an 

experimental frequency of 100 GHz if there are enough crystallites in 

the polycrystalIine sample oriented with their c-axis along the applied 

field. Experimentally, however, we do not observe the ft(j)(+k^) mode 

(indicating that there are not enough crystallites with a c-axis along 

the applied field for absorption to be visible in our experimental 

apparatus). We also do not observe the %(cos k^) or ^u)(sin k^) modes. 

At low frequencies like 35.6 GHz, for example, we expect to see no 

resonance absorption in the spiral region of MnAUg. Since Asch (41) 

saw a resonance in this region at 6 kOe and 35.6 GHz at T=173 K, we 

performed experiments (to be described later) at even lower frequencies 

to determine the origin of this effect. 

We now construct a simple model of a planar spiral spin system sug­

gested by Professor Samuel H. Liu that can be solved exactly without 

having to make an expansion in powers of the magnetic field to obtain 

1(1. given by Equation 41. In this way a good indication can be obtained 

telling us whether or not Au)(0)=0 as given by Equation 50 only to first-

order in H for a field applied in the plane of the spiral. In our model 

the equilibrium H=0 turn angle is 9=120° and the crystal structure is 

assumed to be the same as for MnAu^. The model developed by Villain (44) 
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for the exchange energies can be used, so the Hamiltonian can be written 

I jLl I jp 
(69) 

•^2^1^" iTl 

where a indexes the (positive) ferromagnetic interaction between the 

four nearest neighbors to the i—atom in the same plane perpendicular to 

the c-axis, Ç> indexes the (negative) antiferromagnetic interaction be­

tween the eight nearest neighbors to the i— atom in the two nearest 

planes perpendicular to the c-axis, and y indexes the (negative) anti-

ferromagnetic interaction between the two nearest neighbors to the i— 

atom in the two next nearest planes perpendicular to the c-axis. For 

0=120", an analysis similar to that used in deriving Equation 59 gives us 

A magnetic field is applied in the 1] direction perpendicular to 

the c-axis which is lined up with one-third of the spins by symmetry 

(and energy) considerations. The molecular field approximation now gives 

an exact expression for the angle (|. in the presence of a magnetic field. 

The spins close continuously until they become ferromagnetic. The 

solution for the spin wave energies now proceeds by putting Equation 69 

in the form indicated by Equation 44 and using the equations of motion 

method of solution indicated by Equation 45. The major complication 

is the necessity of dividing the lattice into three interpenetrating 

sublattices when a magnetic field is applied to account 
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for the fact that there are three sets of turn angles between spins in 

nearest and next nearest planes, depending on which plane is measured 

from. Because the separation between atoms in one of the three inter­

penetrating sublattices is three times as great as for the real lat­

tice, all Fourier transforms similar to Equation 46 are carried out for 

q defined in only one-third of the first Brillouin zone of the real 

lattice (called the magnetic superzone). States are counted as before 

using periodic boundary conditions so that there are N/3 allowed values 

of ̂  in the magnetic superzone. In the end (after some simplifications) 

it is necessary to solve a 3X3 determinant for the spin wave fre­

quencies. The exact solutions setting q=0 are three frequencies 

given by 

fttD = 0 

(W^ = 36J^K2S^- + 2K2MH+ ̂ 2 (»•*- Ï2jj- ) (70) 

(W^ = 36J,K,S^ - ZKjtiH - T—^ (pJl)^ . 
' ̂  12J,S 

Since we solved for these expressions in the magnetic superzone, we 

identify fiofO in Equation 70 with fiu)(0)=0 given by Equation 50, and 

the other two energies in Equation 70 with Au)(cos k^) and fjcu(sin k^) 

given by Equations 31 and 52. The magnetic superzone is a reduced zone 

scheme which automatically "folds back" the q=k^ energies to q=0 in 

Equation 70. The comparison between the first expression in Equation 70 
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and the expression given by Equation 50 is the basis for our assertion 

that ^iu)(0)=0 probably to all orders of H for a field applied in the 

plane of a spiral of arbitrary turn angle. A general proof that 

^t(i)(0)=0 to all orders of H for a field applied in the plane of a spiral 

of arbitrary turn angle is given by Elliott and Lange (46) under as­

sumptions appropriate to MnAu^. Another interesting comparison be­

tween Equation 70 and Equations 51 and 52 is the fact that *u)(cos k^) 

and fiu)(sin k^) have no linear field dependence, whereas the comparable 

energies in Equation 70 have a linear field dependence. The linear 

field dependence in Equation 70 might be characteristic only of a 

8=120° spin system, or it might indicate a more general error (perhaps 

due to not allowing q to be coupled to multiples of k^ higher than 

two) in Equations 51 and 52. 

We now discuss the fan region in MnAu^ where an applied field in 

the plane of the spiral has a value between (given approximately 

by Equation 36) and (given approximately by Equation 37). Cooper 

and Elliott (42) derive expressions for spin waves excited in this 

region by an rf magnetic field, but some of their expressions contain 

errors. Corrections to these errors are found in Reference (43), and 

the correct solutions are 

(71) 

and 
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I 

Ws!n k^) = [-4K2n(H^-H)]^ (72) 

where 

-2K,S 

" A —  • 

The applied magnetic field is along | in the plane of the spiral. 

An rf field along % excites^ a)(0) given by Equation 71 with an intensity 

essentially the same as ferromagnetic resonance. An rf field along 

I excites w(sin k^) given by Equation 72 with an intensity that goes 

to zero in the same way the frequency goes to zero. We might expect 

to excite %(sin k^) in Equation 72 with fairly weak intensity using 

correctly polarized low frequency microwaves at a field slightly below 

H^. The Aw(0) mode in Equation 71 is just a continuous extension of 

the ferromagnetic resonance conditions discussed next. 

In the ferromagnetic region, where the applied magnetic field 

along | in the plane of the spiral is greater than (given approxi­

mately by Equation 37), there is only one mode excited by an rf field 

along Tj (8) : 

j_ 

UO) = g^pLH(H-W^l5^cT"')f (74) 

where and c are defined the same as for Equation 1. We have ne­

glected demagnetizing effects in Equations 71j 72, and 74. Demagnetizi 
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effects can be included in Equation 74 by following Kittel (22) to get 

MO) = 9Wp{[H+(N^-N^)M][H4i^lgy2a"'^+(Ng-N^)M]]^ . (75) 

We now specialize Equation 75 to the case of a polycrystal1ine sample, 

and include the wavenumber dependence of the demagnetizing effects in 
I 

the same manner as discussed for Tb in the section following Equation 2. 

The crystallites in our sample were about a factor of ten larger than 

the microwave skin depth, and we assume that spin waves do not propa­

gate across grain boundaries. The effective thickness of the sample 

participating in the uniform mode is therefore essentially zero because 

the grain size is about 10 microns. This means N'=0 for the uniform 

q=0 mode following the Tb discussion, which means that in Equation 75 

N^-N^=-N and N^-N^=4]t-N where N is the static demagnetizing factor that 

can be obtained from tables (24) for an applied field in the plane of 

a thin disk sample of given dimensions. 

If the non-uniform q=0* mode that is also excited by microwaves 

is now considered (by analogy to the Tb discussion in section II B), 

we must set N =N^=0 as a mathematical way to compensate for the fact 
G 'I : 

that the transverse components of magnetization and are now zero 

macroscopically. Since remains essentially unchanged when spin 

waves are excited, the factor is again the static demagnetizing 

factor that can be obtained from tables (24) the same as for the uniform 

mode. The formalism of Kittel (22) used to derive the demagnetizing 
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effects in Equation 75 treats the magnetization as a microscopic 

quantity, whereas the magnetization used in demagnetizing effects is 

the macroscopic magnetization. Instead of changing the formalism of 

Kittel we compensate for the wavenumber dependence of the macroscopic 

magnetization by giving the demagnetizing factors a compensating wave-

number dependence (the expression is no longer satisfied 

for the sample as a whole). For Equation 75 in the q=0* mode we obtain 

I 

WO"^) = . (76) 

From Equation 76 we see that the internal field is the field that acts 

in the q=0* mode. At our high experimental frequency of 100 GHz, 

Wagner and Stanford (14, 15) have found that only the non-uniform q=0* 

mode is excited in Tb and Dy with observable intensity (as discussed 

in the Tb section of this thesis). By analogy, we assume that our 

ferromagnetic resonance results at 100 GHz in MnAu^ are explained by 

the q=0 expression given in Equation 76. By applying Equation 76 to 

resonances at more than one frequency (see Figure 12), estimates of 

both g and H^ can be made at low temperatures. Then by using Equation 75 

a value of -ZKg can be obtained by assuming S=5/2. 

C. Sample Preparation 

The correct amounts of Mn (99.99%) and Au (99.9999%) were melted 

together under an argon atmosphere. A thin disk sample 0.244 in. diam 

and 0.021 in. thick was spark cut from the ingot and annealed at 700° C 

for 36 hours. It was then polished for 18 hours on the Syntron vibrator 
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using 0.1 micron diam alumina powder for a preliminary polish and a 

soft cloth for a final polish. Two other samples from the same melt 

were annealed and polished in the same manner. One was submitted to 

the electron microprobe for analysis, and the other was etched with 

aqua-regia to show the grain boundaries. An "average" grain was about 

10 microns in diam. Part of the original ingot was also submitted 

for chemical analysis. 

The chemical analysis showed a slight excess (1.4% by weight) of 

gold as compared to ideal MnAUg. By contrast, the electron microprobe 

showed an excess (2.8% by weight) of manganese, but this excess de­

viates from ideal MnAUg within the experimental error of the micro-

probe. The microprobe also showed that the composition of the sample 

was uniform except for a few small spots, some Mn rich and some Mn 

poor. To ensure that the major matrix of the sample was in fact 

ordered MnAu^, the lattice parameters of the disk were determined (on 

the actual sample used) by placing it in a back-reflection focusing 

camera and observing the Bragg reflections. Copper radiation was 

used and the Bragg reflections were analyzed using the method outlined 

by Cullity (4?). Assuming a body-centered tetragonal unit cell, the 

lattice parameters were measured to be 3=3.369+0.001 and 

c/a=2.599;iP.00l 1. These values are in exact agreement with those 

quoted for ordered MnAu^ by Smith and Street (36). Also, disordered 

MnAu^ has been reported to have c/a=2.76 by Raub et a]_. (35). The 

measured lattice parameters were used to calculate the ideal density 
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of MnAUg giving 15.00 g/cm^. Using our sample dimensions and the 

weight of the sample (0.2460 g), the density of our sample is 

15.04 g/cm^j in very good agreement with ideal MnAug. 

Several attempts were made to grow a single crystal of MnAu^. 

Two fingers of polycrystal1ine MnAu^ from the same ingot as the sample 

(both ̂  in. diam, and ç in. and j in. in length, respectively) were 

pressed until their length changed by a few percent. They were then 

annealed for several days at 700° C and grain growth by a factor of 

10 was observed so that the crystallites now were barely visible to 

the naked eye (0.1 mm diam) after etching in aqua regie. Unfortunately, 

however, an attempt to repeat the process to obtain more grain growth 

failed when the gold appeared to separate partially from the man­

ganese. 

Mr. J. A. Herriott and Mr. M. J. Murtha of the Ames Laboratory 

attempted to use the "crystal pulling" technique to grow a single 

crystal of MnAu^ using a melt with the correct amounts of Mn and Au, 

and a polycrystalline MnAu^ sample for a seed crystal. The attempt 

was unsuccessful, partly because of difficulty in keeping the two 

metals Au and Mn from separating in the melt. 

D. Apparatus 

The 24 GHz apparatus is shown schematically in Figures 1 and 2. 

These figures have already been discussed for Tb. The MnAu^ sample 

was mounted in the same manner as the smaller Tb sample (using a copper 

washer and GE 7031 varnish for glue) except that it was not necessary 
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to worry about crystal alignment. For very low temperature work (below 

40 K) a second thermocouple was soldered to the cavity along with the 

copper-constantan thermocouple used for higher temperatures (see 

Figure 2). This second thermocouple was gold-O.O] atomic percent iron 

vs copper (48). When signal amplitude vs temperature runs were made 

with the 24 GHz apparatus, the klystron power was held constant and 

the changes in cavity coupling with temperature in zero applied field 

were compensated for by adjusting the slide screw tuner so that the 

crystal current remained constant. 

The 100 GHz apparatus is shown schematically in Figure 10. The 

sample was glued (using GE 7031) to a cylindrical plunger fitted into 

a cylindrical cavity in such a way that it could be moved back and 

forth by a rack and pinion gear system to tune the cavity from outside 

the enclosing vacuum jacket. The polished mirror image reflected in 

the sample makes the cavity system shown in Figure 10 approach a con-

focal resonator (49). The cavity was made of brass and was isolated 

from the walls of the enclosing vacuum jacket by using nylon screws 

as spacers. 

The enclosing vacuum jacket fit inside the bore of a superconducting 

solenoid designed by Dr. D. R. Stone which produced a magnetic field 

parallel to the plane of the sample disk. The superconducting solenoid 

was in the innermost of two chambers isolated by two vacuum spaces. 

Liquid helium was maintained in the innermost chamber in order to make 

the solenoid superconducting, and the liquid nitrogen in the outer 
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Figure 10. Diagram of 100 GHz microwave cavity. 
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chamber served as a radiation shield for the liquid helium. (Helium 

transfer gas at a pressure of 100 microns of Hg in the vacuum jacket 

maintained the sample at the bath temperature of 4.2 K if desired.) 

Mylar plastic transmits microwaves, and was therefore used to seal the 

waveguide entering the vacuum jacket. Conax seals for the heater and 

thermocouple wires, and two pressure fitted 0-rings for the flexible 

rod attached to the pinion gear, were used to seal the vacuum jacket. 

The vacuum jacket itself could be disassembled to introduce the cavity 

and then sealed again with an 0-ring. 

Circular stainless steel waveguide of 3/16 in. i.d. was used through­

out most of the length of the vacuum jacket to cut down the heat leak 

from the top of the dewar and because the attenuation of the micro­

waves is much less in a circular waveguide (because of the low cutoff-

frequency of the dominant mode) than it is in rectangular waveguide 

(O.OUO in. X 0.080 in.) of the same material (31). A gradual transition 

between the two types of waveguide was made in an Ames Laboratory shop 

by Mr. Harry Amenson using high temperatures to shape the copper wave­

guide. The rectangular waveguide operates on the TE^g mode between the 

frequencies of Ik and 148 GHz. It was positioned in the polished brass 

mirror (see Figure 10) so that the rf magnetic field in the waveguide 

entered the cavity perpendicular to the dc magnetic field. If a de­

generate mode like the TE^^^ mode in a circular cavity (described in 

the Tb section) is excited, then will predominate and ferro­

magnetic resonance is observable. If a mode like the TM^^g mode (31) 
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In a circular cavity is excited, ferromagnetic resonance should also be 

seen. It is not necessary to worry about polarization studies because 

with the system shown in Figure 10, cannot be rotated with respect 

to The actual rf magnetic field configuration for the confocal 

resonator which our system approximates can be calculated using 

Reference (49), but this is not necessary when polarization studies 

are not performed. All that is necessary is that a component of rf 

magnetic field be perpendicular to the applied field, and this is as­

sured by the cylindrical symmetry of the cavity configuration in 

Figure 10 with the waveguide coupled to the cavity as previously de­

scribed. 

The block diagram for the electronics (Figure 1) is the same for 

the 100 GHz gear except that the cavity and magnet configuration is 

different (as shown in Figure 10), and the klystron frequency is deter­

mined using a flat-plate interferometer designed by Dr. J. L. Stanford 

and constructed in the Ames Laboratory (50). The only other dif­

ference between the 2k and 100 GHz electronics is the power supply and 

field-sweep mechanism used for the superconducting magnet. A small re­

sistance is placed in series with the large inductance of the super­

conducting magnet so that when 2 or 3 volts are maintained across this 

R-L circuit the current increases almost linearly for a time t given 

by the time constant of the system, t=L/R. (Our superconducting magnet 

takes a maximum current of 20 A.) In order to sweep down in field, a 

diode is placed in parallel with the R-L circuit, so that going up in 
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current it is out of the circuit, but when the power supply is turned 

off it short circuits the power supply and the current decreases almost 

linearly with the same time constant T=L/R. The current passing through 

the solenoid was measured by measuring the voltage across a standard 

resistor in the R-L circuit, and the magnetic field generated in the 

solenoid was assumed to be a linear function of this current. 

The heater for the 100 GHz gear (see Figure 10) was made of man-

ganin wire with a resistance of 30 ohms, and the thermocouple was copper 

vs constantan. 

E. Experimental Results 

We shall describe our high frequency results in the vicinity of 

100 GHz first. Reference (51) is the published version of these re­

sults. Figure 11 shows representative examples of power absorption 

as a function of applied field. Since all of the peaks in power ab­

sorption occur above an applied field of 20 kOe (see Figure 12), it 

follows that the peak in power absorption takes place in the ferro­

magnetic phase of MnAug (above H^ given by Equation 37) for a field 

applied perpendicular to the c-axis (37, 38). Figure 12 shows that 

Equation 76 explains the temperature dependence of the data at 102.4 GHz 

very well using the polycrystal1ine magnetization data of Meyer and 

Taglang (38) to determine a, and values of g and to be discussed 

later, so we interpret the power absorption peaks in Figure 11 as ferro­

magnetic resonance. The magnetostriction (52) has a large increase in 

value above a magnetic field of about 10 kOe, but the trend is for this 
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magnetostriction to occur at somewhat lower fields with increasing 

temperature, a trend that is opposite to the trend for ferromagnetic 

resonance shown in Figure 12. We therefore conclude that the data 

shown in Figures 11 and 12 are not due to magnetostriction. The data 

in Figures 11 and 12 are not due to domain alignment effects either, 

because domain alignment effects have about the same temperature de­

pendence as the magnetostriction (38, 52). 

Often the data had a poorly defined peak, as depicted in Figure 11. 

Cooper and Elliott (42) discuss resonance for a polycrystal like MnAUg 

and conclude that a trailing edge (large resonance linewidth) is the 

main effect of the polycrystalline nature of the sample because it is 

essentially the component of applied magnetic field in the spiral plane 

of a randomly oriented crystallite that contributes to resonance ab­

sorption. It is assumed that because of the reasonably large uni-axial 

anisotropy of MnAUg, the spins remain essentially perpendicular to the 

c-axis of the randomly oriented crystallite for the resonance fields 

in Figure 12. When the component of applied field in the spiral plane 

of a crystallite reaches the resonance field solved for from Equation 76 

at a given frequency, then ferromagnetic resonance for that crystallite 

occurs, contributing to the trailing edge of the resonance. Cooper and 

Elliott (42) show that the peak in power absorption should be due to 

those crystallites oriented with the c-axis approximately perpendicular 

to the applied magnetic field, so the polycrystalline peaks in power 

absorption shown in Figures 11 and 12 should be described in 

Equation 76. 
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At some temperatures very severe hysteresis effects with field 

cycling were observed. At 68 K and II3.7 GHz, for example, the re­

sonant peak in power absorption increased monotonica11 y with each field 

sweep until a saturation value was reached. On the first up-sweep, 

H=24.8+0.6 kOe, while for the third up-sweep, H=26.2+0.8 kOe. Sub­

sequent sweeps yielded values near 26 kOe. We believe these effects 

are associated with the polycrystal1ine nature of our sample, together 

with the large magnetostrictive effects that are known to occur in 

MnAu^ (51). At other temperatures these hysteresis effects are not 

as severe, but still preclude an accurate determination of the resonance 

field. The uncertainty in is usually 3% - 5% or more. Analyzing 

Equation 76 for all the frequencies shown in Figure 12 at low tem­

peratures, we can solve for both g and H^. We use statistics to 

determine the errors by assuming that the scatter in Figure 12 is ran­

dom. Any two frequencies with associated resonance fields shown in 

Figure 12 give a solution of Equation 76 for g and with a certain 

error given by a standard deviation. When all combinations of two 

frequencies are used to solve for values of g and H^, these values are 

combined to obtain a best value of g and with their standard de­

viations using weighting factors of unity. Weighting factors of unity 

are used because we doubt whether the scatter in the data in Figure 12 

is completely random. We suspect that the data at one frequency is as 

good as the data at any other frequency regardless of the scatter. The 

scatter may be partly random, but it may also be somewhat frequency 
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dependent. With weighting factors of unity, our data and Equation 76 

give us g=1.9j0.4 and H^=50+30 kOe. These results may be compared 

with Asch's (41) determination of g=2 and our determination of g=1.92 

(to be discussed later) in the paramagnetic phase of MnAu^, and with 

a value of H^=50 kOe obtainable by extrapolating the low temperature 

magnetization work of Meyer and Taglang (38) on MnAUg in an applied 

field. Our value g=l.92 in the paramagnetic phase was determined from 

Equation 63 at a higher temperature than the g=2 value of Asch, so it 

I I 
should more nearly correspond to a Mn ion in MnAu^, isolated (as 

far as magnetic interactions are concerned) from the other Mn^ ions. 

Because we know the moments on the Mn^ ions are localized (45), we 

assume that magnetic ordering at low temperatures does not change the 

g value. If g=1.92 is taken at low temperatures also. Equation 76 

evaluated for the 102.4 GHz data at low temperatures giveS H^=45 kOe, 

and these values for g and along with the magnetization data of 

Meyer and Taglang (38) were used to determine the solid line in Figure 12 

which provides a good fit to the temperature dependence of the 102.4 GHz 

data. The solid line in Figure 12 is quite sensitive to the values of 

g and H^ chosen. If g=l.6 is taken, for example. Equation 76 does not 

follow the high temperature data at 102.4 GHz in Figure 12 if H. is 

chosen to fit the low temperature data. The theory is consistent with 

the experimental results of other workers (38, 41, 45) and with our 

own experimental results by taking g=l.92 and H^=45 kOe at all tem­

peratures in Equation 76. Using H^=45 kOe and S=5/2 we obtain 

-2K2=0.20 meV. 



100 

As discussed in the theory section, we expect to observe only a 

weak Aw(sin k^) mode given by Equation 72 in the fan region of MnAu^ 

with our low frequency (24 GHz) gear. We may have observed this mode; 

its discussion will be postponed until later. To our surprise, we 

observed two apparent resonances in the spiral region in MnAUg, one 

of which appears to correspond to the resonance observed by Asch (41) 

at 6 kOe and 35.6 GHz at a temperature of 173 K. (We will discuss 

later why we believe these peaks are not due to impurities in the 

sample.) 

Figure 13 gives representative examples of the data showing many 

peaks in power absorption. Perhaps the easiest to understand is the 

paramagnetic peak at T=375 K (above the N€el temperature). More para­

magnetic data is plotted using closed circles in Figure 14, and the 

highest temperature data (at T=440 K) corresponds to g=l.92 using 
I 

Equation 63 as previously mentioned. Figure 15 shows how the amplitude 

of the paramagnetic peak falls off with increasing temperature using 

closed circles corresponding to the data in Figure 14. The open circles 

labeled A in Figure 16 show that the amplitude of the paramagnetic re-

sonance has a sin ̂  dependence as expected for a true paramagnetic re­

sonance absorption where (jl is the angle between H^^ and H^^. 

The data in Figure 13 at T=300 K shows a peak at about 3 kOe 

and a small peak at about 7 kOe (visible most strongly on the first 

curve). Both of these peaks are in the spiral phase of MnAUg. The 

peak at T=78 K in Figure 13 is the same as the small peak at 7 kOe 
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Figure 15. Plot of the amplitudes of power absorption maxima as a function of temperature 
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symbols as Figure l4 for corresponding peaks). All amplitudes, even at different 
frequencies, should be comparable in this figure. The zero of amplitude was taken 
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plotted. 
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and T=300 K, but it is much larger at low temperatures. For reasons 

that will become apparent hereafter, we call the peak at 3 kOe the 

"surface" ferromagnetic peak, and the peak at 7 kOe the "spiral phase" 

paramagnetic peak. The "surface" ferromagnetic peak is shown as a 

function of temperature by the open circles in Figure 14. The open 

and closed triangles in Figure l4 show the temperature dependence of 

the "spiral phase" paramagnetic peak. The amplitudes as a function of 

temperature of the "surface" ferromagnetic and "spiral phase" para­

magnetic peaks are shown in Figure 15, and their amplitudes as a func­

tion of the angle between and are shown in Figure 16. Figure 16 

shows that the "surface" ferromagnetic and "spiral phase" paramagnetic 

2 
peaks have the sin (jl amplitude dependence expected of true ferromagnetic 

or paramagnetic resonance absorption. 

The "surface" ferromagnetic resonance will now be discussed in 

more detail. The solid line labeled A in Figure 14 is a plot of the 

ferromagnetic resonance condition Equation 74 without demagnetizing 

factors. Meyer and Taglang p8) show that there is very little macro­

scopic magnetization in the spiral region where the "surface" ferro­

magnetic resonance occurs, so we neglect demagnetizing factors. The 

parameter was chosen by fitting Asch's (41) low temperature peak at 

35.6 GHz, 6 kOe and T=173 K to Equation 74. We took '=1 and 

g=1.9 at T=173 K to obtain H^=23 kOe. We used the magnetic moment on 

a given spin vs temperature data obtained by neutron diffraction at 

H=0 in the spiral phase of MnAUg to determine CT for the temperature 
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dependence of Equation 74. For the small resonance fields (=3 kOe) of 

the "surface" ferromagnetic peak at our experimental frequency, we 

would expect these H^O values of a to be almost correct. As can be 

seen by line A in Figure 14, the temperature dependence of our low 

field data is well explained by assuming the data are due to ferro­

magnetic resonance with H^=23 kOe, or about half the H^=45 kOe value 

determined by our bulk ferromagnetic resonance studies described pre­

viously. (if we take H^=45 kOe and g=1.4, we can fit the low temper­

ature data given by the open circles in Figure 14 using Equation 74, 

but then the temperature dependence of Equation 74 does not fit the 

data near the Neel temperature.) Note that the large data scatter 

about line A is comparable to the scatter about the solid line in 

Figure 12, also for ferromagnetic resonance. The "surface" ferromag­

netic peaks also have large linewidths as do the bulk ferromagnetic 

peaks at 102.4 GHz (compare Figures 11 and I3). 

We call the low field peaks "surface" ferromagnetic resonance 

because at the field at which the resonance occurs the bulk sample 

Is in a spiral structure as determined by neutron diffraction (37). 

We assume that an applied field in the spiral phase causes some mag­

netic moments in the surface layer of the sample to become ferro­

magnetic because the long range oscillatory exchange interaction pro­

ducing the spiral phase in the bulk sample cannot act equally in all 

equivalent crystallographic directions at the surface. 
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Line B in Figure 1? gives the frequency as a function of resonance 

field for Equation 74 at T=300 K using the parameters just discussed 

for the surface ferromagnetic resonance. The fit to the data shown is 

considered reasonable but a few comments should be made. First, even 

though H^=23 kOe was determined by fitting Asch's (41) T=173 K data, 

the fit to his data at T=300 K in Figure 17 is not perfect. This could 

be due to difficulty in picking the peak maximum because it is so 

broad, or to a slight breakdown in the assumption that the H=0 neutron 

diffraction data can be used to determine a for the H=8 kOe data of 

Asch at T=300 K. Our lowest frequency data (20.4 GHz) in Figure 17 

with a resonance field H=2 kOe were very weak in intensity, perhaps 

indicating that an applied field of a certain magnitude is necessary to 

induce the surface ferromagnetic state. A value H^=26 kOe in Equation 74 

would better fit the 20.4 GHz, H% kOe data, but this is not much dif­

ferent from the H^=23 kOe values plotted in Figure 17. In any case, 

the value of H^ might very well be somewhat dependent on the value of 

resonance field for a field-induced surface ferromagnetic resonance. 

Asch (41) used a frequency of 9-3 GHz at T=300 K on his MnAu^ sample 

and saw nothing up to H=20 kOe, reinforcing the view that the resonance 

field must reach a certain value (probably greater than 1 kOe) before 

surface ferromagnetic resonance is induced according to Equation 74. 

We do not plot any data for the surface ferromagnetic peak below certain 

temperatures in Figure 14 and 15 because the "spiral phase" paramagnetic 

peak becomes large enough to seriously interfere with an accurate ampli­

tude or resonance field determination. 
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spiral phase paramagnetic peaks at T=300 K, giving ^2.0. 
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The "spiral phase" paramagnetic resonance will now be discussed in 

more detail. Lines C and D in Figure 17 show that the spiral phase 

paramagnetic resonance is consistent with a linear frequency vs field 

plot as predicted by Equation 63, which is why we use the name spiral 

phase "paramagnetic" resonance. The closed circles in Figures 14 and 

15 are definitely due to the bulk paramagnetic resonance of the sample 

above the Néel temperature of T=363 K because of their sudden appearance 

with large amplitude and approximately expected value of g just above the 

N^el temperature. It is instructive to compare the behavior of the "spiral 

phase" paramagnetic peaks to the behavior of the paramagnetic peaks above 

the N^el temperature in Figures 14 and 15 in order to show similarities 

in temperature dependence. In Figure 14 a rise in resonance field of the 

"spiral phase" paramagnetic peaks for temperatures increasing from 5 K is 

noted, which is similar to the rise in resonance field of the paramagnetic 

peaks for temperatures increasing from 363 K. In Figure 15 a steady de­

crease in resonance amplitude of the "spiral phase" paramagnetic peaks for 

temperatures increasing from 5 K is noted, which is similar to the steady 

decrease in resonance amplitude of the paramagnetic peaks for tempera­

tures increasing from 363 K. The spiral phase paramagnetic peaks perhaps 

indicate magnetic ordering of some type below T=5 K if the analogy with 

the bulk paramagnetic peaks holds below T=5 K. Even the line shape of the 

spiral phase paramagnetic peak at T=78 K is similar to the line shape of 

the bulk paramagnetic peak at T=375 K in Figure 13. The large amplitude 

of the spiral phase paramagnetic peak at T=5 K (comparable to the bulk 

paramagnetic peak at T=363 K) indicates that perhaps the entire 
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microwave skin depth of about 10 Â, MnAu2 participates in the spiral 

phase paramagnetic resonance. It may even be that the spiral phase 

paramagnetic state actually extends throughout the bulk of the MnAu^ 

sample. Evidence for this comes from a statement in the last paragraph 

of the neutron diffraction paper on MnAu2 by Herpin and Meriel (37). 

They predict the susceptibility of polycrystal1ine MnAUg in the spiral 

phase from parameters determined from their neutron diffraction work 

using the theoretical models of Villain (44) and Yoshimori (53) and 

compare their results to the experimental susceptibility measurements 

in the spiral phase of polycrystalline MnAug made by Meyer and 

Taglang (38). They state, "The fact that the initial [theoretical] 

susceptibility [in the spiral phase] is smaller than the experimentally 

observed susceptibility can be explained by the existence of a constant 

paramagnetism that we have not taken account of." If there is a 

"constant paramagnetism" in the spiral phase of MnAug^ then our "spiral 

phase" paramagnetic peak could be explained as actually due to a bulk 

paramagnetic phenomenon in the ordered spiral phase of MnAu2l If a 

component of the spin is in fact disordered throughout the bulk of the 

sample, that might explain why neutron diffraction (37) studies show 

a magnetic moment in the spiral phase of only 3.6 as T-«0 K, whereas 

the theoretical magnetic moment is about 5 for g=2 and S=5/2 in 

MnAuj,. We note that the 9.3 GHz, T=300 K data of Asch (41) do not 

contain the "spiral phase" paramagnetic peak, probably because of its 

small amplitude at T=300 K and the fact that Asch took his data point 
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by point without an x-y recorder. In the 35.6 GHz data of Asch (41) 

the peak called the "spiral phase" paramagnetic peak should be in the 

fan phase of MnAu^ at about 12 kOe if it exists in this phase. Unfor­

tunately, Asch does not go to low enough temperatures or show enough 

data at the temperatures he does use for us to be certain whether he 

sees the "spiral phase" paramagnetic peak in the fan phase or not. We 

do know that we see no "spiral phase" paramagnetic peak in the field-

induced ferromagnetic phase of MnAUg in the predicted field range from 

30-38 kOe (1.92<g<2.5) in our 102.4 GHz data using the same sample as 

for the low frequency studies. Apparently the "spiral phase" para­

magnetic state does not exist when MnAu^, is ferromagnetic even though 

magnetization studies (38) show a magnetic moment at H=30 kOe of only 

3.5 Hp at T=0 K, much less than the previously discussed theoretical 

maximum of 5 Perhaps the ferromagnetic state in MnAu^ is actually 

a fan structure even at large values of applied field, accounting for 

the low observed saturation magnetic moment. Neutron diffraction studies 

on MnAUg in an applied field could help clarify this point. We cer­

tainly would have expected to see any large amplitude "spiral phase" 

paramagnetic peak at 102.4 GHz and about 3O kOe (corresponding to g=2.5 

in Equation 63) at T=5 K if it existed as it does at 22 GHz. 

Absorption in the fan phase of polycrystalline MnAug will now be 

discussed. Figure 13 shows two curves in the fan phase at T=300 K. 

The curve with the rise in power absorbed at H=10 kOe was an initial 

up-sweep in field. We attribute the peak at H=10 kOe to domain alignment 
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at the onset of the fan phase in MnAu^ because successive curves (i.e., 

the other curve extending into the fan phase at T=300 K) do not show 

this peak. Apparently the domains become "trained" by successive up-

sitfeeps of the magnetic field so that domain alignment does not affect 

microwave absorption. Both of the T=300 K curves in Figure 13 that 

extend into the fan region have peaks at about H=17 kOe for 

, These peaks do not have any consistent amplitude vs 

^ (the angle between and dependence. (Different results are 

obtained for the amplitude vs measurements at different temperatures 

and on different days.) The amplitude vs j) dependence of these peaks 

is not even symmetric about $=90° and ^1=0* as should be the case by 

considering the symmetry of the experimental configuration if the ex­

perimental configuration is really the cause of the peaks as expected 

for magnetic resonance absorption. We conclude that these peaks are 

in some way associated with the static magnetic properties of the fan 

structure in MnAug as it closes towards ferromagnetic alignment. The 

magnetostriction vs applied field data of Kazama et^ al^. (52) shows an 

extremum at about 17 kOe and 284 K, which probably explains the ob­

served peaks in our data at about 17 kOe and T=300 K. In any case, 

the large magnetostriction in the fan region makes it very difficult 

to observe true resonance absorption at any temperature. The only data 

which might be interpreted as the Aw(sin k^) mode given by Equation 72 

occurred at T=5 K. There is still large magnetostriction in the fan 

region at this temperature, but the change in magnetostriction vs 
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temperature is monotonie without any extrema (52). Figure I3 gives an 

example of the peak observed at T=5 K and (the polarization for 

excitation as predicted for Equation 72) (42). The amplitude vs ̂  de­

pendence is shown in Figure 16. The amplitudes have the correct sym­

metry about (^=90°, but they do not follow the expected cos^^ amplitude 

dependence very well. The peak occurs at about H=17 kOe, disturbingly 

close in field to the peaks at T=300 K that are probably due to magneto­

striction, but the amplitude of the peak at T=5 K is about two orders 

of magnitude less intense than the peaks at T=300 K. (Low intensity 

is predicted at our low experimental frequency for the Au)(sin k^) 

mode (42).) The departure from the cos (jl dependence can be explained 

by the fact that this peak has small amplitude. The amplitude had to 

be measured from the minimum of the dip just preceding the onset of 

power absorption (see T=5 K data in Figure I3) because the minimum 

amplitude of the "spiral phase" paramagnetic peak at ̂ =0° in Figure 16 

was actually larger than the maximum of the possible fKu(sin k^) peak, 

making it impossible to take the zero of amplitude of the possible 

Aw(sin k^) peak at H=0. If we have observed the fio)(sin k^) peak at 

T=5 K, H=17 kOe, v=22.3 GHz and ^=0°, then Equation 72 predicts H^=18 kOe, 

which is close to being correct. It is difficult, however, to know 

exactly what the experimental value of is at T=5 K because the ex­

perimental measurements in an applied field which can yield this infor­

mation do not extend below T=273 K, where the experimental value for 

is between 15 and 16 kOe (37, 38). An extrapolation of the work of Meyer 
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and Taglang (38) indicates, however, that a value of between 17 and 

18 kOe at 1=5 K would not be unreasonable. There is the possibility 

that the peak we call the f^(sin k^) peak is actually due to the fan-

ferromagnetic transition and/or magnetostriction. We conclude that we 

may have observed the fttuCsin k^) mode, but we cannot be sure. Asch (41) 

never reported trying to observe a resonance with his ex­

perimental frequencies, so he could not have observed the fiu)(sin k^) 

mode even if it existed. 

F. Discussion 

The evidence shall now be listed in favor of assuming that all 

the microwave absorption phenomena presented in the previous section 

is due to polycrystal1ine MnAu^ and not to "impurities" caused by an 

excess or deficiency of Mn: 1. The stoichiometry of the sample was 

almost that of ideal MnAu^ as determined by chemical analysis. 2. The 

electron microprobe showed that the sample was composed of a major 

matrix of uniform composition close to ideal MnAu^ with some small 

spot areas, some Mn rich and some Mn poor. 3» The lattice parameters 

of the sample determined using X-rays were those of ideal MnAu2, and 

were presumably the parameters of the major matrix. (We would not ex­

pect X-ray scattering from the spot areas to be visible on the film 

used considering the exposure time.) 4. The density of the sample 

was almost exactly the same as expected for MnAug. 

We have now established quite well that the major matrix of the 

sample is ordered MnAUg. The question is whether the spot areas that 
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are Mn rich or poor can contribute to the observed power absorption. 

The spot areas are presumed to magnetically order at temperatures dif­

ferent from MnAu (54), and other properties such as magnetic transi-
2 

tion fields would probably also be different for spot areas, allowing 

an internal check on the properties of the microwave absorption peaks 

we observe. Some of these internal properties indicating that our 

observed peaks occur in the major matrix (MnAUg) of our sample are: 

1. Often the initial up-sweep in field shows a peak in microwave 

absorption at H=10 kOe, the spiral-fan transition field for MnAu^ (see 

Figure 13). 2. The values of g and as well as the temperature de­

pendence of the resonance fields determined from our 102.4 GHz ferro­

magnetic resonance experiments are in good agreement with the magnet­

ization work of Meyer and Taglang (38) for MnAug and the theory of 

Cooper e^ aj.. (8, 9, 42) applied to MnAu^. 3. At lower microwave 

frequencies the paramagnetic phase paramagnetic resonance appears 

suddenly with large intensity at the Neel temperature (T=363 K) for 

MnAUg (see Figures 14 and 15). 4. The "surface" ferromagnetic peak 

in the spiral phase has a temperature dependence predicted by the theory 

of ferromagnetic resonance applied to MnAu^ by Cooper eit al_. (8, 9, 42) 

using the neutron diffraction work of Herpin and Meriel (37) on MnAUg 

for the temperature dependence of a at H=0 (see line A in Figure 14). 

5. Extrema in the magnetostriction for MnAUg (52) appear to produce 

corresponding large intensity peaks in the microwave absorption (see 

Figure I3). 6. The intensity of the "spiral phase" paramagnetic peak 
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at T=5 K is comparable to the intensity of the paramagnetic phase para­

magnetic peak at 1=363 K, indicating that the spiral phase paramagnetic 

peak is due to resonance in the major matrix (MnAUg) of the sample (see 

Figure 15). 7. If the "spiral phase" paramagnetic peak at 22 GHz were 

due to paramagnetic absorption by some of the impurity spots (Mn rich 

or poor) observed in the sample by the electron microprobe, it would 

also be observable at 102.4 GHz, which it is not. (A paramagnetic 

resonance in spot areas would not be affected by a field-induced ferro­

magnetic transition in the major matrix-(MnAu^) except perhaps by the 

small demagnetizing effects of the sample as a whole.) 8. Herpin and 

Meriel (37) state that a "constant paramagnetism" in the spiral phase 

of MnAUg can explain the initial susceptibility of MnAug determined 

by Meyer and Taglang (38). Our "spiral phase" paramagnetic resonance 

in the spiral phase of the sample may indicate the existence of this 

proposed "constant paramagnetism" in the spiral phase of MnAu^. 9. The 

peaks we call "surface" ferromagnetic resonances were also observed by 

Asch (41). (He did not go to low enough temperatures to observe the 

spiral phase paramagnetic peaks, and he never reported trying to use 

the configuration necessary to observe the Aw(sin k^) mode.) 

We thus have two different samples on different continents in which 

the "surface" ferromagnetic peak is observed, making it less probable 

that the peak is due to an impurity peculiar to our MnAu^ sample. 

We conclude that the "surface" ferromagnetic and the "spiral phase" 

paramagnetic peaks we have observed at low microwave frequencies 
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(=22 GHz), as well as the ferromagnetic peaks observed at high micro­

wave frequencies (SI00 GHz), are all due to resonance absorption in 

polycrystal1ine MnAUg. We have no certain evidence as to whether or 

not the possible Aw(sin k^) peak observed at T=5 K (see Figure 13) is 

a resonance absorption in MnAUg because it could conceivably be associ­

ated with magnetostriction and/or the fan-ferromagnetic transition in 

MnAUg. It has such weak intensity that it might even be due to a 

resonance in a spot area of the sample. A resonance that has maximum 

amplitude when is very unusual, however, so the T=5 K resonance 

in Figure 13 is probably due to the in k^) mode in MnAu^ if it is 

really a resonance absorption. 

G. Conclusions 

We observe four different resonance absorptions we attribute to 

polycrystalline MnAu^, and one possible resonance absorption we at­

tribute to polycrystalline MnAUg if it is actually a resonance absorp­

tion. At high microwave frequencies we observe a ferromagnetic re­

sonance in the field-induced ferromagnetic phase of MnAug. At low 

microwave frequencies we observe a paramagnetic resonance above the 

N^el temperature in the paramagnetic phase of MnAugj and two unusual 

resonances we call the "surface?" ferromagnetic and "spiral phase" para­

magnetic resonances in the spiral phase of MnAUg. In the fan phase of 

MnAUg at low microwave frequencies and T=5 K with we observe a 

possible Au)(sin k^) resonance. 
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We obtain g=l.92 using Equation 63 from our paramagnetic resonance 

data at T=440 K in Figure 14. We get consistent results by assuming 

this value of g is temperature independent in all our ferromagnetic 

resonance calculations even though this value was determined for para­

magnetic resonance. From the low temperature ferromagnetic resonance 

data in Figure 12 at 102.4 GHz using Equation 76, we obtain H^=45 kOe. 

This value of for the bulk sample is almost the same as the experi­

mental determination of by Meyer and Taglang (38) at low temperatures. 

The "surface" ferromagnetic resonance is given this name because 

the peak behaves like a ferromagnetic resonance in MnAu^ obeying 

Equation 74 with g=1.9 and H^=23 kOe, but actually occurs in the spiral 

phase of MnAUg where no such resonance is expected (8, 9» 42). The 

only way to resolve this discrepancy is to consider that an applied 

field in the spiral phase causes some magnetic moments in the surface 

layer of the sample to become ferromagnetic because the long range 

oscillatory exchange interaction producing the spiral phase in the bulk 

sample cannot act equally in all equivalent crystallographic directions 

at the surface. 

The "spiral phase" paramagnetic resonance may well turn out to be 

due to a bulk paramagnetic phenomenon in the spiral phase of MnAu^ 

where a component of the magnetic moment might be disordered (37). 

The smaller than expected magnetic moment observed as T-0 K in 

MnAu^ (37) would be explained if a component of the magnetic moment on 

each spin was paramagnetic with an ordering temperature (if the 
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paramagnetic component does order) below T=5 K. The "spiral phase" 

paramagnetic resonance does not occur in our 100 GHz data in the 

field-induced ferromagnetic phase of MnAUg as it should if it existed 

in this phase. We conclude that the "spiral phase" paramagnetic re­

sonance is a property of the spiral phase and not the field-induced 

ferromagnetic phase of MnAu^. 

The possible Aw(sin k^) resonance in the fan phase of MnAu^ is 

weak in intensity as expected, has about the expected resonance field, 

and has maximum intensity when as predicted. There are, how­

ever, the difficulties of large magnetostriction in the fan phase of 

MnAu2 (52) and the fan-ferromagnetic transition which make it 

difficult to be certain if a true resonance absorption has been ob­

served. The only possible candidate for the #>u)(sin k^) mode was 

observed at T=5 K (see Figure 13). 

In the previous section (III F), reasons are listed for believing 

that the resonances discussed above are actually due to polycrystalline 

MnAUg. 
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IV. ERBIUM 

A. Introduction 

Erbium crystallizes in a hexagonal close-packed (hep) structure 

and is very malleable with a bright, silvery, metallic luster. The 

metal is fairly stable in air and does not oxidize as rapidly as some 

of the other rare-earth metals (1). Erbium oxide has a pink color (1). 

In its metallic state (below 1497° C) Er is a tri-valent ion immersed 

in a sea of conduction electrons. The electronic configuration for the 

11 2 6 
Er ion is 4f 5s 5p with a ground state spectroscopic designation 

^ll5/2 ^ Lande factor g=6/5. The maximum theoretical magnetic 

moment on one Er ion at low temperatures is therefore 9 [Jp where |jp 

is the Bohr magneton. This magnetic moment is entirely due to the un­

filled 4f electronic shell inside the 5s and 5p shells, and is there­

fore very localized on the Er ion. The Er metal can be thought of as 

a lattice of atomic magnets interacting with each other via a sea of 

conduction electrons. One theory developed for the rare-earth ions 

interacting with the conduction electrons is called the RKKY theory 

after Ruderman-Kittel-Kasuya-Yosida (55, 56, 57). Crystalline anis-

tropy arguments were also developed to explain the influence of the 

atomic lattice on the magnetic ordering of the rare-earths (58, 59). 

These theories qualitatively predict the various magnetic structures 

observed in the rare-earth metals (2). In particular, the RKKY theory 
i 

produces an exchange interaction that is long range and oscillatory. 
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both necessary conditions for the spiral magnetic structures which 

exist in the rare-earths. 

In zero applied field Er is paramagnetic above T=86 K, has several 

antiferromagnetic phases between 18 K and 86 K, and conical ferromag-

netism below 18 K (60, 61). The major antiferromagnetic phases deter-

^ . 

mined by neutron diffraction (60) are a sinusoidally modulated magnetic 

moment along the c-axis with a period of seven atomic layers and no 

ordering of the moments in the basal plane from 86 to 51 K, and a 

quasi-antiphase-domain structure with almost square-wave modulation of 

the c-axis magnetic moments and helical ordering of the moments in 

the basal plane from 51 to 18 K. Below 18 K the magnetic moments lie 

on a cone of half-angle 28.5° with a turn angle of 43.3° between the 

projection on the basal plane of the magnetic moment of any two adjacent 

spins along the c-direction. Because of the large axial anisotropy 

producing the conical ferromagnetic state, an applied magnetic field of 

up to 18 kOe along the c-axis below T=18 K produces little change in 

the cone half-angle (62). The magnetostriction relative to the de­

magnetized state for an applied field of 3O kOe along the c-axis is 

comparatively small, again indicating little change in the cone half-

angle with applied magnetic field below T=18 K (63). 

An applied field in the basal plane (perpendicular to the c-axis) 

below T=18 K causes a transition in which the ferromagnetic cone con­

figuration changes to a fan configuration about the field direction with 

the magnetic moments still at an angle with the c-axis given by the 
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ferromagnetic cone half-angle (63). By increasing the field the fan 

can be made to close continuously to a pure ferromagnetic state still 

at an angle with the c-axis given approximately by the ferromagnetic 

cone half-angle (63), Even higher fields presumably would eventually 

align the ferromagnetic moments along the applied field. 

Our experiment is able to detect some field-induced magnetic 

transitions, especially antiferromagnetic-ferromagnetic transitions, 

as a real or apparent change in microwave power absorbed by the sample. 

An actual increase or decrease in power absorption by the sample occurs 

if there is a change in the imaginary part of the rf susceptibility 

of the sample at the transition. An apparent change in microwave ab­

sorption by the sample at the transition can be caused by magneto­

striction in the sample which slightly changes the cavity-sample con­

figuration, thereby changing the cavity Q,. The geometry of our samples 

and the relative ease of taking microwave measurements allow us to ex­

tend transition field measurements to previously neglected crystallo-

graphic directions. 

We also look for magnetic resonance in the various phases of Er. 

B. Theory 

The theory for spin wave resonance in all the magnetic phases of 

Er has been worked out by Cooper et al_. (9, 42). We adopt the notation 

of the theory section Ml 8 for the remainder of this section. 

In the cone region below T=18 K, the component of the magnetic 

moment in the basal plane forms a spiral along the c-axis of turn-angle 
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k^c*. For an applied field along the c-axis the equation for spin 

wave resonance in Er is given by Equation 32 with the substitution (9j 42) 

Kg - Kg-L = Kg - 6K^^S^cos^\1[ - I5KgS\os\ (77) 

where K^^ and K^ are the axial anisotropy terms of fourth and sixth 

orders (not included in Equation 11). ij; is the semi vert i cal 

angle of the cone generated by the magnetic moments. As discussed in 

the introduction (IV A), we can take \lf=30* for all ordinary laboratory 

values of applied field. 

If a magnetic field is applied in the basal plane of Er below 

T=18 K, a transition to a fan structure described in the introduction 

(IV A) occurs approximately when 

.3oSi„2j + gj^SH^sin<, -^=0 . (78) 

AÊ g symbolically represents the change in magnetoelastic energy between 

the cone and fan phases, and the Hami 1 tonian (Equation 11) has been used 
\ 

in the molecular field approximation for the other terms. The fan con­

figuration is approximated in Equation 78 by a ferromagnetic configura­

tion (E^^J.^,^) with all the moments at an angle ijt to the c-axis. (Since 

all crystal field anisotropy terms cancel in Equation 78, the fact that 

we have neglected K^ and Kg in Equation 11 is of no consequence.) The 

more detailed theory of Nagamiya eit al_. (39, 40) adapted by Cooper and 
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Elliott (42) for Er indicates that solved from Equation 78 above 

should be the correct cone-fan transition field even though Equation 78 

is written here only as a first approximation to the cone-fan transition. 

The fan-ferromagnetic transition (where the spins are all at an angle 

to the c-axis after the transition) should take place at a field 

of about -

When in the basal plane of Êr for temperatures below 19 K, 

ordinary ferromagnetic resonance occurs at frequencies given by (42) 

sin^ilrd-K^)]}^. (79) 

Even if H we expect Equation 79 to be a good approximation to the 
C T 

resonance frequency by analogy to ferromagnetic resonance given by 

Equation 71 in the field-induced fan phase of a planar spiral (42). 

(Equation 71 is almost the same as the pure ferromagnetic resonance 

given by Equation 74.) To get Equation 71 a small negative term is 

added to the terms under the radical in Equation 74. By analogy to 

the spiral case we therefore assume that Equation 79 gives an upper 

bound to the resonance frequency which should be quite close to the true 

resonance frequency when (42) . 

Numerical estimates of the exchange parameters in Er at tempera­

tures below 18 K can be made using the three-layer model described by 

Cooper (64) for a hexagonal close-packed rare-earth metal. On the basis 

of this model the exchange parameters for Er can be obtained as was done 
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for MnAu^ in section III B. First, a Hamiltonian for Er analogous to 

Equation 58 is written, which is then minimized with respect to the 

basal plane spiral turn angle k^c'=e to obtain (12) 

±1 
8 - 4J2 • (80) 

Next Equation 12 for q=qÇ is used to obtain 

J(q) = 6JQ + 6j| cos qc' + 20̂  cos 2qc' (81) 

where Jq is the magnetic interaction between a given magnetic moment 

and its six nearest neighbors in the same atomic plane perpendicular 

to the c-axis, is the magnetic interaction between a given magnetic 

moment and its six nearest neighbors in the two nearest atomic planes 

perpendicular to the c-axis, and is the magnetic interaction between 

a given magnetic moment and its two nearest neighbors in the two next 

nearest atomic planes perpendicular to the c-axis. 

The definition given by Equation 43 combined with Equation 81 is 

used to find Jq, and a^ for all values of n by solving simulta­

neously Equations 78, 80, and 60. In Equation 78 the values g=6/5, 

111=30°, S=15/2, H^=l8 kOe and.',^E^^=0 are used. (Justification for taking 

AÊ g=0 will be made later.) In Equation 80 we take 8=43.3°. In 

Equation 60, T^=51 K is taken because that is the temperature magnetic 

ordering in the basal plane ceases, and make the replacement S-6sini|r 
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(the component of spin in the basal 

Jq = -0.015 meV 

= 0.109 meV 

Jg, = -0.112 meV 

a = 1.88 meV 
o 

32 = 12.8 meV . 

plane). The result is 

(82) 

Justification for taking AE^g=0 above is made by calculating its 

contribution to a^ in Equation 78. For T<18 K, is just the change 

in magnetoelastic energy due to the components of the magnetic moment 

in the basal plane changing from a spiral to a fan configuration under 

the influence of an applied field in the basal plane. There is no 

magnetoelastic energy associated with the spiral configuration in the 

basal plane (3) (called clamping of the magnetoelastic energy), so 

AE^2 is just the magnetoelastic energy of the fan configuration in the 

basal plane when This energy is negative and is given by Cooper (8) 

following the treatment of Callen and Callen (I9) as 

^̂ me = " F (*3) 

where xT is a magnetostriction constant of the y strain mode (denoting 

an orthorhombic distortion of the basal plane) and c^ is an elastic 

stiffness constant related to the five independent cartesian stiffness 
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constants by (8, 19) 

c'̂  = 2(c,|-c,2) . (84) 

Values of c^^ and c^2 ̂ re obtained from the measurements of Fisher 

and Dever (65) so that c^=l.212X10^^ erg/cm^ at 63 K. We assume this 

value of c'^ is almost temperature independent. The value \'^=7.24X10 ̂  

is obtained from the magnetostriction measurements of Rhyne and 

Legvold (63) at T=4.6 K for an applied field of 30 kOe in the basal 

plane. (This value of applied field means Er is in the fan phase.) 

4 3 
Combining these results the value aE^^c-7.95X10 erg/cm is obtained. 

22 ^ 
The value N=3.26X10 atoms/cm is used for Er in Equation 78 to find 

that the a^ term increases a^^by only 0.3%, which is negligible. 
, . me ,u; 

Something can now be said about the parameter (L-K^) in Equation 79 

by using the point-charge model of Elliott (59) as is done in 

Reference (42). We, however, will use our experimental result (to be 

described in more detail later) that for a frequency of 100 GHz no 

ferromagnetic resonance is observed with an applied field in the basal 

plane of Er of up to 50 kOe. We therefore assume that v(0)>100 GHz for 

a resonance field of 18 kOe in Equation 79. This gives us 

L-Kg > 0.115 meV . (85) 
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Using Equation 85 a lower limit can now be calculated to the 

frequencies in Er given by Equation 32 with the substitution of 

Equation 77. The result is (for ilf=30") 

v(+k ) > 162 GHz 
® (86) 

v(-k^) > 772 GHz 

where Equation 82 has also been used. Ordinary laboratory fields along 

the c-axis of Er do not change ijt very much as discussed in Section IV A, 

so the frequencies \)(+k^) are almost field independent. It would be 

easier to observe vC+k^) by sweeping frequency than by sweeping field. 

Spin waves were first observed in Er at H=0 by Woods et al. (66) 

using neutron diffraction. A better inelastic neutron diffraction in­

vestigation of Er by Nicklow e^ al_. (67) will be discussed here. The 

data of Nicklow £t aj_. show that split between the A(o(+k^) and #iu)(-k^) 

modes. The split is surprisingly small (about 50 GHz), and the fre­

quency of the lower frequency AwC+kg) mode is about 484 GHz. Our 

estimates given by Equation 86 are not very accurate, which casts doubt 

on the theory used to derive Equation 82. Nicklow et aj^. have difficulty 

fitting their data with present theory, but by assuming an anisotropic 

exchange interaction and wavenumber dependent crystal field anisotropy 

constants they obtain a rough fit to their data. The exchange param­

eters they obtain are often as much as an order of magnitude smaller 

than those given in Equation 82, again casting doubt on the theory used 
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to derive Equation 82. They obtain a value L-K2^ meV at q=0 which 

shows the correctness of Equation 85 and indicates that an experimental 

frequency of about 622 GHz at H=l8 kOe in the basal plane of Er is re­

quired to see the mode given by Equation 79. Another feature of the 

data of Nicklow et al. is that the spin wave energy tends to zero as 

q% approaches zero, as predicted by Cooper et (9) for the ferro­

magnetic cone configuration of arbitrary cone angle. 

By analogy to the spiral case treated in section 111 B, we expect 

to see frequencies in Er of wavenumber nk^ where n=0, 2, 3, . . . , 

when a field in the basal plane has a value 0<H<J1^ and T<18 K. As for 

the spiral case in section 111 B, however, these modes would have very 

small microwave absorption intensities and could probably not be ob­

served even if large enough microwave (or infrared) frequencies 

could be attained, (It seems probable that Aw(0)=0 for H<H^ in the 

basal plane of Er by analogy to the planar spiral case treated in 

section 111 B.) 

By analogy to the fan case treated in section III B, a weak 

f)u)(sin k^) mode might be expected in Er similar to Equation 72 for a 

field in the basal plane just below and T<18 K. The intensity of 

this mode should be greatest when and the frequency is as high 

as possible. Since H^=36 kOe, we could hope to observe this mode only 

with our 100 GHz cavity in the superconducting solenoid. We observed 

nothing, which might mean that the mode is too weak in intensity, or 
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that in the cavity mode used (our 100 GHz cavity was designed 

to have predominate over and the cavity design was 

not changed to accommodate . 

In the antiferromagnetic phases of Er for 18 K<n'<56 K, spin waves 

do not in general form a correct picture of the excited magnetic 

states (9). A solution using the equations of motion method (see 

section III B for calculations using this method) leads to an in­

finite set of coupled equations (9). Absorption therefore occurs 

over the whole frequency range and no resonance is observable. Only 

when nk^ is a reciprocal lattice vector for some whole number n will 

spin waves be observed, but in general these spin wave frequencies 

will be in the infrared (9). It is also true that the exact spin 

configuration is uncertain for some of the antiferromagnetic states 

of Er, especially in the presence of an applied field, making it 

difficult to perform accurate calculations (63). 

C. Sample Preparation 

A 50 gram buttom of pure Er metal was prepared at the Ames Laboratory, 

Iowa State University, using ion-exchange separation (26), Table 2 gives 

an impurity analysis of the metal. Using a procedure developed by 

Nigh (25) this button was annealed under one atmosphere pressure of argon 

at 1400°C for 15 hours. The temperature was then increased to l450°C and 

the sample was moved to the gradient region of the furnace for 3^ hours. 

The heat was then removed slowly over a period of four hours. Several 

large single crystals were present in the button as determined by the 
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Table 2. Er sample impurities in ppm by weight 

H 8 Fe 10 Pr 1.6 

N 4 Co <1 Nd 2.4 

0 35 Ni <1 Sm <1 

C 50 Cu 4 Eu <1 

F 56 Ta 20 Gd 4.5 

Mg <0.4 Y 5.4 Tb <1 

Ca <1 La 6.5 Dy 8 

Cr <1 Ce <1 Ho 130 

Tm 50 Yb <1 Lu <l 

Laue X-ray technique, from which were prepared two disk-shaped samples 

using methods described for Tb in section il C. One of the samples had 

the c-axis normal with dimensions 9.032 mm diam and 0.523 mm thickness 

measured by a micrometer. The other sample had the b-axis normal with 

dimensions 5.334 mm diam and 0.257 mm thickness, also measured by a 

micrometer. Both these samples have a diameter to thickness ratio of 

about 20, or a demagnetizing factor of about N^=0.48. Values of M for 

Er can be obtained from the magnetization data of Gray and Spedding (6l) 

or Green et al. (62). For an applied field of 20 kOe at T=4.2 K along 

the c-axis of the b-axis normal Er crystal, N^M=I.2 kOe. For an applied 

field of 20 kOe at T=4.2 K along the a-axis of the c-axis normal Er 

crystal, N^M=0.45 kOe. These values of N^M, when subtracted from the 
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applied field of 20 kOe give the internal magnetic field in the sample. 

D. Apparatus 

The apparatus used was the same as described previously for experi­

ments in Er and MnAu2* 

See section 11 D for a description of the 24 GHz spectrometer 

system. In our Er experiments at 2k GHz a gold-0.03 atomic percent iron 

vs copper thermocouple was used to measure temperatures below about 40 K, 

and a copper-constantan thermocouple was used above this temperature. 

The larger c-axis normal Er sample was mounted in the same manner as the 

larger Tb sample (see Figure 2), except that masking tape placed on the 

back of the sample and attached to the cavity replaced the Dow Corning 

stopcock grease. The b-axis normal Er sample was mounted in the same way 

as the smaller Tb sample (using a copper washer and GE 7031 varnish for 

glue) except that Armstrong adhesive A-12 replaced GE 7031 varnish for 

some of the rotation studies where a stronger bond was needed. Armstrong 

adhesive A-12 is an epoxy and must be mixed in two parts. We used 1 

part A to between 2 and 3 parts B for best results. The samples were 

mounted with at different angles with respect to the major crystal-

lographlc directions in different experiments described In section IV E. 

See section 111 D for a description of the 100 GHz spectrometer 

system shown in Figure 10. Both Er samples were mounted in the same 

manner as the MnAUg sample (see Figure 10), except that Armstrong ad­

hesive A-12 (1 part A to between 2 and 3 parts B) was used instead of 

GE 7031. Care had to be taken to align the desired crystallographic 
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direction with the direction of the applied magnetic field. 

E. Experimental Results 

We shall first describe our experiments at 24 GHz. Figure l8 shows 

representative examples of the data. The leading edge of the absorption 

minimum for applied field increasing with time at T=34.5 K in Figure l8 

corresponds to one of the closed triangles in Figure 19. The closed 

triangles in Figure 19 follow the antiferromagnetic-ferromagnetic transi­

tion field for Er given in References (6l) and (62) as a function of tem­

perature. We therefore interpret the closed triangles in Figure 19 as 

microwave absorption minima at the antiferromagnetic-ferromagnetic transi­

tion field. We have plotted the applied field without demagnetizing field 

corrections in Figure 19 for all data shown because for our thin disk 

samples demagnetizing effects are negligible in the magnetic phase of Er 

preceding the transition. We assume the leading edge of an absorption 

minimum plotted as a closed triangle in Figure 19 represents the correct 

transition field by analogy with similar work by Stanford (68) at 100 GHz 

in Ho single crystals. For the closed circles and crosses in Figure 19 

(discussed later) the transitions measured by microwave absorption are 

not as sharp as for the closed triangles, so we plotted the "center" of 

the absorption as representing a good estimate of the transition field. 

At the onset of the field-induced transition to a ferromagnetic con­

figuration the demagnetizing fields begin to decrease the internal field 

in the sample and thereby contribute to the width of the transition. 

The transition widths for a transition to a ferromagnetic configuration 

are about 1 kOe in our data, which can be explained very well by 
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Figure l8. Tracings of typical power absorption vs applied magnetic 
field curves for Er. The curves at T=34.5 K and T=8l,4 K 
were made using the b-axis normal crystal with HpfxHjJlc-
axis. The curves at T=7 K were made using the b-axis normal 
crystal with HpfXc-axis and Hjg at an angle 0=30° to the 
c-axis in the plane of the sample (see diagram in Figure 20 
for the experimental configuration). The curves at T=12.5 K 
and T=39 K were made using the c-axis normal crystal with 

Hrf̂ Hdcl|a-axis. 
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Figure 19» Plot of transition field as a function of temperature for microwave absorption peaks 
associated with magnetic transitions in Er at 24 GHz. The experimental configura­
tions are shown in the figure. The solid lines are magnetic transition fields vs 
temperature taken from the magnetization data in Reference (6l). The dashed lines 
are for similar data taken from Reference (62) where less pure Er samples were 
used. All data plotted are for the applied field increasing with time. 
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demagnetizing effects (see section IV C)« 

It is somewhat surprising that the closed triangles in Figure 19 

follow the dashed line for less pure Er because our sample was supposedly 

of the same purity as the samples used to obtain the solid line in Figure 

19. Perhaps impurities were introduced in our sample during the crystal 

growing process. It is also not certain that the closed triangles in 

Figure 19 taken from microwave absorption data are measuring exactly the 

same thing as the magnetic transitions taken from magnetization data. 

Bagguley and Liesegang (16) also report seeing a microwave absorption 

(at 35«4 GHz) in Er for Hj^||c-axis which has the field vs temperature 

dependence of the closed triangles in Figure 19. The curves at 7=34.5 K 

in Figure I8 were taken for the configuration H^^JLHj^||c-axis. The con­

figuration H^^|lHj^||c-axis also produces an absorption minimum that looks 

almost exactly like the T=34.5 K curves in Figure I8 at the same tempera­

ture, The absorption minima corresponding to the closed triangles in 

Figure 19 were very intense and were taken at low microwave power (about 

1-2 milliwatts incident microwave power) to avoid a thermal gradient be­

tween the sample and the microwave cavity where the thermocouples were 

attached. In several of our experiments powdered solder mixed with 

epoxy was used to glue the sample to the copper plate. Heat was used to 

harden the epoxy and melt the solder at the same time. A good bond and 

a good electrical connection between the sample and the copper plate were 

achieved. A good thermal connection between the sample and thermocouple 

is therefore probable when the copper plate and sample were mounted on the 

cavity. An increase in incident microwave power from 1 - 100 milliwatts 
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caused the thermocouple to read an increase in temperature of only 2 K, 

so sample heating due to microwave absorption is probably not very 

significant at low microwave powers. 

The curves at T=8l.4 K in Figure l8 show a small absorption peak 

at about 4 kOe followed by a broad desorption with minimum at 15»5 kOe. 

The peak at about 4 kOe in Figure l8 has a fairly good sin^lj) dependence 

where (j) is the angle between and This peak has weak intensity 

and occurs at all temperatures from above room temperature to T=4.2 K» 

In an attempt to discover the origin of this peak we took paramagnetic 

resonance curves of our glue, GE 7031 varnish. GE. 7031 varnish was found 

to have a broad EPR signal that corresponds almost exactly in intensity, 

field position, and sin^j) dependence to the peak at 4 kOe and T=8l.4 K in 

Figure l8. We conclude that all the weak peaks at about 4 kOe observed 

in our Er experiments over the whole temperature range are actually due 

to GE 7031 varnish. The peak shown at 4 kOe and T=8l.4 K in Figure I8 

was taken at a frequency of 22.6 GHz and so has g=4.0 using Equation 63 

for paramagnetic resonance. Our studies of GE 7031 varnish show that 

there is relatively large data scatter for the field position of the peak. 

If we take 3-2<g<4.0 for GE 7031 varnish we are certainly within the 

allowed values. The EPR signal in GE 7031 probably also explains the 

broad paramagnetic peak of weak intensity and g^3»7 observed by Stanford 

and Young (50) over a large temperature range while performing experiments 

on Tb at 100 GHz using GE 7031 varnish for glue. They could not explain 

this peak at the time, and in later results it was not present (l4). Even 

a small flake of GE 7031 varnish can make an observable EPR signal, so 
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care must be used when using GE 7031 varnish in microwave experiments. 

We found the GE 7031 EPR signal valuable, however, for determining 

whether our cavity was overcoupled or undercoupled in all our Er experi­

ments with the b-axis normal crystal. We could therefore easily dis­

tinguish between an absorption and a desorption of microwave power by 

the b-axis normal sample in our experiments. We were even able to use 

GE 7031 to determine the coupling of our cavity when the larger c-axis 

normal crystal was mounted without using glue, because in some of our 

later experiments the cavity itself was slightly contaminated with GE 

7031, giving us a weak GE 7031 EPR signal for determining cavity coupling. 

For this reason we believe that all the curves in Figure I8 show power 

absorption correctly. 

The absorption minimum at 15.5 kOe and T=8l.4 K going up in field 

in Figure 18 corresponds to one of the crosses in Figure 19. As can be 

seen from Figure 19, these crosses follow closely the antiferromagnetic-

paramagnetic transition field for Er given in References (61) and (62) as 

a function of temperature. We therefore interpret the crosses in Figure 

19 as microwave absorption minima at the antiferromagnetic-paramagnetic 

transition field. The configuration used for the crosses in Figure 19 is 

H^^iHj^!|c-axis. In contrast to the data represented by the closed tri­

angles, however, when H^^llH^^ljc-axis the anti ferromagnetic-paramagnetic 

transition causes an absorption of microwave power rather than a de­

sorption. The GE 7031 EPR signal vanishes when but the cavity 

coupling was checked by rotating so that it was along the a-axis with 

and then taking data showing the GE 7031 EPR signal coupled 
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correctly. The extreme width of the absorption minima or maxima asso­

ciated with the antiferromagnetic-paramagnetic transition is not under­

stood, but may be related to field-induced changes in the antiferromag­

netic spin configuration. (Remember that a component of the spin is 

disordered even at H=0 for T=51~86 K.) 

Bagguley and Liesegang (l6) report a we-k absorption at 17 kOe and 

78 K using a frequency of 35.3 GHz. They suggest that their peak has 

the general shape associated with a microwave resonance absorption, but 

they were plotting the derivative of power absorption which would tend 

to look much like resonance absorption if their direct absorption peaks 

resembled our inverted T=8l.4 K curves in Figure I8. We suggest, there­

fore, that their peak is due to the antiferromagnetic-paramagnetic transi­

tion as were our absorption minima shown by the crosses in Figure 19. 

The data plotted in Figure 20 show rotation studies in the b-axis 

normal crystal. The data at T=23 K and T=42 K in Figure 20 at 0=0° 

correspond to the closed triangles plotted in Figure 19 which represent 

the antiferromagnetic-ferromagnetic transition field. The data in 

Figure 20 at T=23 K and T=42 K show how the antiferromagnetic-

ferromagnetic transition field changes as is rotated in the plane of 

the b-axis normal crystal, data which is not at present available from 

magnetostriction or magnetisation studies (6I, 62, 63). 

The peaks in absorption in Figure I8 at about I8 kOe and T=12.5 K in 

the c-axis normal crystal will now be discussed. The peak for field in­

creasing with time is plotted in Figure 19 as a closed circle. The closed 

circles in Figure 19 follow the cone ferromagnetism-fan ferromagnetism 
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transition field for Er given in Reference (6l) as a function of tem­

perature. We therefore interpret the closed circles in Figure 19 as 

microwave absorption at the cone ferromagnetism-fan ferromagnetism transi­

tion field. These peaks remain unchanged in line shape and field position 

as the angle between and is changed in the plane of the c-axis 

normal crystal, indicating that all crystallographic directions in the 

basal plane of Er (including the a and b axes) are essentially equivalent. 

This is in agreement with magnetostriction and magnetization results (6l, 

63). 

We now discuss the absorption peaks in Figure I8 at T=7 K in the b-

axis normal crystal. The two largest peaks going up in field are plotted 

in Figure 20 at 0=30°. It is thought that these peaks represent magnetic 

transitions from the cone ferromagnetism of Er at T=7 K to other less 

symmetrical spin configurations, data which is not at present available 

from other measurements. (The line shapes and unusual hysteresis shown 

at T=7 K in Figure l8 are not typical of resonance absorption.) In 

Figure 20 at T=7 K the peak for 0=90° is at almost I8 kOe as it should be 

to correspond with the equivalent peak for Hj^lja-axis in the c-axi s normal 

crystal shown at T=12.5 K in Figure l8. The equivalent peaks in both Er 

samples for along the a-axis and T<18 K have about the same line shape 

and transition field as shown at T=12.5 K in Figure I8 for the c-axis 

normal sample. The transitions shown in the T=7 K data in Figure 20 (and 

the T=7 K data in Figure 18) are very unusual for the cone ferromagnetic 

phase of Er because they occur at fields as low as 4 kOe at 0=70°. 

Apparently the cone ferromagnetic configuration undergoes magnetic 
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transitions rather easily in an applied field at certain values of 9 

between 0° and 90°, whereas no transition at all is expected at 0=0°, and 

a field of about I8 kOe is required for a transition at 0=90°. The small 

step-like absorptions seen most clearly at low field while the field is 

increasing with time at T=7 in Figure I8 are probably due to domain align­

ment effects. 

The broad absorption peaks in Figure l8 at T=39 K in the c-axis-

normal crystal will now be discussed. These peaks have very little 

amplitude change as the angle between and is changed. We note 

that these peaks are very broad with a maximum in power absorption at 

about 8 kOe, corresponding closely to broad magnetostriction with an 

extremum at about 8 kOe observed by Rhyne and Legvold (63).for H^Jja-axis 

and T=39 K in Er« We therefore conclude that the peaks at T=39 K in 

Figure I8 are due to magnetostriction effects. Further evidence that 

this is true comes from the fact that the magnetostriction shows a broad 

extremum from T=l8 K to T=51 K (the quasi-antiphase-domain region of 

Er) (63), corresponding exactly to the temperature interval in which 

curves like the T=39 K curve in Figure 18 are observed. Above 51 K there 

is no longer an extremum in the magnetostriction (63), and there is no 

longer any change in power absorption with applied field for a field in 

the plane of the c-axis normal crystal. 

We shall now describe our experiments at 100 GHz. Measurements were 

taken on the b-axis normal crystal in the configuration H^^ljc-axis. No 

microwave absorption was observed in applied fields up to 50 kOe for 

4.2 K<T<18 K. For temperatures above I8 K only the antiferromagnetic-
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ferromagnetic transition was observed with the same transition field vs 

temperature dependence as shown by the closed triangles in Figure l8 for 

24 GHz. 

Measurements were taken at 100 GHz on the c-axis normal crystal in 

the configuration H^Jja-axis with applied fields up to 50 kOe and 

4.2 K<T<18 K. Only the cone ferromagnetism-fan ferromagnetism magnetic 

transition was observed with the same transition field vs temperature 

dependence shown by the closed circles in Figure l8 for 24 GHz. For tem­

peratures above 18 K, only broad absorptions associated with magneto­

striction were observed, just as at 24 GHz. 

We conclude that no spin wave resonance absorption in Er at 24 GHz 

or 100 GHz was observed. 

F. Discussion 

In the previous section (IV E) we compared certain of our experi­

mental results for microwave absorption at field-induced magnetic transi­

tions in Er to similar results obtained by Bagguley and Liesegang (l6). 

In every case where a comparison was made we reported observing a de-

sorption of microwave power by the sample at the transition field, while 

Bagguley and Liesegang (l6) reported observing an absorption of microwave 

power at the transition field. Because of differences in our experimental 

configuration as compared with the experimental configuration of Bagguley 

and Liesegang, it Is Impossible to know if magnetostriction, for example, 

would affect the Q, of both cavities in the same manner. It is also diffi­

cult to know if the data of Bagguley and Liesegang should be Inverted or 

not because they had no internal check on their cavity coupling as we did. 
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We conclude that it is not surprising that Bagguley and Liesegang (16) 

see microwave absorption where we see microwave desorption at certain of 

the field-induced magnetic transitions in Er. 

G. Conclusions 

We observed no spin wave resonance absorption in Er at 24 or 100 GHz. 

Using the null result of our 100 GHz experiments, an experimental lower 

limit was placed on some crystal field parameters for Er. Several experi­

mental configurations were tried with an applied field along all the major 

crystallographic directions. Only certain field-induced magnetic transi­

tions were observed which had already been observed using other experi­

mental methods. We were able, however, to extend the knowledge of field-

induced magnetic transitions in Er to crystallographic directions other 

than the major ones. 

Both the antiferromagnetic-ferromagnetic transition (T>18 K) and the 

antiferromagnetic-paramagnetic transition (T^SO K) were observed for an 

applied field along the c-axis. The antiferromagnetic-ferromagnetic 

transition was also observed for an applied field at various angles in 

the plane formed by the c-axis and a-axis. The cone ferromagnetism-fan 

ferromagnetism magnetic transition (T<18 K) was observed for an applied 

field at any direction in the basal plane of Er, confirming the fact that 

the basal plane of Er is almost isotropic. Some peaks associated with 

magnetostriction were observed for a field in the basal plane 

(18 K<r<51 K). 

The most unusual peaks observed (T<18 K) were interpreted to be 
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magnetic transitions from cone ferromagnetism to other less symmetrical 

spin configurations for an applied field at various angles in the plane 

formed by the c-axis and a-axis, data which is at present not available 

from other measurements. An applied field as small as 4 kOe, for 

example, is able to cause an apparent transition from cone ferromagnetism 

to another spin configuration (undetermined) when the applied field is 

at an angle of 70° to the c-axis in the plane formed by the c-axis and 

a-axis. 
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