
INFORMATION TO USERS 

This manuscript has been reproduced from the microfilm master. UMI 
films the text directly from the original or co|^ submitted Thus, some 
thesis and dissertation copies are in typewriter face, while others may 
be from any type of computer printer. 

The quality of this reproduction is dependent upon the quality of the 
copy submitted. Broken or indistinct print, colored or poor quality 
illustrations and photographs, print bleedthrough, substandard margins, 
and improper alignment can adversely affect reproduction. 

In the unlikely event that the author did not send UMI a complete 
manuscript and there are missing pages, these will be noted. Also, if 
unauthorized copyright material had to be removed, a note will indicate 
the deletion. 

Oversize materials (e.g., maps, drawings, charts) are reproduced by 
sectioning the original, beginning at the upper left-hand comer and 
continuing from left to right in equal sections with small overlaps. Each 
original is also photographed in one exposure and is included in 
rcducsd form at the back of the bock. 

Photographs included in the original manuscript have been reproduced 
xerographically in this copy. Higher quality 6" x 9" black and white 
photographic prints are available for any photographs or illustrations 
appearing in this copy for an additional charge. Contact UMI directly 
to order. 

University Microfilms International 
A Bell & Howell Information Company 

300 North Zeeb Road. Ann Arbor Ml 48106-1346 USA 
313/761-4700 800/521-0600 





Order Number 950S586 

Deductive systems and finite axiomatization properties 

Palasinska, Katarzyna M., Ph.D. 

Iowa State University, 1994 

U M I  
300N.ZeebRd. 
Ann Aibor, MI 48106 





Deductive systems and finite axiomatization properties 

by 

Katarzyna M. Palasiriska 

A Dissertation Submitted to the 

Graduate Faculty in Partial Fulfillment of the 

Requirements for the Degree of 

DOCTOR OF PHILOSOPHY 

Department: Mathematics 
Major: Mathematics 

Approved: 

In^harge of Major Work 

For the Major^Jepartment 

For the Graduate College 

Iowa State University 
Ames, Iowa 

1994 

Signature was redacted for privacy.

Signature was redacted for privacy.

Signature was redacted for privacy.



11 

Dedica ted  to  Marek  



iii 

TABLE OF CONTENTS 

GENERAL INTRODUCTION 1 

PRELIMINARIES AND NOTATION 9 

0.1 Set-theoretic preliminaries 9 

0.2 Universal algebraic preliminaries 10 

0.2.1 Operations on elements 10 

0.2.2 Universal algebraic constructions 12 

0.2..3 Congruences 13 

0.2.4 Equations, quasi-equations and related classes 14 

0.3 First-order languages and structures 21 

0.4 Lattice tlieoretical preliminaries 25 

PART L DEDUCTIVE SYSTEMS 28 

CHAPTER 1. INTRODUCTION 29 

CHAPTER 2. PRELIMINARIES ON A-DEDUCTIVE SYSTEMS 35 

2.1 Introduction 35 

2.2 Basic definitions 36 

2.3 Examples 45 

2.4 Second-order deductive systems 49 



IV 

2.5 Basic semantics of A'-deductive systems 52 

2.5.1 A'-elements and A'-subsets 52 

2.5.2 Filters and matrices 53 

2.5.3 Tautologies and a consequence of a matrix 55 

2.5.4 Examples 58 

2.6 Leibniz operator 61 

2.6.1 Reductive homomorphisms 61 

2.6.2 Leibniz operator 62 

2.6.3 Leibniz operator relativized to a predicate 65 

2.7 Semantics and reduced matrix semantics of A'-deductive systems. . . 68 

2.8 Protoalgebraic A'-deductive systems 72 

CHAPTER 3. REPRESENTATION OF EQUIVALENCE AND 

EQUALITY FOR A-DEDUCTIVE SYSTEMS 77 

3.1 Introduction 77 

3.2 Equivalence formulas in protoalgebraic A'-deductive systems 79 

3.3 Systems of congruence K -  and /£-formulas 93 

3.4 Congrucntial and related A'-deductive systems 102 

3.5 Matrix homomorphisms and quotient matrices of protoalgebraic A'-

deductive systems 115 

3.6 Summary 116 

CHAPTER 4. PROTOALGEBRAIC GENTZEN SYSTEMS . . . . 118 

4.1 Introduction 118 

4.2 Gentzen-systems as u;-deductive systems 118 

4.3 Semantics of Gentzen systems and the Leibniz operator. A review. . . 124 



V 

4.4 Protoalgebraicity versus Cut rule and preservation of subterms .... 126 

4.4.1 (CUT)-rule 127 

4.4.2 Weak equivalence cut 130 

4.4.3 Preservation of subterms 131 

4.5 Accumulative Gentzen systems 132 

4.5.1 Examples 1.35 

4.6 Summary 139 

CHAPTER 5. ALGEBRAIZATION AND EQUIVALENCE THE

OREMS 140 

5.1 Introduction 140 

5.2 Definition of equivalent systems 140 

5.3 Birkhoff-like deductive systems 146 

5.4 Compatibility relation 152 

5.5 Generalized Leibniz operator 157 

5.6 Equivalent semantics Theorem 161 

5.7 Corollaries 165 

CHAPTER 6. THEORY OF ALGEBRAIC IMPLICATION .... 170 

6.1 Introduction 170 

6.2 Occurrence of a variable in a term 171 

6.3 Polarity 173 

6.4 A 2-deductive system and the operator 179 

6.5 Operators and fi/ 188 

6.6 Monotonicity Theorem 194 

6.7 Definition of 7r-implication 197 



vi 

6.8 Condition/(a:,?/) 1/5/(y,a:) 201 

6.9 Condition ?/I-5/(x, ?/) 203 

6.9.1 A version of equivalent semantics theorem for TTp 204 

6.9.2 A version of monotonicity theorem 206 

6.9.3 Some remarks 207 

6.10 Polarity entailment defined 207 

6.10.1 A version of the monotonicity theorem 209 

6.10.2 An open problem 211 

PART II. FINITE BASIS AND RELATED PROBLEMS 212 

CHAPTER 1. INTRODUCTION 213 

CHAPTER 2. A'-PROTOQUASrVARIETIES 217 

2.1 Introduction 217 

2.2 Protoquasivarieties and relative subvarieties 217 

2.3 Subdirect products 219 

2.4 Filter distributivity 223 

2.5 Free matrices 225 

CHAPTER 3. FINITE BASIS THEOREM FOR FILTER-DISTRIBUTIVE 

PROTOQUASIVARIETIES 229 

^ 1 rvrin/^irval -RHor -moo+c 
v . -  -  — W W ,  

3.2 First main lemma 237 

3.3 Universally parameterized Horn formulas 241 

3.4 Calculus of transformations 243 



vii 

3.5 The main results 250 

3.6 Discussion 253 

PART III. FINITE AXIOMATIZATION 257 

CHAPTER 1. INTRODUCTION 258 

CHAPTER 2. LEFT-ASSOCIATIVE ALGEBRAS AND MATRI

CES 260 

CHAPTER 3. THREE-ELEMENT NONFINITELY AXIOMATI-

ZABLE MATRICES 266 

3.1 Introduction and overview 266 

3.2 The results 268 

CHAPTER 4. RAUTENBERG-WRONSKI PROBLEM 275 

4.1 Introduction to the Rautenberg-Wronski conjecture 275 

4.2 Three-element left-associative algebras 276 

4.2.1 Proof for A2 278 

4.2.2 Proof for At 281 

4.2.3 Proof for As 287 

4.3 Wojtylak's algebra 290 

CHAPTER 5. GENTZEN-STYLE AXIOMATIZATION OF EQUA-

TIONAL LOGIC 294 

5.1 Introduction 294 

5.2 Preliminaries and notation 294 

5.3 Second-order equational logic 295 



viii 

5.4 Special case 299 

5.5 Main theorems .302 

SUMMARY 314 

CONCLUSION 316 

REFERENCES 319 



IX 

ACKNOWLEDGMENTS 

I am grateful to Professor Don Pigozzi for his invaluable help in this research 

and for his investment of time and effort in shaping me into a mathematician. His 

generous guidance extended far beyond this dissertation and will have a lasting effect 

on my future work. I can't find words good enough to express how priviledged I was 

to be his student. 

I thank Professors Wieslaw Dziobiak, Wolfgang Rautenberg, Piotr Wojtylak and 

Andrzej Wroriski for their encouragement and helpful comments concerning Part III, 

Chapter 3. In particular, I thank Professor A. Wroriski for pointing out and filling a 

gap in an early version of our proof of Theorem 3.1, and Professor W. Rautenberg 

for guiding me through the literature of the finite axiomatization problem. 

I gratefully acknowledge the financial support of the American Association of 

University Women for the acadePart3/mic year 1990-1991 and I would like to thank 

all its members for their generous donations to the Educational Foundation of this 

organization. In particular, I thank Ms. Beverly B. Everett and Ms. Blanche H. Dow, 

_.i J X r r^ii WUU56 CllU^JWlllClllO piL^VlUCU lUiiUS LKJL 111}' iCliUW&llip. 

I also appreciate the support of the Dean of the Liberal Arts and Sciences College 

of Iowa State University in the form of a Research Assistantship for the academic 

year 1992-93. I thank the Mathematics Department for providing me with a Teaching 



X 

Assistantship and Iowa State University for making available computer fascilities to 

typeset my dissertation. 

I would also like to thank Lisa Joseph and Pam Reich for their careful proof

reading of parts of this dissertation. 

Several teachers of mine helped me, indirectly, to come to this stage. I would 

like to thank my first teachers in universal algebra and logic: Dr. Bohdan Grell, 

Dr. Marek Palasiriski, and in particular Professor Andrzej Wroriski for his invalu

able advice in my undergraduate and first post-graduate years. I thank Dr. Clifford 

Bergman, Dr. Jack Lutz, Dr. Don Pigozzi, Dr. Giora Slutzki, Dr. Jonathan Smith 

and Dr. Steven Willson from Iowa State University for their excellent lectures and 

knowledge which they shared. I have often tried to follow their example when teach

ing my own students. I also would like to thank Professors Mark Sapir (University 

of Nebraska, Lincoln) and Jack Lutz for stimulating discussions. 

I thank two of the most excellent school teachers that I have ever known: Mrs. 

J. Doniec and Mr. Wojciech Komusiiiski for their unusual dedication and enthusiasm, 

for inspiring iiie to become a iiiatliematiciaii aucl for everylliliig LliaL they had taught 

me. After I became a college teacher myself, as well as a mother of school age children, 

my appreciation for their work only increased. 

The friendship and support of our American friends is greatly appreciated. All 

that they have done to make me and my family feel so welcome in the United States 

has helped more than they realize with my work and this dissertation. I would like 

in particular thank Don Pigozzi for all his efforts, beyond our boldest dreams, to 

make our stay in the United States the most wonderful experience. Also, I would 

like to warmly thank Beverly B. Everett, my AAUW sponsor. Her warmth, love and 



xi 

support to my family and me have always been of a big source of strength for me. 

I would like to thank Carol and Michael Simonson, Eileen and Max Exner, Peggy 

and Roger Baer, Laurie Ertz, Pam Reich, Urszula Smith, Adrienne Hunacek, Leslie 

Hogben-Hunacek, Rose and Richard Tondra, Joanne PfeifFer, Majka Jankowiak and 

Larry Everett and many others for adopting us as a part of their families and their 

help in many ways. I thank my parents, Anna and Stefan Wrobel and my sister 

Krystyna Stankiewicz for their support. I warmly thank my daughters: Magdalena, 

Joanna and Justyna for their patience, understanding and moral help, in spite of their 

young age. I particularly thank my husband Marek for taking on himself all of our 

joint responsibilities associated with raising a family. Without him, this dissertation 

would not happen and to him it is dedicated. 



1 

GENERAL INTRODUCTION 

One of the central research areas in mathematical logic is the study of deductive 

systems. Traditionally, the name "deductive system" refers only to what we here call 

a 1-deductive system, for example the deductive systems of classical, intuitionistic, 

modal and many-valued logics as well as predicate logic. To determine such a system 

one specifies a set of formulas and a set of rules, which can be used to deduce theorems 

of the system. A set of formulas, in turn, is specified by a set of propositional variables 

and a set A of connectives. The variables are in a sense inessential for the deduc

tive system: a systematic replacement of one variable with another does not change 

the meaning of the rule. Thus a deductive system can be identified with a set A of 

conricctiv0S 3.rici s. set of* deduction rules 

From the observation that the connectives of A are nothing but algebraic opera

tions on the set of formulas, originated the area of algebraic logic. The set of formulas 

is treated as the algebra of terms and the set of theorems forms a filter, i.e., a subset 

closed under the deduction rules. Some properties of a given deductive system are 

studied by means of its m.odtls, called Tnatvicts, whicli are ideritiileu vvilli an algebra 

with some subset of so-called designated elements, representing the values of truth. 

In some special cases, for example in classical, intuitionistic, modal propositional 

deductive systems, it is possible to identify these matrix models with just algebras: 
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Boolean algebras for classical and pseudo-boolean algebras for intuitionistic logic are 

examples. In these cases one can use the whole realm of the universal algebraic 

methods to investigate the deductive system. 

While in the 1-deductive systems we deal with the deduction of a term from a 

set of terms, the deductive system used in algebra is of a different character. Here 

the role of formulas is played by equations, i.e., pairs of terms. In [4] a deductive 

system in which the deductions are performed on pairs of terms is called 2-deductive. 

In general, a system is fc-deductive if the role of formulas on which deductions are 

performed is played by A:-tuples of terms. 

Gentzen-style systems, introduced by Gentzen in the 1930's, are another im

portant type of deductive systems in proof theory. Their importance has grown in 

proportion to that of proof theory itself, which has become a central area of research 

in mathematical logic as computation has become increasingly identified with formal 

deduction; see for instance [13]. 

A concept that generalizes the concepts of a ̂ --deductive system and of a Gentzen 

J lO tJAi.CoKl Cv J k "NaV_V4. V V_/ Oj> OUVlll^ »V J. ^ XO tiC V-^1 CCllCCtlC 

language, i.e., a set of predicate symbols with an arity function. A A'-deductive 

system becomes a ^:-deductive system when I\ has exactly one predicate and this 

predicate has the arity k. This unique k-ary predicate is interpreted as the "truth" 

predicate; while for a general K, we deal with many different "truth" predicates. A 

Gentzen system can be viewed as a A'-deductive system where for every nonzero n, 

A' contains exactly one predicate symbol of arity n. The concept of a A'-deductive 

system is equivalent to that of a universal Horn theory and [11] studies the models 

of universal Horn theories from the same perspective as it is done in our Part I, 
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Chapter 2 or Part II, Chapter 2. We have chosen the name "A'-deductive systems" 

to stress the connection with the i-deductive system and Gentzen systems. Also, 

these systems are studied under the name "generalized logical systems" in [43]. 

For a 1-deductive system the connection with the universal Horn theory is as 

follows. Let <S be a 1-deductive system and let D be a unary predicate symbol, which 

v/e interpret as a predicate of truth. Then a rule of S that allows to deduce from 

some terms ii,..., another term f, is now interpreted as a first-order formula 

D { t i ) , . . . , D { t n )  D { t ) .  

A formula of this form is called a Horn formula. For a general K ,  a typical rule of 

a A'-deductive system allows to deduce a statement D{ti,..., f„), where D is one of 

the truth predicates of K and ii,..., are terms, from some statements 

where J?i,..., D m  are truth predicates of K  and are terms. Such a rule corresponds 

Ct xxoili K^XXlXUXCt 

A  •  •  •  A  D m { i T ,  •  •  •  , t n j  

Let i p  denote the above Horn formula and let x  =  { x i , . . .  , X p )  be the list of all 

variables occurring in terms Then the expression is called a universal 

closure of or a universal Horn formula. Let T  be a set of universal Horn formulas. 

If every Horn formula that can be deduced from T is again in T, then T is called a 

universal Horn theory. Every set X of universal Horn formulas generates a universal 

Horn theory; it is the set of all universal Horn formulas that can be deduced from 

X. Thus with every A'-deductive system we can associate a universal Horn theory 
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generated by the set of universal Horn formulas obtained from the rules of S in the 

way described above. Conversely, with every universal Horn theory we can associate 

a A'-deductive system. 

The key notion of our investigations is that of the Leibniz congruence. It was 

introduced in [3, 4] for one-deductive systems and /:-deductive systems, respectively, 

and motivated by the proposal of G. Leibniz [22] to treat two objects a and b as 

identical if they cannot be distinguished by any property. In the language of con

temporary logic this translates to defining an equivalence relation Q, on some set of 

"objects" in such a way that two objects are equivalent if and only if every sentence 

that is "true" for a is also "true" for b and vice-versa. More precisely, let 21 be a 

model of some language C and let a and b be two elements of this model. We say 

that a and b are equivalent modulo the Leibniz relation ri(2l) if, for every formula 

of £, <^(a) holds in 21 if and only if ^p{b) holds in 21. It turns out that for every 

model 21 the relation 0(21) defined above is a congruence of the underlying algebra 

of 21. Moreover, if 21 is also a model of some deductive system with some sort of 

"equivalence" conneciive (like llie <->• couueclive of lue classical logic), then the Leib

niz relation has a particularly simple presentation. For example, if 21 is a model of 

classical logic, then a and b are equivalent modulo Q(2l) iff a 6 is true in 21 (see, 

for example, [5]). In general, a set A of connectives is called an equivalence system 

if it has some properties of the classical equivalence connective and in particular, if 

the Leibniz relation can be retrieved from A in a way analogous to the way described 

above for the case of the classical -(-j-. 

For a logician investigating a concrete deductive system the existence of a system 

of equivalence connectives is particularly helpful: in this case many of the construc
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tions and methods used in universal algebra can be applied in the study of the models 

of the deductive system. This Wcls shown for fc-deductive systems in [4] and for the 

general /i'-deductive systems in [11] (see also Part II, Chapter 2 of this dissertation). 

A model is a pair consisting of an algebraic structure (called an algebra) and a 

system of relations called a filter. If is a /^-deductive system, then an «?-model 

is a model in which the filter is an S-filter (Definition 2.23). Thus, with a single 

algebra A one can associate in general many 5-models, by pairing A with different 

«?-filters. The operator that to a given 5-filter F on A assigns the Leibniz relation 

ri((A, F)) is called the Leibniz operator on the lattice of ^-filters of A. Let us 

fix a finite set A of finitary algebraic operation symbols. A A-algebra is a set with 

operations denoted by the symbols from A. For example, if A has one binary operation 

symbol, then A-algebras are exactly monoids. A A'-deductive system such that the 

Leibniz operator on the lattice of 5-filters of every A-algebra is monotone, is called 

protoalgebraic. It turns out, [4, Theorem 13.2], that a 1-deductive system S over 

A has a system of equivalence connectives iff S is protoalgebraic. A A'-deductive 

system is called alge.braizame if t.he Leibniz operator is injective and continuous. 

By [5, Theorem 4.2] a 1-deductive system S is algebraizable iff it has equivalence 

connectives satisfying some strong conditions. These results, and in particular [4, 

Theorem 13.2.] motivated our research presented in Part I. In Chapter 3 we carry 

over the characterization of protoalgebraicity to the general case of A'-deductive sys

tems. In particular, we disprove the characterization claimed for A:-deductive systems, 

7^ 1 in [4]. We correct and expand this and other results of [4, Section 13]. We apply 

it to Gentzen systems in Chapter 4, where we also investigate natural conditions that 

allow simplified equivalence formulas, also called equivalence sequents and associate 
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protoalgebraicity with certain weak notion of the (CUT)-rule. In Chapter 5 we extend 

the main result of [5] to A'-deductive systems. 

Another important series of results concerns properly defining and characteriz

ing the notion of a system of implication connectives, in a manner parallel to the 

characterization of a system of equivalence connectives. Chapter 6 contains several 

partial results which set the direction for future research. A key theorem is proved 

in Chapter 5 on the equivalence of two systems, one a A'l-deductive system and the 

other a A'2-deductive system, is used. 

In the last two parts of the dissertation we turn to the questions of being finitely 

axiomatizable and finitely based. A deductive system S is finitely axiomatizable if 

there is a finite set of rules such that every tautology of S can be derived from the 

empty set of premisses using the rules of this set. If in addition all the inference rules 

of the system follow from some finite set of rules, we say that S is finitely based. A 

matrix is finitely axiomatizable or finitely based, if the deductive system determined 

by this matrix is finitely axiomatizable or finitely based. In Part II we look at the 

question of finite base from the gener?.i perspective of arbitrary'' A-deductive systems. 

The main results of this part, Theorems 3.1 and 3.2, state that if the language has 

only finitely many symbols, then every protoalgebraic and filter-distributive deductive 

system that is determined by some finite set of finite matrices is finitely based. This 

simultaneously extends the results of [42] and [3] and consequently a famous result 

of Baker ([ij) stating that every finitely generated congruence-distributive variety is 

finitely based. In Part III, we consider the question of finite axiomatizability of deduc

tive systems determined by a single finite matrix or algebra. In Chapter 3 we answer 

a question of [46, 61, 10] of finding a nonfinitely axiomatizable matrix of the smallest 
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possible size which would also be the "simplest possible". It was proved in [46] that 

every two-element matrix must be finitely axiomatizable. Since a five-element, and 

later a four-element example was found ([61, 10]), the above question translates to 

the question of whether a three-element non-finitely axiomatizable matrices exist and 

also if there are such matrices of a particular kind. In Chapter 3 we present two such 

simple examples. 

For the deductive systems of equational logic the finite axiomatizability and finite 

basis questions translate respectively to the questions of whether or not for a given 

finite algebra A there is a finite set of quasi-identities of A such that all identities, 

and all quasi-identities of A are consequences of this finite set of quasi-identities. 

Although examples of nonfinitely based algebras have been known for some time, the 

first example of a nonfinitely axiomatizable algebra was found only recently ([21]). 

The underlying algebra of a finite, nonfinitely axiomatizable matrix may be finitely 

axiomatizable and even finitely based, as shown in Chapter 4. We also consider the 

finite axiomatization problem at the second-order level of equational logic. A finite 

algebra A is sccond-crder finitely axiomatizable if there is a finite set of second-order 

rules admissible (or valid, in a stronger version of the concept) which can be used 

to derive all first-order rules, i.e., all quasi-identities of A. A second-order rule r 

for equational logic is a pair consisting of a finite set X of quasi-identities and a 

quasi-identity ^p. In Chapter 5 we present, among other things, a proof that a finite 

algebra that does not have homomorphic images and subalgebras is second-order 

finitely axiomatizable. 

In the preliminary part (Preliminaries and notation) we revise some classical 

concepts and theorems of universal algebra and logic. For a reader unfamiliar with 
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universal algebra or logic, this part is a prerequisite to the entire dissertation. In 

Part I the prerequisites are as follows: Chapter 1 contains basic definitions and should 

be read before any other chapter. For Chapter 4 one needs to read Chapters 2 and 3 

first. Chapter 6 depends on Chapter 5 and for Chapter 5 one needs only Chapter 1. 

For Part III, the only prerequisite is Part I, Chapter 2; for Part II, both Chapter 1 

and Chapter 3 of Part I are needed. 
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PRELIMINARIES AND NOTATION 

The set of natural numbers will be denoted by N and its cardinality by u. We 

sometimes omit parentheses when applying functions to elements or sets or when 

speaking of the image or inverse image of a set under a function. 

0.1 Set-theoretic preliminaries 

The power set of a set A, i.e., the set consisting of all subsets of A will be denoted 

b y  V { A ) ,  

Definition 0.1 Let X = {X,- : i E 1} be a family of sets indexed by a set I. Then 

the coproduct of X is the set 

J J X  =  l [ X r . =  { ( i , x } : x e X i } .  
iei 

We also call the coproduct of X the disjointed union of X. 

In particular, if for every i,i E i ^ j X; H Xj = 0, then there is a bisection 

from U A' onto the union Uief identify U X with 

For a natural number n > 1, an n-ary relation on a set /l is a subset R of the 

cartesian power ,4" of A. The number n is called the arity of R. Thus if n = 1 then 

/? is a subset of A. Relations of arity one are called unary^ of arity two-binary and 
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those of arity ternary. An important example of a binary relation on A is the 

equality relation id^ = {(x,y) G : a: = y } .  

Sequences of elements will often be identified with strings and the notation a 

is used to denote the sequence (ai,...,a„). We often write (Gi,...,a„) simply as 

ai... a„. We write a C A to express that a is a string of elements of A. 

Thus if R is an n-ary relation on a set A, then the expression a G R stands for " a 

is an n-element sequence of elements of A,i.e., a = (ci,..., a„) and (ci,..., a„) G i?-" 

0.2 Universal algebraic preliminaries 

0.2.1 Operations on elements 

An n-ary operation on A is a function f : ^ A. The number n is also called 

the arity of /. 

Definition 0.2 An algebra is a pair A =  { A , F )  c o n s i s t i n g  o f  a  s e t  A  a n d  a  s e t  F  

of operations on A. 

We will write (A,/i,..., fn) for (A, {/i,...,/«}). The sei A is called the underlying 

set of the algebra A. We always use boldface capital letters (or groups of letters) 

to denote algebras and roman capital letters (or groups of letters) to denote sets. 

Moreover, unless we say otherwise, if some boldface letter is used to denote an algebra, 

then the corresponding Roman letter is used to denote its underlying set. 

Definition 0.3 (i) An algebraic language is a pair A = (A',p) consisting of 

some set A' = {Ai,...,A„} of n symbols and a function p : A —v N, called 

arity. The elements of A are called operation symbols. We identify the 

language with its set of operations, i.e., A = A'. 
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(ii) Let A = ({A^ : k < o},/?) be an algebraic language, where a is some (finite 

o r  i n f i n i t e )  c a r d i n a l  n u m b e r .  A  A - a l g e b r a  i s  a  p a i r  A  =  { A ,  { A ; ^  ;  k  <  q } ) ,  

where A is a set and for every k < a, A^ is a p{\^)-ary operation on A. If A 

is finite, we say that A is an algebra of a finite type. 

When the algebra is clear from the context, we omit the superscript A and write 

simply Aj- for Xf-. We say that two algebras A and B are of the same type if there is 

an algebraic language A such that A and B are A-algebras. Notice that every algebra 

is a A-algebra for some A. 

Definition 0.4 Let A be an algebraic language and let X be some set disjoint with 

A. We define the notion of a A-term in variables X, or simply a term, inductively 

as follows. Every element of X is a term. If t\,... ,tn are terms and A G A is an 

n-ary operation symbol, then the expression A(ii,...,i„) is also a term. Nothing else 

is a term. 

The set of all terms in variables X will be denoted by TeA(X). If we omit X and 

write TeA, we understand thai A' is some set of cardinality ui. Also, if A is clear 

from the context, we omit the subscript For any A', the set TeAlA') equipped 

> rp ^ 
with operations A = A G which, to a given n-tuple of terms assigns 

the term A(ii,..., i„), forms a A-algebra. We denote this algebra by TeA(A'). The 

conventions above on omitting subscripts A or X apply also to the term algebras. 

Terms will usually be denoted by small roman letters t , s , . . . ,  possibly with 

subscripts. 

Definition 0.5 Let t 6 TeA (A'"). The set Var(4) o/variables of t is defined recur

sively as follows: 
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1. If t E X, then Var(i) = {t}. 

2. V a r ( A ( f i , . . . , i „ ) )  =  U r = i  V a r ( f ; ) .  

0.2.2 Universal algebraic constructions 

Homomorphisms and subalgebras. Let A and B be two A-algebras. 

Definition 0.6 A function h : A ̂  B is called an algebra homomorphism from 

A  t o  " B  i f  f o r  e v e r y  i  <  n  a n d  f o r  e v e r y  s e q u e n c e  o f  e l e m e n t s  C i , . . . ,  G  A ,  w e  

have 

5  •  •  •  1  ®p( i ) ) )  ~  f  1 •  •  •  ^ {^p{ i ) ) -

An isomorphism is a homomorphism h that is a bijection. In this case the inverse 

of this bijection is also a homomorphism, called the inverse of h. IVe say that two 

A-algebras A and B are isomorphic and write A = B z/ there is an isomorphism 

: A ^ B. 

Definition 0.7 A subaigebra of a h.-algehra A is a A-a!gebra B such thai B ^ A 

and for every A G A and all strings b of length p{X) of elements of B. \^{b) = A® (6). 

We write B C A <o say that B is a subaigebra of A. 

Proposition 0.8 A subset B of A is the underlying set of a subaigebra of A if the 

image of the restriction to B of every operation f E F is contained in B. 

Definition 0.9 Let X C A. IVe say that X generates a subaigebra B of the algebra 

A (fB is the smallest subaigebra of A containing X. For a cardinal number a the 

algebra A is a-generated if it is generated by some subset of cardinality less than or 

equal to a. 
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Definition 0.10 Let A be an algebra, X Q A, and let K be a class of A-algebras. 

We say that A has the universal mapping property over X with respect to the 

class fC if for every B G /C and for every function / : X B there is exactly one 

homomorphism /i : A ̂  B such that the restriction h\X of h to X is equal to f, i.e., 

h \ X  =  f .  

Theorem 0.11 ([7, 10.6, 10.7]) Let X and Y be two sets of the same cardinality. If 

A has the universal mapping property over X with respect to K., B has the universal 

mapping property over Y with respect to K, and A, B G fC, then A = B and in 

fact any bijection f : X ^ Y extends uniquely to an isomorphism f : A —>• B. 

Theorem 0.12 ([7, Theorem 10.8]) Let X be some set of variables and let A be a 

\-algebra. Then for every function f : X ^ A there is exactly one homomorphism 

h : Te{X) A such that the restriction of h to X coincides with f, i.e., the term 

algebra Te(A') has the universal mapping property with respect to the class of all 

A-algebras. 

0.2.3 Congruences 

Definition 0.13 Let A = (A, F) be an algebra. An equivalence relation 9 is cnlle.d 

a congruence if it satisfies the following substitution property 

(a,-, hi) G 6 for all i = 1..... n => {f{a.\- • • •• On); f { b \ . . . . .  h ^ ) )  G 0 ,  (0.1) 

for every n-ary operation in F. 

The set of all congruences of an algebra A will be denoted by the symbol Co(A) .  

The smallest congruence on A, with respect to inclusion, that includes some given 
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set X of pairs of elements of A is called the congruence generated by X. It is 

d e n o t e d  b y  Q { X ) .  

Theorem 0.14 (A.Malcev) Let A be an algebra and let X be some set of pairs of 

e l e m e n t s  o f  A .  T h e n  { a , b )  G  0 ( ^ )  i f f  t h e r e  e x i s t s  a  s e q u e n c e  a  =  c i ,  0 2 ,  •  •  - ,  O n  =  ̂  

of elements of A such that for every i = 1,... ,re there is a term t{x-i,... ,Xm) and 

e l e m e n t s  C i , . . .  , C m - i  s u c h  t h a t  a i  =  < ( c , C j , . . . , C m _ i )  a n d  a , + i  =  t { d , C i , . . .  . C m - i )  

f o r  s o m e  a , b  s u c h  t h a t  { c , d )  £  X  o r  { d , c )  G  X .  

If A = (A, F) is an algebra and : A —> B a homomorphism, then the kernel 

of h is the inverse image ker(/i) = /i~^(idg) of the identity relation on B. Observe 

that ker(/i) is a congruence. 

0.2.4 Equations, quasi-equations and related classes 

Definition 0.15 Let A be a \-algebra. Every homomorphism h : Tca ^ A is called 

a valuation. A valuation a : TeA —> Tca is called a substitution. 

In view of the universal mapping property (0.12), every valuation is uniquely 

determined by its values on the set of variables. We will therefore identify valuations 

with their restrictions to the set of variables. Similarly, we will identify a substitution 

with its values on variables. Let u be a valuation into A and let t = t{xi...., x^) be a 

t e r m .  T h e  v a l u e  v ( t )  i s  d e n o t e d  b y  o r  b y  , . . . .  a , , ) ,  w h e r e  f o r  ? '  =  1 , . . . ,  n ,  

a i  = v{ x i ) .  

Every valuation v can be extended to the set of all atomic formulas in the 

f o llowing way. Let o = R{ti,..., tn). Then v{(i)) := R{{tx{v)),..., {tn{v))). Also, if / 

is the sequence ii,..., of terms, then (i(u)) (fi(u)),..., (i„(t;)). In particular. 
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for a substitution a, (t(<j!)) := R{a{ti),..., cr(i„)) and if t is the sequence ii,..., of 

terms, then a{i) := cr(fi),....a{tn)-

Definition 0.16 (i) An (.'\-)equation is a pair of terms (^1,^2}; usually written 

as ti « ̂ 2- A valuation v satisfies an equation ty « ̂ 2 if 

every valuation v satisfies an equation e then e is called an in entity of A and 

we write A |= e. The set of all identities of A is denoted by Id(A). 

(ii) An expression q of the form 

A ^ 
i<m 

where m € N and Ci,... are equations, is called a quasi-equation. A 

valuation v satisfies a quasi-equation q above if it satisfies e whenever it sat

isfies all ti, for z = 1,..., m. If every valuation v satisfies q, then we say that 

A satisfies q, write A \= q, and call q a quasi-identity of A. The set of all 

quasi-identities of A will be denoted by Qld(A). 

Note that an equation is a special case of a quasi-equation, namely for m = 0. Also 

an equation e is an identity of A iff it is a quasi-identity of A. 

Let XI be a class of algebras. A quasi-equation q is called a quasi-identity of IC 

if it is a quasi-identity of every algebra A G /C. A quasi-identity of K. that is an 

equation is called an identity of IC. The sets of all identities and of all quasi-identities 

of fC are denoted by QId(/C) and Id(/C), respectively. 

Let S be some set of quasi-equations. An algebra A is a model of T, iff S C 

Qld(A). The class of all models of S is denoted by Mod(S). A class IC such that 

}C = Mod(S) for some set of quasi-equations S, is called a quasi-equational class. If 

all elements of S are equations, then )C is called an cquational class. 
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Operators H, I, S, P, Pu- Definitions of a product and an ultraproduct of al

gebras can be found in [7].^ We define the following operators on classes of algebras. 

Definition 0.17 Let K. be a class of A-algebras. 

I{IC) := {B; B = A, for some A 6 /C}; 

H{IC) := {B : there exists A E K. and a surjective homomorphism f : A —> B}; 

S{}C) ;= {B;B C A, for some A G K}\ 

W  : =  { n . € / A . : { A ,  : z 6 / } C ; C } .  

Pu(K.) := {Hie; A ijU: {A,- : i G /} C /C and U is an ultrafilter on /}; 

Varieties and quasivarieties. We say that a class K. is closed under an op

erator 0 on classes of algebras if the result of applying O to algebras in K. is also 

in IC. For example, tC is closed under the formation of direct products if the direct 

product of any family of algebras from fC is also in fC. 

Definition 0.18 Let A be some algebraic language. 

(i) A variety is a class of h.-algebras closed under the operations H. S and P. 

(ii) A quasivariety is a class of A-algebras closed under I, S, P and Py. 

The following two theorems characterize equational and quasi-equational classes 

in terms of their closures under certain operators. 

^On page 70 we will give definitions of a product and ultraproduct of so-called 
matrices, of which the product and ultraproduct of algebras are special cases. 
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Theorem 0.19 (G. Birkhoff [2]) Let K, be a class of A-algebras, for some fixed lan

guage A. Then the following are equivalent: 

(i) K. is equational. 

(ii) K. is a variety. 

(iii) HSP{K) C K., i.e., K. is closed under the operator HSP. 

(iv) HSP{]C) = JC. 

Theorem 0.20 (A. Malcev [29]) Let K, be a class of A-algebras, for some fixed alge

braic language A. Then the following are equivalent. 

(i) tC is quasi-equational. 

(ii) IC is a quasivariety. 

(iii) ISPPu{fC) Q K., i.e., fC is closed under the operator ISPPu-

(iv) I C  =  I S P P u i J C ) .  

Definition 0.21 Let K, be some class of A-algebras. The variety (quasivariety) 

generated by K. is the smallest (with respect to inclusion) variety (resp. quasivari

ety) including K. If fC is a finite set of finite algebras then the variety (quasivariety) 

generated by fC is called finitely generated. 

Proposition 0.22 A variety V is finitely generated iff it is generated by a single 

finite algebra. 
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Proof. A variety generated by one finite algebra is finitely generated by definition. 

Conversely, if a finite set K of finite algebras generates V, then also the product 

of all algebras of K generates V. For by definition, this product is in V and conversely, 

each algebra of /C is a homomorphic image of H ̂  a^nd therefore is in every variety 

containing K. Now the product of a finite number of finite algebras is finite, hence 

V is generated by a single finite algebra. • A class K. of algebras is locally finite if 

every finitely generated member of tC is finite. It follows from the universal mapping 

property that a quasivariety Q is locally finite iff every free matrix on finitely many 

generators is finite. 

Theorem 0.23 ([7, Theorem 10.16.]) A finitely generated variety is locally finite. 

Corollary 0.24 A finitely generated quasivariety is locally finite. 

Proof. Let /C be a finite set of finite algebras. The quasivariety generated by IC is 

included in the variety generated by K.. The latter is locally finite by the previous 

theorem. Hence the former is also locally finite, as local finitness is preserved by 

subclasses. • 

The following corollary follows directly from Theorems 0.19 and 0.20. 

Corollary 0.25 Let h be an algebraic language. Let K. be some class of A-algebras. 

The variety and quasivariety generated byK. are, respectively, HSP[K.) and ISPPii[K.) 

Definition 0.26 An algebra A is subdirectly irreducible if the set Co(A)\{id^} 

ordered by inclusion contains a smallest element. The class of all subdirectly irre

ducible members of K. is denoted by fCsi-
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Theorem 0.27 (G. BirkhofF) Every algebra A is isomorphic to a subdirect product 

of subdirectly irreducible algebras that are homomorphic images of A. 

For a class /C of algebras of the same type let 

•Psd(^) := {a : a is a subdirect product of a family A C IC}. 

Thus Theorem 0.27 says that A G PSDH{A). 

Corollary 0.28 Let K be a class of algebras of the same type. Then HSP{1C) = 

HSP[Ksi). 

Corollary 0.29 A quasivariety is determined by its subdirectly irreducible members, 

i.e., if K. and C are quasivarieties, then 

iJC)si = {C)si => /C = £. 

Wc also h.avc versions of the abcvc theorems for (^liasi-varieties. 

Definition 0.30 Let Q be a quasivariety and let A Q. A congruence 0 on A is 

called relative to Q if A/0 6 Q- The set of all congruences on A that are relative 

to Q is denoted by Co{Q)A. 

Proposition 0.31 For every quasivariety Q and A E Q, the set Co{Q)A ordered by 

inclusion forms a lattice. 

The lattice of congruences of A relative to Q will be denoted by COQA. 
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Definition 0.32 The algebra A is subdirectly irreducible relatively to Q if 

the lattice COQA has the smallest nonempty element. The set of all algebras in Q 

that are subdirectly irreducible relative to Q is denoted by QQSI- Given a class K. of 

algebras, an algebra A is called subdirectly irreducible relative to K if it is subdirectly 

irreducible relative to ISPPu{}C)- By ICRSI we denote the class of all algebras that 

are subdirectly irreducible relative to K. 

Notice that KRSI Q QI^C). 

Theorem 0.33 Let Q be a quasivariety. Then every algebra A. ^ Q is isomorphic 

to a subdirect product of subdirectly irrediicible algebras relative to Q that are homo-

morphic images of A. 

Corollary 0.34 Let K. be a class of algebras of the same type. Then 

ISPPuifC) = ISPPuifCRsi). 

Corollary 0.35 A quasivariety is determined by its relatively subdirectly irreducible 

1 ' ' r 1 ' t' tj 
nlcnlOCrS, i .e. ,  i j  /v^ (1110. CLVt (lU(i6lV(iVctitt i>j i i l tU 

{IC)RSI — {C)RSI ̂  K. — C, 

Definition 0.36 Let fC be a class of h.-algebras and let A be a \-algehra generated 

by some set X of cardinality a. Then A is called a free algebra over /C in a 

generators if A E IC and it has the universal mapping property over X with respect 

to K. (see Definition 0.10). 

By Theorem 0.11, if A and B are both free algebras with a generators for a class 

/C, then they must be isomorphic. The symbol FA;(a) denotes a free algebra over K. in 
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a generators-it is unique up to isomorphism. For a class closed under isomorphisms 

the statement "FA:(a) G fC" means that any one, and therefore all, free algebras in 

a generators for K. are in fC. 

Theorem 0.37 (BirkhofF [2]) I f J C  i s  a  q u a s i v a r i e t y ,  t h e n  f o r  e v e r y  c a r d i n a l  n u m b e r  

a  >  0 ,  F x ; ( q : )  6  K . .  M o r e o v e r ,  f o r  a n y  c l a s s  K  o f  a l g e b r a s ,  K  €  I S s o i f C ) .  

Theorem 0.38 If tC is a variety then the free algebra over K on u generators gen

erates K., i.e., 

K .  = H S P { Y M ) .  

Let A be an algebraic language and consider the class of all A-algebras. This 

class is equational, for it is the class of models of the empty set of equalities. Thus 

it has a free algebra and it is easy to see that the free algebras over this class are 

exactly the term algebras. 

Corollary 0.39 (BirkhofF [2]) Let K be a class of algebras, let V be the variety gen

erated by , and let F be the free algebra m on uJ getierators. i Itcu 

l d { ) C )  = Id(l/) = Id(F). 

0.3 First-order languages and structures 

Definition 0.40 A relational language is a pair K = ( I<!, p) consisting of a set 

li' of relation or predicate symbols and a function p assigning to every relation 

symbol R E K a natural number p{R) called its arity. 



We identify the set K of the relation symbols of K' with the language K. 

For a large part of the paper we will be concerned with the structures which are 

both models of some relational language K and of some algebraic language A. We 

will use the convention, that A always denotes an algebraic language, so whenever 

we say "language A" it should be clear that we speak about an algebraic language. 

Definition 0.41 A first-order language is a •pair (A, A'}, where K is a relational 

language and A is an algebraic language. Alternatively, a first-order language can 

be viewed as a triple (A, K,p), where A and K are disjoint sets of symbols and 

/9 ; A U A' ^ N. The elements of A are called operation symbols, the elements of 

K are called predicate symbols and p is called arity. 

Notice, that an algebraic language A can be considered as a first-order language with 

K = 0 and a relational language K is a first-order language with A = 0. 

Definition 0.42 An atomic formula of a first-order language (A, K) is an ex

pression of the form R{t\..... ) . where R G K is n-ary and ti...., /_ are terms. .4 

conjunction of atomic formulas is an expression of the form where for 

each i G I, is an atomic formula. A Horn formula is a first-order formula of 

the form 

ip (0.2) 
t<m 

where m is some natural number and ipi and ip are atomic formulas. The atomic 

formulas are called premisses and the atomic formxila is called the conclusion 

of the Horn formula (0.2). A Horn formula preceded with a universal quantifier is 

called a universal Horn formula. 
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By analogy with quasi-equations we will also refer to the universal Horn formulas 

as quasi-formulas (for example see Definition 2.7 (ii))- If A" = : i G /}, then 

the conjunction /\i^i^pi can also be written as f\X. Let be an atomic formula. 

Then according to the above definition, there is an /? € K and a sequence of terms 

ii, • • • itpiR), such that 9 = ..., i„). The set Ui<nVar(ii) is called the set of 

variables of (p and is denoted by Var(<,?). The notation ..., x„) assumes that 

Var((f) C {xi,..., Xji}. For a conjunction xj) = /\;g;9; of atomic formulas, = 

lj,g; Var(</?j). For a Horn formula if; = Aiel'Pi 'r'l Var(^) = Var((^j) U Var(<^). 

Definition 0.43 A structure of the first order language (A, K) is a triple 21 = 

{A,P,F), such that {A,F) is a A-algebra and 

P C  [ ]  A'^^l 
He K 

A A'-matrix is a structure for (A, K), for some A, 

We will always use capital gothic letters to denote models of first-order languages. 

The structure from Definition 0.43 can be identified with (A, : R £ K), where 

A is the algebra {A, F). This algebra is called the underlying algebra of 21. The reason 

for calling it a (A, /i )-matrix will be made clear in Part I, Chapter 2. We will always 

use the convention that if a gothic letter denotes a structure of a first order language, 

then the corresponding Roman boldface capital letter denotes its underlying algebra 

and, as we already said, the ordinary Roman capital letter denotes the underlying 

set. 

Definition 0.44 Let (A, K) be a first-order language and let 2t 6e a structure for 

( . ^ , A ' ) .  L e t . . .  , X n )  =  R { t { x i , . . .  , X n ) )  b c  a n  a t o T u i c  f o r m u l a ;  I c t  . . . . ,  i f n  b e  
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atomic formulas in variables xj,... ,x„. Let Ci,... ,a„ 6 A and let v be a valuation 

such that v{xi) = ai, for i = 1,... ,n. 

(i) The valuation v satisfies (p if , a„) G R^. 

(ii) We say that 21 satisfies ip, and write ^\= ip, if for every choice a = (ai, . . . ,  a„} 

of elements of A, t-^{a) 6 R^-

(iii) The valuation v satisfies Ai<mfi! symbols 21 j= if for every 

i < m, V satisfies ipi. 

(iv) 21 satisfies if for every valuation u, 21 j= f\i<m• 

(v) The valuation v satisfies the Horn formula Ai<m ^ if either 21 [= 

((5(ai,... ,a„) or, for some i < m, 21 ^ ... ,a„). We writer j= (Az<m ^ 

(^)(u) in this case. 

(vi) 21 satisfies Ai<m^ 21 |= 'p! if for every valuation v, %\= 

(A,<m 'pi —^ !'"• ihis case we write 21 |= (Av<m ^)-

Atomic formulas will be denoted by small greek letters. A universal Horn theory is 

a set of universal Horn formulas that is closed under ordinary rules of the first order 

classical logic. 

Definition 0.45 Let K. be a class of structures of a first-order language and let $ 

be a set of formulas which are built from the set of atomic formulas by means of 

the standard connectives V,A,—>,-• and quantifiers V, 3. We say that the class K, 

satisfies $ and write K. \= ^ if every element 21 € /C satisfies every formula p E 
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The class K. is axiomatized by ^ z/ [= $ and for every formula tp such that 

K. \= if, if can be derived from $ by means of ordinary first order classical logic. 

In this subsection we assume the reader's familiarity with basic first-order logic; 

in particular with the notion of a first-order formula and satisfaction. Roughly 

speaking, a first-order formula is a formula constructed from atomic formulas by 

means of the connectives A, V, —> and quantifiers in certain standard way. 

Definition 0.46 Let (A, A") be a language and let K be a class of structures for this 

language. We say that )C is elementary if there is a set of first-order formulas $ 

such that /C = {21 : 21 1= fC is strictly elementary if the set $ can be found 

finite. 

0.4 Lattice theoretical preliminaries 

Here we review some basic facts and definitions concerning lattices. Proof of 

these facts can be found, for example, in [7]. 

A partial ordering on a set L, such that every pair a, b of elements of L has an 

infimum a A b and a supremum a V 6 in L with respect to this ordering, is called 

a lattice ordering on L. Equivalently, a partial ordering < is a lattice ordering iff 

every finite set of elements ci,... ,a„ of elements of L has an infimum A"=i O; and 

supremum V"=i ('•i with respect to <. If there is a lattice ordering on a set L. then the 

algebra (L, V, A) is called a lattice. A lattice is complete if the suprema and infima 

exist for sets of arbitrary cardinality. An element a of a complete lattice L is compact 

if, for every set {a,- : z G /} C L, a = Vie/ Oi => a = VieJ ^r some finite subset J 

of I. A lattice L is algebraic, if every element of L is a supremum (possibly infinite) 

of some family of compact elements. 
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Definition 0.47 A subset {a^ : z £ /} of a lattice L, where I is some set, is called 

d i r e c t e d  i f  f o r  a l l  i , j  G  I  t h e r e  i s  k  E  I  s u c h  t h a t  a i  V  a j  <  a k -

Definition 0.48 Let Li,L2 be two lattices and let f : Li ^ L2 be a function (not 

necessary a homomorphism). Then we say that f is continuous if for every set I 

of indices and every directed subset {ai : i G /} of L\, 

Let A be an algebra and let Co(A) be the set of all congruences on A. Then the 

relation C on Co(A) is a lattice ordering. With respect to inclusion, the infimum of 

two congruences is their intersection and their supremum is the congruence generated 

by OUip. Thus Co(A) with these operations forms a lattice which we denote by Co A. 

It is well known that CoA is a complete algebraic lattice, whose compact elements 

are exactly the finitely generated congruences on A. 

Let L be a lattice and let a £ L. Then the set {6 G L : a < 6} is denoted by [a). 

Proposition 0.49 Let A be a set. Let L be a lattice of subsets of A ordered by 

i n c l u s i o n  a n d  l e t  { a ;  :  i  E  1 }  b e  a  d i r e c t e d  s u b s e t  o f  L .  T h e n  =  U v c / O ; .  

Definition 0.50 A lattice L is distributive if it satisfies the following condition 

/(V = V 
:'G/ ie/ 

X V (7/  A = (x V y) A (x V z) (0.3) 

or. equivalently, 

X  A  { y  y  z )  =  ( x  A  y )  \ /  { x  A  ̂ ) .  (0.4) 
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Lemma 0.51 A lattice (X, A, V) is distributive iff for every finite family ai,. . . ,  g„ ,  

bi.... ,bm of elements of L 

n m n m 

\ J  a i r \ \ J  h j  < \ j  \ J  a i r \  b j .  
i=l j = l ! = 1 j=l 

A class K. of A-algebras such that for every A 6 /C, Co( A) is distributive is called 

congruence distributive. 
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PART I. 

DEDUCTIVE SYSTEMS 
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CHAPTER 1. INTRODUCTION 

Mathematical logic can be viewed as a study of deductive systems. Originally, 

only one deductive system was considered, namely the deductive system of the clas

sical logic. In the first part of this century, the interest of logicians was captured also 

by the new, so-called, non-classical deductive systems. These deductive systems were 

at first studied only at the level of propositions (propositional deductive systems) 

and in fact the investigations focused at first on the propositional theories rather 

than on deductive systems. A theory is a set of propositions (that are "true" in some 

interpretation), while the deductive system can be identified with a set of rules that 

we are allowed to use in order to make "correct" deductions. Gradually, attention 

turned to the study of the "deductive apparatus" used to obtain the theorems of a 

given deductive system; this deductive apparatus can be formalized as a set of rules, 

or as a deductive system}. 

Many deductive systems have been studied separately and many of them have 

interesting applications. They have, however, many common properties that can 

be formalized 2.nd studied jointly. The first to resilize this were J. Luks,sie\vicz 2,rid 

A. Tarski and their Lwow-Warsaw School of Logic. The most recent summary of 

results in the area of deductive systems can be found in [59]. 

'In A. Tarski's early work these notions of deductive system and theory are 
reversed. 
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We put the words "true" and "correct" above in quotation marks, for according 

to the key observation of Tarski, the truth of a proposition is always relativized to a 

class of (intended) models, or equivalently (intended) interpretations. A model of a 

deductive system is an algebra with a special subset of designated elements. Elements 

of the designated subset are called designated elements and are interpreted as "true". 

For example, the two-element Boolean algebra ({0,1}, V, A, —)•,-i) with {1} as the 

designated subset is a model of the classical deductive system. We can see in this 

example why a model is an algebra and not a set—we must be able to interpret logical 

operations. Thus with every deductive system we can associate a class of models, 

called the semantics of the deductive system. Properties of a deductive system are 

reflected in its semantics and vice versa and hence the semantical methods have been 

useful in investigation of the deductive systems. 

A deductive system and its corresponding semantics of a somewhat different 

type have been used in algebra. The role of formulas is played here by equations 

and the role of inference rules by quasi-equations. Equations do not correspond to 

elemeni.s, nut rather to pairs of elements of an algebra and, therefore, we have a 

designated relation rather than a set of designated elements. In the special system 

that we have in mind, such a relation is called a congruence relation. Thus a model 

of the deductive system of algebra consists of an algebra A and a congruence relation 

on A. 

The first systematic investigation of these two systems in a common framework 

can be found in Blok and Pigozzi [4]. They introduced the concept of k-deductive sys

tem. in which the notions of formula and equation are simultaneously generalized to 

that of ^--formulas. It is convenient in this context to identify terms and formulas. A 
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formula is a ^-sequence (^i,..., t k )  of terms. An example of a Ar-formula, for k  =  2  

is an equation, and for A- = 1, a formula. The historical notion of a deductive system 

can be identified with that of a 1-deductive system in this context. Blok and Pigozzi 

also remark that the formalism of a fc-deductive system is equivalent to the formalism 

of universal Horn logic with one predicate symbol and they mention the possibility 

of generalizing their theory to universal Horn theories with an arbitrary number of 

predicate symbols- what we call here K-deductive systems. If u universal Horn theory-

has only finitely many predicate symbols, then the A'-deductive system is called also 

a /c-deductive system.) Blok and Pigozzi obtain, among others, many interesting 

results on the semantics of the A:-deductive systems and remark that many of these 

results can be carried over to the more general case of A'-deductive systems. They 

also characterize the A:-deductive systems for which the semantical results parallel 

the results of universal algebra. 

Gentzen style deductive systems have also played an important role in the study 

of logical systems and can be put in the same framework. Here the role of formulas is 

played by scqitcrds, v.-hcrc a sequent can be identified v.-ith a finite scqucnce of terms 

(formulas). In the terminology of [3], a sequent of length k can be viewed as a k-

term, and in the same way that a k-term (ii,..., t^) corresponds to an atomic formula 

.., tk) of universal Horn logic with one predicate, a sequent can be viewed as 

an atomic formula of the universal Horn logic with infinitely many predicate symbols, 

Dk, one for each natural number k. 

Thus we see that ^-deductive systems, universal Horn logic and Gentzen systems 

can all be treated as special cases of the same general concept, that of A'-deductive 

systems which we introduce in Chapter 2. The work presented in Part I was inspired 
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by the results of [3, 5, 4, 6]on algebraizable and protoalgebraic A:-deductive systems. 

We start by redefining the concepts of [4] in the more general context of A'-de-

ductive system. Most of the facts can be carried over from [4] without difficulties but 

we present some of the proofs for completeness. 

We then turn in Chapter 2 to the generalization of the concept of the protoal

gebraic logic. Roughly speaking, a logic, or more properly a deductive system, is 

protoalgebraic if the so-called Leibniz operator (see General introduction or Defini

tion 2.40) defined for models of this system is monotone. The algebraic methods can 

be modified to apply to the semantics of protoalgebraic deductive systems. Here, 

we first observe that for K-deductive systems the concept can be relativized in two 

different ways and then we prove a theorem characterizing these relativized concepts 

along the lines of the characterization of protoalgebraic 1-deductive systems in [4, 

Theorem 13.2]. In fact, [4, Theorem 13.2] claims a characterization of protoalge

braic A:-deductive systems, but the proof for A: > 1 contains a gap and the theorem is 

false (see Chapter 3 for a counterexample). We also relativize this characterization 

4'^^ O K A .,r q., i .-jI XV^i. pCA.1. 1 OJ jI c CtlAU. Ct A.. /AO UtllCi ICdUlLd Ui |'±. OCC. 1 Oj 

depend on Theorem 13.2 of [4], we reformulate this theorem and also consider its 

relativized version in Chapter 3. 

The results of Chapter 3 apply to Gentzen systems. However, for all Gentzen 

systems studied in the literature, a much better characterization of protoalgebraicity 

can be given than the one that follows from Chapter 3. Namely, Theorem 3.10 

implies that a Gentzen system is protoalgebraic if there is a family of finite sets of 

sequents, called equivalence sequents, with some special properties. However, all the 

systems arising naturally from different calculi are protoalgebraic and the system of 



33 

equivalence sequents is much simpler: it is not only a family of finite sets but in fact 

just one finite set. In chapter 4 we study some syntactical conditions on the Gentzen 

systems that allow us to conclude that if a system is protoalgebraic then the system 

of equivalence connectives is finite. 

Chapter 5 is devoted to the concept and properties of equivalent deductive sys

tems over different predicate languages. Roughly speaking, two systems are equiv

alent if there are mutual translations that translate formulas of one language into 

another in such a way that an inference is valid in one system iff its tanslation is 

valid in the other. For example, consider the 1-deductive system of classical senten

tial logic and the 2-deductive equational system whose models are exactly Boolean 

algebras. Then it can be easily seen (see for example page 143) that these two sys

tems are equivalent. The class of Boolean algebras is called the algebraic semantics 

of the deductive system of classical logic. In general, a A'-deductive system is called 

algebraizable if there is some quasivariety of algebras such that S is equivalent to the 

2-deductive system whose models are exactly the algebras of this quasivariety. The 

11V1.1011 VI cLigjCuiaiZ/auic i-vicuucbivc was iiitiuuuCcCi ill [0\ aiiu tiic geiieicii 

concept of equivalence between a k- and an /-deductive system in [6]. It was proved 

in [6] that two systems are equivalent iff there is an isomorphism between their lattices 

of theories that commutes with substitutions. This theorem has as its special case 

Theorem 3.7. of [5]. On the other hand, a deep Theorem 4.2 of [5] that characterizes 

algebraizable 1-deductive systems in terms of injectivity and continuity of the Leibniz 

operator, does not have an analogue for the equivalence of A:-deductive systems. We 

show, however, that this theorem can also be generalized, although its generalization 

is more limited than the generalization of [5, Theorem 3.7.]. To this end we introduce 
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the notion of a "BirkhofF-like A'-deductive system" and the notion of "compatibility 

relations". We then prove that if Si is an arbitrary A'l-deductive system and S2 is 

a BirkhofF-like A'2-deductive system, then these systems are equivalent iff a certain 

operator associated with the systems and the compatibility relations C is injective 

and continuous (Theorem 5.19). This single theorem allows one to prove not only 

the characterizations of algebraizable /:-deductive systems and Gentzen systems, but 

also certain deductive systems with the connectives that behave like implication. In 

the next chapter, Chapter 6, we make use of this criterion to discuss the problem of 

properly defining the notion of a system of implication connectives in a 1-deductive 

system. In the future this work may be carried over to A:-deductive systems and 

Gentzen systems. 
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CHAPTER 2. PRELIMINARIES ON /^-DEDUCTIVE SYSTEMS 

2.1 Introduction 

The key concept of this thesis, that of a A'-deductive system and also the con

cept of a /v-consequence, generalize the standard notions of consequence operator 

and deductive system defined, for example, in [59, page 22]. The standard notions 

correspond in our formalization to 1-consequence and 1-deductive system. The first 

step of this generalization was done in [4], where the A:-deductive systems were intro

duced and studied. It was anticipated there that the formalism and a large part of 

the theory can be extended to universal Horn logic. The formalism of a;-deductive 

system was proposed by Pigozzi [41] and that of more general Gentzen systems of 

su-called type («, p) by Rebagliato and Verdu [50]. The notions of a K-deduciive 

system, a;-deductive system and a Gentzen system of type (o,,/?) are special cases of 

the notion of a /\-deductive system, which we define in Section *2.2. This notion is 

equivalent to the notion of universal Horn logic (possibly without equality). We have 

chosen the name "A'-deductive system" to stress the origin and applications of this 

work for deductive systems of various kinds. The A'-deductive system have been also 

studied in [11], where some results of this chapter (and also of Chapter 2, Part II) 

were independently obtained. We discuss examples of A'-deductive systems in Sec

tion 2.3 and define second-order-deductive systems in Section 2.4. Basic semantics 
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of a A'-deductive system is introduced in Section 2.5. The Leibniz operator, defined 

in Section 2.6, serves to define reduced matrix semantics (Section 2.7) and protoal-

gebraicity (Section 2.8). A few first results illustrating the claim that the reduced 

semantics of protoalgebraic A'-deductive systems parallels the algebraic semantics of 

quasi-equational logic are given in Section 2.8. In a later parts of the dissertation, 

(Part I, Chapter 3 and especially Part II, Chapter II) the semantics of protoalgebraic 

A'-deductive systems is discussed in more detail. 

Leibniz operator, reduced semantics and protoalgebraic deductive systems were 

introduced in [3] and developed in [4] for 1- and k- deductive systems, respectively 

(1- and fc-deductive systems are defined in Definitions 2.18 and 2.17). Almost all 

material presented in this Chapter is a straightforward modification of the content 

of [4, Sections 1-8] and much of it has already appeared in the independent work of 

R. Elgueta in [11]. 

2.2 Basic definitions 

Let A be an arbitrary but fixed algebraic language. 

Definition 2.1 Let K := { K,p) be some relational language. Recall that Te and Te 

denote respectively the set and the algebra of A-ierm5. Let FmK := 

Thus a, typical K-term. is of the forrn. {R.t^ = (^i, • • •, ̂ ^(/?))), or simply [R.t). 

where R G K and t = (ij,..., G Te'''^^ The elements o/FmK are called 

A-terms or A'-formulas. We will identify a K-term {R,i) with the {k, K)-atomic 

f o r m u l a  R { i )  a n d  w r i t e  t h i s  a s  { R ,  ( < i , . . . ,  i p ( i ? ) ) )  o r  m o r e  s i m p l y ,  R { t ) .  
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We will usually denote the A'-terms by small Greek letters (/J, V*, If K consists of 

only one predicate symbol, D, with p { D )  =  1, then the elements of FmK are of the 

form D{t), where i is a term. Thus FmK can be identified with Te in this case, which 

motivates the name A'-term. The alternative name "A'-formula" is partly motivated 

by those cases where the language A is a set of connectives of some concrete logic, 

say A = {V, A, —>}. The terms of this language are traditionally called formulas of 

A, or, in the algebraic setting, terms of A. Both words will be used here. 

If K consists of one binary predicate symbol, then the elements of FmK are 

identified with pairs of terms. If this unique predicate symbol is the equality symbol 

«, then the elements of FmK are called equations. 

If K has one predicate symbol R which is, say, k-axy for some integer fc, FmK 

can be identified with Te'', i.e., sequences Such sequences are called k-

formulas ([4]). Thus terms are l-formulas and equations can be viewed as '2-formulas. 

If K is finite, the elements of FmK are called k-formulas, where k — {kpi : R E 

K) is the finite sequence of arities of the symbols of R, i.e., kp, = p{R). Hence a 

typical ^r-formuia is of the form R{ti,..., where {ti,..is an .t;t-formuia; 

it may be identified with a universally quantified atomic formula of some first-order 

language with finitely many predicate symbols. 

Finally, in the special case that for every n = 1,2,... there is exactly one n-

ary predicate symbol, say in K, the coproduct FmK = becomes 

the disjointed union LJ„>oTe", which we identify with lJ„>o 'I-'e". The elements of 

this union are called a;-formulas. Thus a typical u;-formula is a non-empty sequence 

(ii,.... in) of terms. If this sequence is written in the form ii,..., tn-i —> tn then we 

call it a {A-)sequent. 
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Definition 2.2 Let X be a set, < a partial ordering on X and let f : X X. Then 

f is 

• idempotent if for all a G X, f{f{a)) = f{a) 

• monotone if for all a,b E X, 

a < b  f { a )  <  f { b ) ,  and 

• increasing with respect to < if for all a E X, a < f{a). 

Definition 2.3 Let A be a set. A function C : ^^{A) —> ihat is idempotent, 

monotone and increasing with respect to inclusion is called a closure operator. 

Topological closure or the function assigning to a subset X of some algebra A the 

universe of the subalgebra of A generated by X are closure operators. Definition 2.5, 

page 38, provides another example. 

Definition 2.4 A closure operator C on A is 

1. algebraic orfinitary if for all X Q A, 

C { X ) C  U Cn(F). (2.1) 
Y C V ^ X  

2. A closure operator C on FmK is called structural if for every substitution cr 

and every X C FmK,. 

CT(C(X)) C C(<T(A')). (2.2) 

Definition 2.5 Let (.\, A') be a first-order language. An algebraic and structural 

closurc operator Cn on FmK is called a (A, A')-consequence operator. 
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Usually, when it does not lead to a misunderstanding, we will drop one or both 

prefixes A and K. Let us mention that other authors often mean by "consequence 

operator" just the closure operator on the set of formulas of the appropriate deductive 

system and then consider "finitary and structural consequence operators". 

Thus in addition to (2.1) and (2.2) a consequence operator has the following 

properties, for all X, Y C FmK: 

X C Y  ̂  C n { X )  C Cn(y'), (2.3) 

X C Cn(X) and (2.4) 

CnCn(X) C Cn(X). (2.5) 

Definition 2.6 A triple {A, K,Cns), where (A, A') is a first-order language and Cn5 

is a {A, K)-closure operator is called a (A, A')-deductive system or simply a K-

deductive system when A is known from the context or is left unspecified. The 

subscript S on Cn5 will be omitted when S is clear from the context. 

For a given A'-deductive system S as above, the consequence operator determines 

the consequence relation, i.e., the relation C 7'(FmK) x FmK defined by {X,tp) 6 

H5 iff ip c Cn(A'). We write X \-s ^ for {X,<^) G l~5. Thus the conditions (2.3)-(2.5) 

translate into the following conditions in terms of I-5: 

M ^ ̂  \r  ^ \ s iiiipiicS) rs 

X t-5 ip for every ip £ X (2.7) 

If X 1-5 ip and Y I-5 tb, for all xl) G A', then Y ip. (2-S) 
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and the conditions (2.1)-(2.2) 

X 1-5 ip implies F I-5 for some finite Y C X (2.9) 

X 1-5 implies aX I-5 acp for every substitution a. (2.10) 

The consequence operator Cns and the consequence relation I-5 are interderiv-

able and can be used interchangeably. Thus <5 is often expressed in the form (A, A', I - 5 ) .  

If S is defined by Cn we write Hcn for S. 

Definition 2.7 Let (A, K) be a first-order language. 

(i) A  p a i r r  =  { X , i p )  6 'P(FmK)xFmK, with X finite, will be called a (A,/\)-rule. 

The elements of the set X are called the premisses of r and tp its conclusion. 
X 

A rule r can also be written in the form —. 

(ii) A (A, /\ )-sequent is an expression of the form (^1,. . . ,  w h e r e  , . . . ,  

and ip are K-formulas. 

(iii) A (A, /\ )-quasi-formula is an expresi^ion of the. form ipi A.. . A<pn where 

n E N and <^1,... K-formulas. 

In any of the expressions (ii) - (iii), the formulas ipi are called premisses and the 

formula (p is called the conclusion. If A is known from the context or is unspecified 

we simply say A'-rule, A'-sequent, A'-quasi-formula. 

The three terms defined above have been used in the literature in different con

texts: the rules are traditionally associated with deductive system, the sequents with 

Gentzen systems and the quasi-formulas with the Horn logic. A sequent differs from 

a rule only in the fact that the premisses are ordered and the difference between 
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a sequent and quasi-formula lies only in the presence or absence of the symbol A 

between the premisses. In many (although not all) situations these diflFerences are 

inessential and the three notions can be identified in these ceises. One of our goals is 

to study all the three areas in the common framework and the above definition is a 

good illustration how this can be done. 

Definition 2.8 A rule of the form is called axiomatic or simply an axiom. 

We will identify an axiom (0,(^) with its conclusion ip. 

Definition 2.9 A {A.,K)-rule r = {X,ip) is called an inference rule or a derived 

rule of a K)-deductive system S, if X i-5 The set of all inference rules of S 

will be denoted by Tg or by Fcn if Cn = Cn5. 

Every set F of rules determines a consequence operator Cnp, and therefore a K-

deductive system Sr = (A, A', Cnp), in such a way that for any deductive system S. 

Cnr^ = Cn5. To see this let F be a set of rules and let the relation l-p be recursively 

defined as follows. For a set X of A'-formulas and a A'-formula ip let Xh^ip if and 

only if 

1. G X or 

2. there is a set Z C FmK, a substitution a and a A'-formula •0 such thai, 

m rr( fly's — / n " ^ \ Y J -r ^ 

•  { Z .  t p )  £  T  and 

• for every ^ E Z, Xl-rcr(^). 
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It is easy to show that this relation is the smallest relation h C 7^(FmK) x FmK 

satisfying (2.6), (2.7), (2.8) and (2.10) and such that F C h. Also, since the set of 

premisses of every rule is finite by definition, it is not difficult to see that hp must 

also satisfy (2.9). Thus it is a consequence relation. 

Definition 2.10 Let V ht a set of K-rules. The smallest consequence relation such 

that F C h is called the consequence relation determined by F. The associated 

consequence operator is called the consequence operator determined by F and 

is denoted by Cnp. 

Notice that for a given consequence operator Cn, hcn satisfies (2.6), (2.7), (2.8) 

and (2.10) and therefore the smallest consequence relation containing Fcn is equal to 

Fcn, i.e., I~rcn = Tcn =^"5, where S = (A,A', Cn). Therefore Cnr^^ = Cn. 

Definition 2.11 A  r u l e  { X ^ ^ p )  G Hp is called a secondary or derived rule of 

Cnp. 

When we also say that is derivable from X by means of rules in F. 

Definition 2.12 A proof or a derivation of from the set o/premisses X by 

means of the rules o/F is a sequence Tj, ..., r„. = of K-terms such that for every 

i = 1,... n — 1, either Ti ^ X or there is a substitution a and a rule {Y. xh) S F, such 

t h a t  T i  =  G t j j  a n d ,  f o r  e v e r y  " f  EY ,  t h e r e  i s  a j  =  l , . . . , i  —  I  s u c h  t h a t  a - f  =  t j .  

Note that rj must either be an element of X or a substitution instance of the con

clusion of an axiomatic rule from F. 

Note also, that Xhr ip if there is a proof of ip from some finite subset Y of X by 

means of F. 
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Given a deductive system S and a set of rules F we can consider a consequence 

operator Cn5,r determined by F U F5. The deductive system <Sr = (A,Cn5,r) 's 

called an extension of S by F. An extension is called axiomatic if all the rules in F 

are axiomatic. 

Definition 2.13 (compare vi^ith, e.g., [8, 63]) Let S = (A,Cn5) and TZ = (A,Cn7c) 

be two K-deductive systems. 

1. If for some set F of rules Cn-^ = Cn^j, then F is called a basis of TZ over S, 

or relative to S, and we say that IZ is based over S by T . If Cn = Cn5,r 

then we say that F is a basis of Cn over or relative to the A'-deductive 

system TZ. 

2. If CriTz = Cnr then F is called a basis of TZ and TZ is based by F. A basis of 

a consequence operator Cn5 is the basis of the system S. 

3. A K-deductive system TZ and the consequence operator Cn-Ri are called finitely 

based (possibly over S) if there is a finite set F of rules such that F is a basis 

o f  T Z  ( o v e r  S ) .  

Observe, that a set F of rules is a basis of TZ iff it is a basis of TZ relative to the 

system S based by the empty set of rules. 

Definition 2.14 Given a K-deductive system S, an 5-theory is a set of K-terms 

closed under Cn^. The set of all S-theories is denoted by Th5 or Thr, where F is a 

set of rules such that Cns = Cnp. 

A set X such that T = Cn5(A'') is called the set of generators ofT and we say 

that T is generated by X. If X is finite, we say that T is finitely generated. For 
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a given deductive system S, the set of all «S-theories ordered by inclusion forms an 

algebraic lattice, the compact elements of which are the finitely generated theories. 

The smallest element of the lattice Th5 is the theory Cn5(0) generated by the empty 

set. The elements of Cn5(0) are called theorems of S. 

One of the most often asked questions about a logical theory or a deductive 

system is the problem of finitely axiomatizing or finding a finite basis. As Wojtylak 

points out in [61] the word "axiomatize" had different meaning for different authors. 

Part (iii) of the definition below was proposed essentially by him ([61]). 

Definition 2.15 Let S = (A,Cn5) be a K-deductive system. 

(i) Let T be an S-theory. A basis of T over S is a set E of I{-terms such that 

T = Cn5(£'). If E is a basis ofT over S then we say that T is based by E 

over S. If E is finite, we say that T is finitely based by E over S. 

(ii) Let T be an S-theory. An axiomatization of T over S is a set T of {A,K)-

rules such that T = Cn5j(0). In this case we also say that T is axiomatized 

by r over S and ifT can is finite, thai T is nniteiy axiomatized by F over 

S. T is finitely axiomatizable over S if it is finitely axiomatized by some 

finite r over S. 

(iii) Let T be an S-theory. An cixiomatization of T is the axiomatization of T 

relative to the deductive system determined by the empty set of rules. In this 

case we also say that T is axiomatized by F and if F can be chosen finite, 

that T is finitely axiomatized by F. T is finitely axiomatizable if it is 

axiomatized by some finite F. 
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Notice that a "basis of a deductive system «S" (Definition 2.13) is different from 

a "basis of the theorems of S over 5". The first is a set of rules, the second is a set 

of K-formulas. The first allows to derive all rules of while the second allows to 

derive all theorems of <S, by means of the rules of S. 

Every basis F for the consequence operator Cn is also an axiomatization for the 

set Cn5(0) of all theorems of S. Thus if Cn5 is finitely based, then Cn5(0) is finitely 

axiomatized. Also, if T is an <S-theory and S is finitely based, then if T is finitely 

based over S, then also T is finitely axiomatized. Clearly, every consequence operator 

has some basis and every <S-theory has some basis over S and some axiomatization. 

But these bases and axiomatization don't need to be finite. 

2.3 Examples 

A A'-deductive system S corresponds to a universal Horn theory as follows. With 

each A'-formula R{t{x)) of 5, where x is a sequence of variables, we associate the 

universal sentence Vx-R(f(x)); and with every rule {X,<p), where X = {i?,(<'(x)) : 

i = i,...,n} and (p = /t(t(x)) for some sequences of terms i = l,...,n., we 

associate the universal Horn formula Vx Akti > R{t{x)). Let be the 

universal Horn theory axiomatized by the sentences associated with all the logical 

axioms and rules of S. Then a rule r = (V, ip) is a derived rule of S iff the universal 

Horn formula associated with r is a theorem of J-. 

Definition 2.16 Let K be a finite set. Let k := {kp^ji) : R G K } .  T h e n  a  K - d e d u c 

tive system is called a /:-deductive system. 
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A ^-deductive system 5 corresponds to a universal Horn theory with finitely many 

predicates. The term "^-deductive" has been chosen for its connection with the 

systems considered in the next definition. 

Definition 2.17 ([4]) Let k be a natural number and let K consist of only one, k-ary 

predicate symbol. Then a K-deductive system is called ^-deductive. 

The concept of a fc-deductive system was motivated on one hand by 1-deductive 

systems (Definition 2.18) and by equational logic, which is 2-deductive, on the other. 

Definition 2.18 A 1-deductive system is K-dcductive system, where K consists 

of a single, unary predicate. A 2-deductive system is a K-deductive system, where 

K consists of a single, binary predicate. 

Until recently, only 1-deductive systems were called "deductive systems". For 

example the deductive systems of classical, intuitionistic, modal, relevance, BCK, 

multi-valued and other non-classical logics, are 1-deductive. We will be particularly 

interested in prepositional fragments of these logic and the symbols CPC, !PC v/ill 

be used to denote the 1-deductive systems of classical and intuitionistic propositional 

logics, respectively. These systems are determined by the sets of these rules r that the 

set of all classical, and respectively intuitionistic, tautologies is closed under r. The 

symbol BCK-\-f\ will be used to denote the so-called BCA'-logic with conjunction. It 

has two algebraic operations, conjunction f\ and implication, ^ o-mj is ctxiuniiabjZcCi 

by the modus ponens rule and the following axioms. 

B { x - ^ y ) - ^  { [ y  z ) - ^ [ x  z)) 

C [x^{y-^ -)) -^[y^{x^ r)) 
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K X  { y  x) 

Ai { x - ^  { y - ^  z ) )  { { x  A y ) ^  z )  

A2 ((a: A y )  ̂  z ]  { x  ̂  { y  ̂  z ) ) .  

Its algebraic semantics is formed by the class of all so-called BC/i'-algebras with the 

operation (S), see for example [38] for definition, or, equivalently, by the class of all 

algebras dual to the class of all ordered groupoids with residuation, [64]. If we reverse 

the order such a groupoid duallyx, then the conjunction corresponds to the groupoid 

operation and implication to the residuation. 

We adopt the convention that the formulas of a 1-deductive system (1-formulas) 

are written as terms, i.e., instead of D{t{x)) we write t{x). The formulas of a 2-de-

ductive systems (2-formulas) are often, but not always, written as pairs of terms. If 

K has one binary symbol ~, then we write t ^ s iov the A'-formula {t,s) and call it 

an equation. If the only symbol of K is a binary symbol <, then the A^-formulas are 

written as t < s and called inequalities. 

T I " * 1 r* 1 1 I • • r 111 v^iiapier o we coiisiuer some z-aeauciive systems, ine most important ol 

them is the following system of equational logic. 

Definition 2.19 Let A be an algebraic language. Let I\ have one binary predicate 

The (restricted) Birkhoff system over A is the 2-deductive system B axiomatized 

as follows. It has one axiom 

(I) X  ̂  X ,  

and the following rules of inference: 
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X  ^  v . y  ̂  z  
(T) ^ , 

X  ^  z  

(R) ^ — T, for each l-ary operation symbol A G A. 
A(x i , . . .  , x ; )  «  A(? / i , . . .  , y i )  

The above system is called the "restricted" BirkhofF system, because it differs from the 

system introduced by BirkhofF in that that it does not have the following substitution 

rule. 

t s 

a { t )  «  ( 7 ( 5 ) '  

where a ranges over arbitrary substitutions. In Part I we will call the restricted 

BirkhofF system just BirkhofF system. In Part III, however, we will use the full 

Birkhoff system, with the substitution rule. It is easy to see that the above set of 

rules is finite if and only if the language A has finitely many operation symbols. This 

system, used in every algebraic reasoning, was formalized in [2] and since then this 

formalization played an important role in universal algebra, for example in solving 

problems of finite basis. 

Using our convention that the 2-formulas can be written as pairs of terms, 

BirkhofF's system B can be defined as a 2-deductive system axiomatized by the fol

lowing axiom and rules. 

(I) 

^ ^ ' 

(R) ... for each /-ary operation symbol A. 
{ X [ x u . . . , x t ) , X { y u . . . , y i ) )  



49 

The axiom (I) is called identity and the rules (S), (T), and (R) are respectively called 

symmetry, transitivity, and replacement. 

Another important type of systems are Gentzen systems. For some deductive 

systems a Gentzen system can be viev^red as a so-called second-order deductive system. 

Definition 2.20 Suppose that for every natural number n > 1 there is exactly one 

n-ary predicate, Rn, in K. Then a K-deductive system is called a Gentzen system. 

As mentioned in section 2.2, we identify a /^-formula Rn{ti, • • - Ttn) with the sequent 

t i ,  1 ^ t j i -

If «S is a 1-deductive system then, as we mentioned above, its rules can be identified 

with sequents, i.e., formulas of some Gentzen system Q. 

2.4 Second-order deductive systems 

Let us observe that the operator associating with each set of rules F the conse

quence relation hp has the following properties. 

1. F C A => hr C HA. 

2. 1-r-

3. F C hp. 

4. If { X , ( p )  G Hp, then there is a finite subset A C F such that G I~A -

5. If { X , ( p )  G Hp, then for every substitution a ,  { a { X ) , c r { i p ) )  £  l"o-(r)-
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Thus the operator C such that C(r) = hp is itself idempotent, monotone, increasing, 

finitary and structural and hence is a consequence operator, except that it is defined 

on sets of /i'-sequents rather than sets of -formulas. We call the operator C a 

second order consequence operator. By contrast, a /C-deductive system in the sense 

of our original definition (Definition 2.1 is called a first-order deductive system. 

Definition 2.21 For a fixed A and K let r( A , K )  d e n o t e  t h e  s e t  o f  a l l  { A , K ) - r u l e s .  

An operator Cn : P(r(A,K)) ^(TfA.A')) ^hat is monotone, increasing, idempotent, 

finitary and structural, i.e., satisfies the conditions (2.1- 2.5) is called a second-

order consequence operator. 

Consequence operators of orders higher than two can be defined in a natural way. 

But we will not do it here. 

Note that the u;-deductive systems are the second-order deductive system for K 

with only one unary predicate. 

A basic second order non-structural deductive system is the system <So deter

mined by the requirements (2.6)-(2.S) for h. (page 39). Its rules are: 

0 A", and 

Here X and Y represent finite sets of /{"-formulas and we use the identification of 

a rule X\-^p with the sequent ,..., —> (p. Thus the first of the above rules is 

really an infinite set of rules: one rule for each n. Also, the third rule represents 

an infinite set of rules. Another important second-order deductive system, which we 

denote by <S/, is the one obtained from So by adding the following rules, expressing 

the structurality condition (2.10): 

aX\-atf 
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for every substitution <T .  

Of course, every first-order non-structural /if-deductive system S is some (second-

order) axiomatic extension of So, and every first-order structural /v-deductive system 

is an axiomatic extension of Si, where every second-order axiom is a first-order rule. 

Given a /{"-deductive system S, we will be particularly interested in the second-

order axiomatic extension S2 of Si on •P(FmK) x FmK that satisfies all the inference 

rules of S. Note that the derived rules of this second-order system are exactly those 

pairs {X^s) with X C r(A.,K')i-s £ r(A,K)2^ such that whenever crX C i-5 then also 

<75 € 1~5, for every substitution a. 

Similarly as for first-order deductive systems we can define the axiomatization 

and relative axiomatization of a second-order deductive system S. A second-order 

axiomatization of a system S2 above relative to Si deserves a special mention. It is 

a set r of first-order rules such that Cnp = Cn5j. Thus F is an axiomatization of 

«S2 iff it is a basis of S. By analogy with the first-order case, a theory of a second-

order deductive system S2 is a set of first-order rules closed under all second-order 

rules of 52- Let us also remark that every second-order formula is a Horn formula. 

Thus second-order theories coincide with the first-order systems and coincide with 

the universal Horn theories over the language (A, K). 

When K has just one unary predicate symbol, then K-vn\es can be identified 

with w-formulas, so in this case C is a consequence operator in the sense of our 

original definition. Thus a second-order consequence operator can be associated with 

a Gentzen system, see Definition 2.20 in this case. In Part HI, Chapter 5, we formalize 

the second order deductive system of equational logic as a Gentzen system, for K = 2. 
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2.5 Basic semantics of /\-deductive systems 

For a fixed algebraic language A, the semantics of a A'-deductive system S is 

a class of (A,/v )-structures, called also (<S-)matrices, that satisfy all the rules of 

S. In this section we define matrices (subsection 2.5.2 and discuss the consequence 

operator determined by a matrix (subsection 2.5.3). If S is an extension of the 

Birkhoff's system B, then the <S-matrices are pairs consisting of an algebra A and a 

congruence relation 0 on A. 

2.5.1 /{"-elements and A'-subsets 

Definition 2.22 A A'-element of a set A is a pair {R,a), where R 6 A' and 

a 6 A^^^\ The set of all K-elements of a set A is denoted by EK{A), notice that 

EK[A) = A K-element {R.,a) of A is also written in the form Ra. If 

X C EK{A ), then X is called a K-subset of A.  

Let us stress that the expression Ra is not used here as an assertion. On the other 

hand the expression Ra G Ek{A) is an assertion, equivalent to "a is a sequence of 

length p{R) of elements of A'-elements of A will be denoted by Greek letters a. /?. 

Note that in ca^e that A = Te, the A'-elements coincide with A'-formulas introduced 

earlier. Recall that A'-formulas are denoted by the Greek letters 

Also observe, that 1-subsets are just subsets and 2- subsets are binary relations. 

Every A-subset X is of the form X = U/jg where each XR is a subset of 

in the usual sense and is called the R -component of X.  We write R { a )  G X for 

{R,d) G X. Notice that R{a) G X iff a G XR. Let X, Y be two A-subsets of A with 

components XR, YR,R G A/", respectively. We say that ^ C Y if, for every R G K, 
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Q  Y R - The intersection X  H Y  and the union X \ J Y  are defined coordinatewise: 

A ' n y =  n  X R f \ Y R , x y j Y =  U  X R \ J Y R .  

R E K  fie K 

2.5.2 Filters and matrices 

Notice that FniK is a K-subset of Te. Also every 5-theory T is a K-subset of 

Te. In fact, 5-theories are exactly those iC-subsets of Te that are closed under Cn5, 

see the next definition. Let K and A be fixed and let 21 = (A, R'^ : R £ K) be a 

m o d e l  o f  t h e  f i r s t - o r d e r  l a n g u a g e  ( A ,  K ) .  N o t i c e  t h a t  i s  a  A ' - s u b s e t  o f  A .  

Definition 2.23 (i) A K-subset F of a A-algebra A is closed under a rule 

r  =  { X , a )  i f  f o r  e v e r y  s u b s t i t u t i o n  a ,  i f  a { X )  C F then aa E F. It is closed 

under a set of rules F, if for every rule r G F, it is closed under r. It is 

closed under a consequence operator Cn, if it is closed under every rule 

of Cn. 

(ii) Let S = {A,Cn) be a K-deductive system and A a h.-algebra. A K-subset F of 

A, which IS closed under Cn is called an ^-filter of A. If  Cn — Cnr for soii/t  

set of rules F, we call F also an F-filter on A. The set of all S- (respectively 

F-j filters on A is denoted by Fis{A) ( by Fir{A), respectively). 

(iii) A (A,/i )-matrix is a pair^ = (A, F), where A is a A.-algebra and F is a K-

subset of A. If F is an S-filter, for some (A, K)-deductive system S, then 21 is 

called an <S-matrix. If Cns = Cnp, for some set F of rules, then an S-matrix 

is also called a F-matrix. 

(iv) Let 21 = (A, Da) be an S-matrix. An S-filter F on X such that C F is 

called an «?-filter on the matrix 21. A F-filter on 21 is a T-filter on A such 
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that C F. The sets of S-filters on A and on 21 are denoted Fis{A.)^ Fis{^), 

respectively. Similarly, Fir{A) and Fir(^) denote the sets ofT-filters on algebra 

A and on the matrix 21, respectively. 

Notice that { A , X )  is a (A,/<')-matrix iff { A , X f i  :  R  £  K) is a model of the first-

order language {A, A'). Conversely, if (A, : R E K) is a model of (A, A') then 

R^) is a (A, Ar)-matrix. Hence the (A, A')-matrices can be identified with 

the models of (A, A'). Similarly, if .S a AT-deductive system and T is the universal 

Horn theory associated with S (see page 45), then an <S-matrix is a model of T in 

the usual terminology of the first-order logic. 

The filter F  of the matrix 21 = (A, F )  is most often denoted by D ^ .  Its elements 

are called designated elements of the matrix 21. If = U/jg K = 

Ek{A ) or if is empty, the matrix (A, D ^ )  is called trivial. We w^ill denote matrices 

by capital gothic letters and their underlying algebras by the corresponding boldface 

capital letters. For a A'-deductive system «?, an algebra A (matrix 21, resp.) and a 

A'-subset X of A, an S-filter on A (on 21, resp.) generated by X is the intersection of 

all <S-filters on A (21, resp.) that contain X. This intersection is always an «S-filter. 

For two 5-filters F, G on A, F V G is the .S-filter on A generated by F U G. The 

sets Fi5(A), Fir(A), Fi5(2l), Fir(2l) together with the operations n,V are algebraic 

lattices. Let h : A B he & function and D and E some A'-subsets of A and B, 

r e s p e c t i v e l y .  I f  f o r  s o m e  i ?  G  K ,  s o m e  a  =  ( g i ,  . . . ,  a p ( R ) )  G  A ,  { b i , . . . ,  b p ^ n ) )  6  B ,  

we have hui = 6,- for i = 1,..., p(i?), then we define h{Ra) — R{ha). We define the 

image hD of D under h as 

h { D )  =  { R { h a )  i R a e D }  
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and the inverse image h~^ of E under h as 

h - \ E )  =  { R a : R { h a )  £  E } .  

An image and an inverse image of a A'-subset is also a A'-subset. 

Definition 2.24 An algebra homomorphism : A —B is a matrix homomor-

phism between the matrices 21 and 5B if h{D^) C D^. This is equivalent to C 

Ifh is surjective and = h~^{D<s), then h is called reductive, B is called 

a reduction o/Ql. 

For matrices 9Jl = (M, £)} and 91 = (N, Z)'), a one-one algebra homomorphism 

/ : M —>• N is called a matrix embedding or simply an embedding if = D. 

In this case we also say that is embeddable into 91. An embedding which is onto is 

called a matrix isomorphism. Two matrices are isomorphic if there is an isomorphism 

between them. The matrix is a submatrix of a matrix 91 if M C N and the identity 

homomorphism is an embedding. 

2.5.3 Tautologies and a consequence of a matrix 

A homomorphism h from the term algebra into a A-algebra is called a valuation. 

Let 21 be a matrix, R G K and t 6 Te''^^^ If for every valuation h : Te ^ A, 

h{Ri) 6 Da, then Rt is a tautology of the matrix^. The set of all tautologies of 21 is 

J u.. 14. i f>i ucii*ji.c*a uy it ctiau caiACu tiic Cutttcitv ui Xi, 

Recall that a rule is a pair { X , t ) ,  such that X is a finite set of A'-terms and t  

is a A-term. 

Definition 2.25 A rule r = {X, ip) is valid in if, for every valuation f : Te — 
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M, f { X )  C D implies f{(p) ^ D. A rule r is admissible for 9Jl if it is valid in the 

matrix {Te, 5(9Jl)). 

Thus r = (X, 9)is admissible for SDI iff, for every substitution a : Te —> Te, whenever 

cr{X) C E{TIR), then also a{t) £ E{SJl). 

Every A'-matrix determines a A'-deductive system «Sa = {A, Cna) in the following 

way. 

Definition 2.26 The consequence Cna is the consequence operator determined by 

the rules valid in !2l. 

(The consequence operator determined by a set of rules was defined on page 41.) Sim

ilarly, every class of matrices determines a set of theorems E{fC) and a consequence 

operator: a A'-formula is a theorem ofK. if it is a theorem of every matrix !2t G /C. 

A rule r is valid in JC if it is valid in every matrix 21 G The consequence operation 

Cn^A'. The consequence operation Cn^ is the consequence operator determined by 

the set of the valid rules of fC. Let Fm be the free denumerably generated algebra 

in HSF(ivI) and the set of ail elements t (E F such that f{i) E D for every 

homomorphism / : Fm —>• M. (Notice that if 0 is a congruence on Te such that 

Fm — Te/0, then £'(9Jl) = E{M)f9.) The matrix Sim = (Fmi-E'(SJl)) will be called 

a free matrix over It is easy to show that a rule r is admissible for 971 iff r is valid 

in the free matrix Sot- The following connection between valid and admissible rules 

is well-known (e.g. [45]). 

Proposition 2.27 Every rule valid in S!Jl is admissible for 9H. 

In general, the converse of Proposition 2.27 does not hold (see, e.g., [45], page 

110). The matrices in which all admissible rules are valid are called structurally 
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complete. It is easy to see that a sufficient condition for a matrix 9Jl to be structurally 

complete is that be embeddable in the free matrix over 971, i.e., we have 

Lemma 2.28 If Vn is embeddable Sim, then every rule admissible forM is also valid 

in 971. 

Definition 2.29 Let S be K-deductive system, for some K and let Ql be an S-matrix. 

A n  a x i o m a t i z a t i o n  o / 2 1  ( p o s s i b l y  o v e r  S )  i s  a n  a x i o m a t i z a t i o n  o f  £ ( 2 1 )  ( o v e r  S ) .  

A basis o/2l (possibly over S) is a basis of the consequence operation Cna (over 

S). The matrix'Qi 25 finitely based (finitely axiomatizable) if there exists a finite 

basis (axiomatization) of It has finitely based theorems over <5 if there is a 

finite basis of theorems of 21 over S. 

(Finite) axiomatization and basis for a class K, of matrices (possibly over S) are 

defined similarly. 

Let us stress that, according to the above definition (which we borrow from 

[60, 61, 10]), to axiomatize a matrix means to axiomatize its tautologies, possibly 

with rules that are only admissible for the matrix. As P. Wojtylak pointed out in 

[61] this notion of axiomatizability is the weakest of all notions of axiomatizability 

considered in the literature. Thus if a matrix cannot be finitely axiomatized in 

the above sense, then it cannot be axiomatized in any other sense existing in the 

literature. In particular, the consequence operation of such a matrix cannot be finitely 

based. 

Notice that if F axiomatizes Ql, then every rule in F is admissible for 21. However, 

these rules do not need to be valid in 21. 
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Definition 2,30 A matrix 21 is axiomatized by valid rules if there exists an 

axiomatization F o/2l such that all the rules in F are valid. 

Proposition 2.31 I f ^  i s  f i n i t e l y  a x i o m a t i z e d  b y  v a l i d  r u l e s ,  t h e n  01 is finitely ax-

iomatizable. 

Proposition 2.32 A set F of rules axiomatizes 21 iff all rules in F are admissible 

for% and E{^) C Cn(F, 0). 

2.5.4 Examples 

We apply the notion of a matrix to the special deductive systems considered 

earlier. 

1-matrices. 

The notion of a matrix as a model of a 1-deductive system was defined by A. Tarski 

and J. Lukasiewicz in [24], although the idea itself can be traced back to Ch. Peirce 

and E. Schroder (see [58, section 31.5]). The theory of 1-matrices was developed in 

7 T ' Tool T T/' 1*1.* ri<^ ir- lO n T '1 1 • r-1 papCio uL o. i-iOs [-OJ, o. xvaiiCKi [lu, i<, lo, ifj, ivi. vvdjsuerg l^ouj, o. .jasKOWSKi [iij, 

.A.. Tarski [54] and others. The theory of logical matrices has been used in the papers 

of many authors, especially in Poland. 

It follows from Definition 2.23 that for a given algebraic language A, a l-matrix, 

or a matrix of a 1-deductive system, is a pair (A, D) such that A is a A-algebra and 

£) is a subset of A. 

For example, if S is the classical deductive system, then a pair (A, {1}), where 

A is a Boolean algebra and 1 is the largest element of A is a <S-matrix. Similarly, a 

l-matrix (A, {1}) is a 
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(i) matrix of the intuitionistic deductive system if A is a pseudo-Boolean algebra 

and 1 is its greatest element 

(ii) matrix of the BCK-logic, if A is a BCK-algehra, and 1 is its greatest element. 

(iii) matrix of the implicative logic of Rasiowa [44], if A is an implicative algebra 

and 1 is the largest element of A. 

The third example is more general then the first two. In all these examples, it 

is sufficient to have one designated value. The first to consider two values was 

.1. Lukasiewicz. His matrices ({0, 1},—>, {!}) and {{0, 1}, —>•, {5,1}) are models 

for the so-called Lukasiewicz 3-valued logics ([24]). The tautologies of the first of 

these matrices are all the terms which are theorems in certain 1-deductive system, 

and those of the second are the formulas which are true or possible in this system. 

At first, the interest of logicians was focused on the tautologies of a matrix. Thus the 

first of the axiomatizability/ basis notions defined above was the one of axiomatizing 

a matrix (i.e., its set of tautologies) relatively to a given set of rules. For example 

in Wajsberg's paper (reference), this set of rules consists just of the modus ponens 

rule. Later, the matrices were considered as models of the deductive systems, and 

the other notions developed. The standard notion of a deductive system used now is 

that of for example [59] and it coincides with our 1-deductive system. 

k- and B-matrices 

For a set A, let id^ be the identity relation on A. As we already said in 0.43, a 

A'-matrix can be identified with an (A, A')-structure. It follows from Definition 2.23 

that for a given algebraic language A, a ^:-matrix, or a matrix of a A:-deductive sys

tem, is a pair (A,£)) such that A is a A-algebra and Z) is a subset of A^. For 
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example, a 2-matrix is a algebra with a binary relation. Consider BirkhofF's 2-deduc-

tive system B introduced in Definition 2.19. It follows from the axioms B-matrix is 

a pair 21 = (A, 0), where 0 is a congruence relation on A. A valuation v satisfies an 

equation U w t2 if ti{v)Qt2{v) and ti ~ f2 is a tautology of ^ iff for every valuation 

V, ti{v)Qt2{v), i.e., if ti « t2 is an identity of the quotient algebra A/0. 

Thus we have the first part of the following proposition ([4]) 

Proposition 2.33 Lei 21 = (A, 0) be a B-matrix. Then 

(i) E{^) = Id(A/0). 

(ii) A  r u l e  { X , s )  i s  v a l i d  i n  21 iff /\^^x <j5 —> £ G QId(A/0). 

(iii) //0 = id^, then an equation £ is a tautology o/2l iff £ is an identity of A:  

a  q u a s i - e q u a t i o n  — > •  e  i s  a  v a l i d  r u l e  o / 2 1  i f f  E i , . . .  , e n  £  i s  a  

q u a s i - i d e n t i t y  o f  A.  

Proof. Straightforward. • 

The proposition above says that a quasi-equation is a valid rule of (6A,id^) iff 

II. conespoiicls to a quasl-ideuuity of i2i. If i'l corresponds Lo a rule Lliai is only sound 

(or admissible) then it is called a sound quasi-identity. 

Definition 2.34 A quasi-equation ^ s is a sound quasi-identity of an 

algebra A if {X.e) is a sound rule of the matrix (A, id.4 ) .  

Thus a quasi-identity 9? —£ is sound if "it does not lead outside the set of 

all tautologies" of 21, i.e., if for some substitution cr, o-{<p) G Id(A), for all E X, 

then also a(£) E Id(A). Substitutions are the valuations into the term algebra Te; it 

follows that a quasi-equation is a sound quasi-identity of A, iff it is a quasi-identitj' 

of the free algebra in the variety generated by A. 
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2.6 Leibniz operator 

The definitions and results of this section are routine modification of the material 

of [4, Section 5] concerning reductive homomorphism, congruence compatible with a 

filter, Leibniz congruence associated with a filter and Leibniz operation. 

2.6.1 Reductive homomorphisms 

For the rest of this section let (A, A') be a first-order language and let 21 = 

(A, Da),® = (B,Z)s) be K matrices. 

Definition 2.35 A homomorphism : A ^ B is said to be reductive from 01 io ® 

if h is onto B and h~^{Dx) = D^. *8 is a reduction o/2l and 03 is an expansion of 

21 if there exists a reductive homomorphism from 21 onto A Kmatrix 21 is reduced 

i f  f o r  e v e r y  5 8 ,  i f  S  i s  a  r e d u c t i o n  o / 2 l ,  t h e n  2 1  =  f B .  

Proposition 2.36 (compare with [4, Proposition 5.1]) Let : 21 ^ S be a reductive 

homomorphism. Let R G K with p{R) = n and let t = t{xi^..., a:„) be a sequence of 

terms. Let ip = R{t) 6 FmK, F C FmK and cii,..., 6 A. Then 

(i) t(ai,...,a„) e R"  ̂ iff ...,/ia„) € i?®. 

( i i )  T \ = ^ i p  i f f T  < ^ -

Proof. The first claim follows immediately from the assumption that h~^ 

and that h  \ s  a ,  homomorphism. The second claim follows from the first claim and 

definition of satisfaction, def. 0.44. 

For example, let 21, S be B-matrices, where S is the Birkhoff deductive sys

tem of equational logic, page 48. Then 21 = (A,0) and 03 = (B,'®'), where 0, 
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are congruences on A, B, respectively. Let /i : 21 ^ be a matrix homomor-

phism. It follows from the proposition 2.36 that if h is reductive then for all terms 

and for all ai,...,a„ € A, i ( a i , . . . ,  . . . ,  a„ )  i f f  

t { h a \ , . . . ,  han)0^s{hai,. . . ,  hon). Thus A/0 and B/^ are isomorphic. 

2.6.2 Leibniz operator 

Definition 2.37 Let 0 G Co(A) and let X be a K-subset of A. We say that 0 is 

compat ib le  w i th  X i f  f o r  e v e r y  R  G K  a n d  f o r  a l l  s e q u e n c e s  a , b  E i f  a  G XR 

and ajQbj for all j = 1,..., p{R) then b £ X.  

If 0 is a relation on a set A, we write aQ"-b for the conjunction of statements: 

a = (fli,...,a„); 6 = (6i,..., 6„} G A" and for every i = 1,... ,n, (a,-, 6,) G 0-

Proposition 2.38 Let 0 G Co(A) and let X be a K-subset of A. Then 0 is com

pa t i b l e  w i t h  X i f f  f o r  e v e r y  R  G  K ,  f o r  e v e r y  s e q u e n c e  a  =  ( a i , . . . ,  a p ( f i ) )  G  XR,  

a i / 0  X 02 /0  X . . .  X ap ( f l ) / 0  C  XR.  

Therefore, 

XR= y  a i /0  X . . .  ap (R) /0 .  
a ^ X  

Proof. Immediate from the definition. • 

Lemma 2.39 Let T be a family of congruences on an algebra A compatible with a 

K - s u b s e t  X o f  A .  T h e n  \ J  J -  i s  a l s o  c o m p a t i b l e  w i t h  X.  

Proof. We need to check that for every R E K, if a(V^)'''^^b and Ra G X 

(i.e., G G XR), then Rb G X. But it is sufficient to prove that for every k < 
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p { R ) ,  for all 6fc G A ,  if (0^,6^) e  y  T ,  and jR(ai,..., a„) 6 then 

R{a-[,. . . ,  c t i t - i ,  O fc+ i , . . . ,  Un) € V(-^)- But V(-^) is generated by U(-^)- By Theo

rem 0.14 it suffices to prove that if {c,d) £ and 

/?(GI , . . . , G k — l  7 ^(c, '^fc+l 7 • • • ) <2ji) £ 

for some term t and some sequence e of elements of A, then also 

But (c, (/) e 0, for some 0 G ^ and therefore {t{c,^,t{d,^) € 0. Since 0 is 

compa t ib l e  w i th  X ,  i t  fo l l ows  t ha t  H(a i , . . . , a f c_ i , f (d , e^ , a f c+ i , . . . , a „ )  €  X .  O  

Thus the largest congruence compatible with a A'-subset X always exists. 

Definition 2.40 The largest congruence on A compatible with X is called the Leib

niz congruence of X and is denoted by Q,f{X). We omit the subscript S or su

perscript A when S or, respectively, A is clear from the context. The operator 

is called the Leibniz operator on A associated with the /v-deductive system 

5. 

Proposition 2.41 (compare with [4, Prop. b.2])Two elements a and b of A are 

identified by Q,'^{X) iff for every K-formula R{t{x,xi,... ̂ Xn)) and every choice of 

e l e m e n t s  c  €  A ' ' ^ ^ \  t { a , ^  £  X r  i f f  t { b , ^  G  X r .  

Proof. .A. routine modification of Proposition 5.3. in [4]. • 

Lemma 2.42 (compare with Lemma 5.4 in [4]) Let S be a K-deductive system. Let 

A, B be A-algebras and h : A B a surjective homomorphism. Then for every 

F G Fis{B), Q.^{h~^F) = h~^QP{F). In particular, if % and ® are matrices and 

h  ^  i s  a  r e d u c t i o n ,  t h e n  C l - ^ { D n )  =  h ~ ^ n ^ { D < s ) .  
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Proof. Same as the proof of Lemma 5.4. in [4]. • 

For any matrix 21 = {A, D ^ )  we define 

where •= {•^(o/fi(Z)<a)) '• R^) £ D^}. The matrix 21* is a reduction of 21. 

In fact, it is a minimal reduction of 21 in the sense that for any other reduction OS of 

21, S* is isomorphic to 21*. We shall identify 21 with 21* if 21 is reduced. For any class 

of /r-matrices K we denote by K* the class of all minimal reductions of the matrices 

in K. 

Lemma 2.43 (compare with [4, Lemma 5.5.]) If Q is a congruence compatible with 

D<3,, then 21* is isomorphic to (A/0,Da/©)*-

• 

By Proposition 2..36 (ii), «Sk = <Sk*- The following theorem is an immediate conse

quence of this fact. 

TheorGm 2.4-4 ([4, Thrn. 5.6.]) F^GT arty I\.-dcductive systvui S, arty sti of I\-

formulas F U {(^} we have T\-s<piffT f-

• 

Also, the Proposition 5.7. of [4] says, among others, that for a congruence 0 on 

the algebra A, ri(0) = 0. Hence the reduction of a 2-matrix (A, 0) is (A/0, A^/q). 

So the reduced models of the Birkhoff's system B are the matrices (A, A^), which can 

be identified with the algebra A. Therefore the reduced semantics for an extension 

S of S is, after this identification, exactly the quasi variety defined by all the quasi-

eq i i a t i ons  £ i  A  •  •  •  A  —v £  such  t ha t  t he  ru l e  ( { s i , . . .  { s}  
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Definition 2.45 Let ^ he a matrix and F a filter on 21. Then the reduction of 01 by 

t h e  f i l t e r  F  i s  t h e  m a t r i x  ̂ / F  : =  { A / Q { F ) ,  F / n { F ) ) .  

Hence 21* is exactly the reduction of 21 by the filter D^. It also follows that the 

reduction of a K-matrix (A, Da) by a B-filter 6 can be identified with the quotient 

Aje. 

2.6.3 Leibniz operator relativized to a predicate 

When K has more than one element, then for every i? 6 K, we can define a 

relativized compatibility in the following way. 

Definition 2.46 A congruence Q on A is /^-compatible with a K-subset X of A 

i f  f o r  e v e r y  s e q u e n c e  o f  p a i r s  (a^ ,  6 ; )  G  0 ,  i  =  1 , . . . ,  p { R ) ,  

/ ? ( « ! , . . .  E .  X  ^  R { b i , . . . ,  £  X .  

Definition 2.47 For R € K and k 6 {1,..../>(/?)}, we say that a congruence 0 on 

A is (B. k ]-compatible with a. K-s^i.hsef. X of A. if for everit vnir '(7, h) G 0, for evtrv I ' /  A  • » / « / « >  \  7  t  ̂  7  J  i /  

sequence of p{R) — 1 elements Ci,. . . ,  cjt- i ,  c^.+i,..., G A, we have 

(oi,... ,AP(R)) G AH (i>I, -  •  • ,  ̂ f c i )  G Xr .  

Observe, that 0 is /^-compatible with X iff for all pairs (a, 6) G 0, for every k = 

1,...,p{R) and for every sequence ci,...,Ck-i^Ck+i, • • •, Cji, 

/?{CI,..., c/;_I, CE, Cfc-I-1, . . . ,  Cyi)  G  X iff R{^C\, , . . ,  ciz—\,  <2 ,  , . . . ,  Cfi)  G  X ,  

Proposition 2.48 (i) fi(A') = Hfig n ^ n i F ) .  
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(ii) nfi(A:) = njL''i'n(w)(f')-

Proof. Clearly, a congruence 0 is compatible with X iif for every i? G K it is in

compatible with X. So for every i? G K, fi(X) is /^-compatible with X and therefore 

n(X) C for every R. Hence f2(X) C Also, fl/jg K 

a congruence i?-compatible with X, for every R. So it is compatible with X and (i) 

follows. Part (ii) can be proved similarly. • 

Proposition 2.49 Let ^ be a matrix. Then the join of a family of congruences R-

compatible with is also R-compatible with D^. Similarly, the join of a family of 

c o n g r u e n c e s  R k - c o m p a t i b l e  w i t h  i s  R k - c o m p a t i b l e  w i t h  D ^ .  

Proof. Similar to the proof of Lemma 2.39 • 

By the above proposition, for every A'-subset of A, for every /? 6 K there is 

the largest congruence Q,R{X), which is /^-compatible with X- and also the largest 

c o n g r u e n c e  DFIK{X) ,  w h i c h  i s  ( i ? ,  f c ) - c o m p a t i b l e  w i t h  X.  

2.SC The largest CGtigrucTicc ou an algebra A., which is R-cotupuLible 

with X is called the Leibniz congruence relative to R and denoted by Q^(.Y)). 

The largest congruence Rk-compatible with X is called the Leibniz congruence 

relative to (R.k) and denoted by Cl-^f.^{X). We omit the superscript A if A is 

known from the context. 

Proposition 2.51 Let A be an algebra and let X be a K -subset of A. Then a pair 

{a , b )  o f  e l e m e n t s  o f  A  i s  i n  Q . f i { X )  i f f  f o r  e v e r y  s e q u e n c e  o f  t e r m s  < ( a : ,  X i , . . .  , X m )  G  

Te"^^^ and for every choice of elements c = Ci,..., G A, 

R t { a , c )  G  X  i f f  R t { b , ^  E  X .  



67 

A pair {a,b) of elements of A is in f2(H,jt)(-X^) iff for every m and a sequence of 

v a r i a b l e s  x . x i , . . .  , X m ;  f o r  e v e r y  s e q u e n c e  o f  t e r m s  { t i , . . .  , t k - i . , t , t k + i , . . .  , t p ( ^ f i ) )  E  

such that for i ^ k, Var(f,) C {xi,...,xm} and'Vax{t) C {xj,.. and 

for every choice of elements c G 

G X (2.11) 

Proof. We prove the second statement of the proposition. The first follows by 

induction on n — A:, where k + I,... ,n from the first and Proposition 2.48 (ii). Since 

^{R,k) is symmetric, it suffices to prove the second statement of the proposition with 

"iff" in 2.11 replaced by "implies". Let i be a sequence of terms as in the statement 

of the proposition. Since 0 := n^fi^k){X) is a congruence, (a,6) G 0 implies that 

(ifc(a, c), tk{b, c)) G 0. The necessity of the condition follows immediately from the 

fact that 0 is (R. A:)-compatible with X. For the proof of the snflRciency we define a 

r e l a t i on  ' I '  by  ( a ,  6 )  G  ^  i lT  f o r  eve ry  s equence  o f  t e rms  ( f  i , . . . ,  t ^ - i ,  i ,  t k+ i , . . . ,  tG  

Te''^^^ such that for i ^ A;, Var(i,) C and Var(f) C {xi,..., x^, x} and 

for every choice of elements c G 

i ? ( f i ( c ) , . . . , fA ._ i ( c^ , i f c ( a , c ) , i / :+ i ( c ) , . . . , <„ ( c ) )  G  X iif 

Notice that 'I' is a congruence on A and that is compatible with A'. Therefore 

^ Q ^r{X). The second statement of the proposition follows. • 
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2.7 Semantics and reduced matrix semantics of A'-deductive systems. 

From the point of view of its deductive power, a class C of -matrices is equiv

alent to the class C" of all reduced matrices of C. In [3] and [4] it was shown that the 

reduced matrices under many respects behave similarly as the algebraic models of 

the quasi-equational logic. This is particularly true for the protoalgebraic deductive 

systems defined in section 2.8. 

In this section we extend, to arbitrary A'-deductive systems, the results of [4, 

Section 6] on reduced matrix semantics of A:-deductive systems. These results are 

stated here without proof, because either exactly the same proof or a straightforward 

modification of a proof in [4] applies. When the modification is not completely 

obvious, we indicate it. 

Let the algebraic language A be arbitrary and fixed and let K be a fixed relational 

language. 

Definition 2.52 A class Ti of reduced matrices of the form Mod*5 for some struc

tural and finitary K-deductive system S is called a rcduccd universal Horn A'-class. 

H is generated by an arbitrary class C of reduced K-matrices if it is the smallest 

reduced universal Horn K-class including C, equivalently, if S = (A, [=c)-

Recall that for a set A, by E^iA) we denote the set of all A'-elements of A, i.e., 

EK{A) = line K ^ filter F on an algebra B and a subalgebra A of B, let 

F\B  :=  F  N EK{A) .  

Definition 2.53 L e t ^ = ^  (A, = (B,Z)<b) be K-matrices. Ql is a submatrix 

of *B, in symbols 21 < if A is a subalgebra o/B and = D^\A  — D<Z fl EK{A) .  
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Let %,i £ I, be a system of K-matrices. The direct product of : i E 1} is 

n5 i , ;={nA, .n f%) -
: '€/ t£/ iel 

We identify D^. with DR, where DR is the set of p{R )  tuples ((a,] : i € 

( a ; p ( H )  :  i  E  I ) )  e  such that for every i  G / ,  ( a . i ,  •  •  • ,  o . > ( f i ) )  €  

The set I may be empty, in which case Hie/ A-,- is the trivial, one-element algebra 

= riie/A,-. In [4, sec. 6] the examples are given that the reduced Horn 

classes are in general not closed under subalgebras or direct products. 

Proposition 2.54 ([4, Proposition 6.1]) Let 2l,S be K-matrices such that a < S. If 

21 is reduced, then 21 is isomorphic to a submatrix of <B*. 

Let J- C VI be a lattice filter on (•p/,n,U). We identify (Oig/with 

iUiei Ai) under the natural mapping 

({^il • ^ € /) 5 , {(^ik G I)) ^ ((*^^1 ? * * * ? ^ih} • ^ £ -^) • 

\Vp define 

: =  { - R ( a i , . . .  , a p ( R ) )  G  E k { A )  :  { i  £  I  :  •  •  •  , o . i p ( R }  G -Da,} G  

Equivalently, 

'•= XI (^P^ ) where for each R 
R€ K 

:= {{a G (11 I- • • •, 6 } G .F}, 
iei 

Then we let 

(11='.)^=(nA„cf,,,). 
iel i€l 



70 

We also define 

0(:^) := {{a,b) G n A,- : {i : a,- = 6,} G JF}, 
i € l  

l l A i / J ' -  ([[Ai/einDYi^J^F) where 
iei t'e/ 

D Y i J J ' : = D f ^ j e { j ' ) =  U i D f ^^,)R/ e { T )  
Re K 

Note that H i ^ j A i / T  is the usual filter product of algebras. Finally define 

ns<,/:F:=(nA./?-,Bn«,/^-
i e i  i € l  

Hie/ A-i / J ^  is called the matrix filtered product of {21,- : z 6 /} by an 

<S-filter on the direct product and 0(.F) is obviously compatible with it. In general 

0(.F) is smaller that ) and whence the matrix filtered product is not usually 

reduced. By lemma 2.43 we have that isomorphic to • 

An arbitrary reduced universal Horn A'-class need not be closed under matrix 

ultraproducts. This is shown in [4]. For any class C of A'-matrices we define 

IC := {21: 21 isomorphic to some ?8 G C}, 

SC := {21: 21 < <8 for some 03 € C} ,  

PC ;= G C all i G /} 

P^C := {21i X ••• X 2l„ : 2li,...,2l„ G C,n <u;}, 

FFC:=  i j j -  : 21 G C for all z G /, all lattice filters T on "P/}, 

PuC := ,/.F : 21 G C for all ? G /, all lattice ultrafilters !F on 7^/}. 

Also, for each operator Q G {I,S,P,P^^,Pf,P[;} define Q'tC) ;= {21' : 21 G Q(C}). 

We will often omit parentheses and write QC for Q(C), for any of the reduced or not 

operators defined above. 
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Theorem 2.55 (see [4, Thm. 6.2.]) Let C be any class of reduced K-matrices and 

let S := (A, he)- Then Mod*5 = IS'P^-P^C. 

Proof. The inclusion from right to left is straightforward. 

For the inclusion from left to right, the proof of [4, Theorem 6.2.] applies with 

the following modification at the beginning. Let 21 G Mod'iS. Let : k < a} be 

a fixed system of generators of A. Let : k < a} be a corresponding system of 

variable symbols, and let Te^ be the set of all terms in these variables. According to a 

remark in section Universal Horn Logic we identify FmK with the set of all universal 

Korn formulas where i? G K and t G Te^^^^ 

Let 

Diag := :  R  E  K j e  Te^(^^^(a) G  D ^ } .  

Diag is called the diagram of 21. Let 

A := :Pu^(Diag) x 7^u;(FmK \ Diag) 

If S is any matrix and 6i,...,6„ G B, then for every S = {S'^,S~) G A we write 

1=58  5 [6 i , . . . , 6 „ ]  i f  

. . . ,  6 „ )  G  i ? ®  f o r  a l l  Rt G S+ and ..., 6„) ^ i?® for all RHE 5". 

The proof now is continued exactly as the proof of [4, Theorem 6.2], except that we 

consider A'-matrices rather than fc-matrices, and A'-elements, rather than sequences 

of k elements. 

Corollary 2.56 (see [4, Corollary 6.3.]) Let C be any set of reduced K-matrices and 

let 7i be the reduced universal Horn K-class generated byC. Then Ti = IS"P"P^C, 

and, ifK is a finite class of finite m.alrices, H. = IS""P"K. 
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Corollary 2.57 (see [4, Corollary 6.4.]) A class C of reduced K-matrices is a reduced 

universal Horn K-class iff it is closed under reduced ultraproducts, reduced direct 

products, and reduced subalgebras. 

Another useful construction is that of a subdirect product. 

Definition 2.58 A suhmatrix 58 C is called a subdirect product of the 

system {2li : i £ I}, in symbols if the projection ~i : B ^ Ai is 

surjective for every i E I. The class of all subdirect products of matrices from C is 

denoted by Psd(C). 

We will use this definition in Chapter 3 and in particular in Part II. A useful char

acterization of subdirect products is contained in Part II, Proposition 2.9. 

Let S be an extension of the 2-deductive system S. Let us observe, that an 

<S-matrix 21 = (A, 0) is reduced iff 0 is the identity relation id^ on A. Let 21 

and 58 be two such reduced matrices. Then a matrix homomorphism /i ; 21 —> 58 

is reductive iif it is an isomorphism. A product of a family of reduced 5-matrices 

2li = (Ai',idA,),z G / is the reduced matrix 21 = (Ilie/Ai? idjv) and hence can be 

identified with the product of algebras A;. Similarly, filtered products and subdirect 

products of reduced 5-matrices can be identified with the algebraic filtered products 

and subdirect products of the underlying algebras. 

2.8 Protoalgebraic A'-deductive systems 

The concept of a protoalgebraic 1-deductive system was introduced in [3], gener

alized to k-deductive systems in [4], tow-deductive systems in [41] and to the universal 

Horn classes in [11]. The authors of [3, 4] realized that all what is needed for certain 
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important universal algebraic results to have their analogues for a k-deductive system 

S is the monotonicity of the Leibniz operator for every «S-model. They called those 

A:-deductive systems protoalgebraic. 

Similarly as in the previous section, the results of this section parallel the results 

of Section 7 of [4] and can be proved by a straightforward modification of the meth

ods of [4]. Another presentation of these results, can be found in the independent 

work [11]. 

Definition 2.59 A K-deductive system S is protoalgebraic if for each A-algebra A ,  

the Leibniz operator is monotone, i.e., for all F,G E Fis{A),F C G implies 

N(F) C Q(G). 

Corollary 2.60 (Corollary 7.2 in [4]) The Birkhoff system B is protoalgebraic. 

Definition 2.61 A K-deductive system has the compatibility property if for ev

ery A-algebra and every 0 £ Co(A) ifQ is compatible with an S-filter F on A, then 

it is also compatible with every filter that includes F. 

Let A,B be A-algebras and let : A —> B be a surjective homomorphism. 

If F G Fi5(A), then h{F) need not be an 5-filter on B. Let hsF be the <S-filter 

generated by hF, i.e., 

h s F  ; =  f ] { G  G Fi5( B )  ;  h F  C G ]  

It is easy to see that i f  S  =  B  and thus the 5-filters are the congruences, then hsQ 

is the transitive closure of hQ. 

Lemma 2.62 (see [4, lemma 7.4.]) Let A, B be algebras and h : A  a surjective 

homomorphism. Let F G Fis{A) such that F is compatible with i.e., with 

the relation kernel of h. Then hsF = hF. 
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Proof. By an easy modification of the proof of Lemma 7.4 of [4]. • 

Definition 2.63 ([4, defin. 7.5]) A K-deductive system S has the filter correspon

dence property if, for every surjective homomorphism ft, ; A ̂  B, and for every 

F G Fis{A) and G G Fis(R), 

h - \ h s F \ / G )  =  F y  h - ^ G ,  

where the joins are taken in F i s { B )  and F i s { A ) ,  respectively. 

The following theorem was formulated in [4] for A;-deductive system, but its proof 

applies without changes to arbitrary A'-deductive systems. 

Theorem 2.64 (see Theorem 7.6. of [4]) Let S be a K-deductive system. The fol

lowing are equivalent: 

1. S is protoalgebraic; 

2. S has the compatibility property; 

3. S has the filter correspondence property. 

Corollary 2.65 (see [4, Corollary 7.7]) (The Correspondence Theorem) Let A and 

B be algebras and h : A ̂  B a surjective homomorphism. Let S be a K-deductive 

protoalgebraic system. Then for any F E Fis{B) the mapping G —> h~^G is an 

i somorph i sm  be tween  [F )  i n  F i s {R)  and  [h~^F)  i n  F i s { A ) .  

It also follows from the correspondence property, that if 21 is a model of a protoal

gebraic A'-deductive system S and F 6 Fi5(2l), then the lattice of S filters on 2l/F 

is isomorphic to the sublattice of Fi5(i2l) generated by F, i.e., to the lattice interval 

[F) = { G e  Fi5(2l) : F C G }  
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in Fi5(Ql). 

Theorem 2.66 (see Theorem 8.1 of [4]) Let 01 and be models of protoalgebraic 

K-deductive system S. Then every surjective matrix homomorphism /i : 21 ^ 

induces a matrix homomorphism /i* : 21* —s- S", of the respective reductions, defined 

by h{a/Q{D^)) = hajCl{D^). 

Proof, (by a modification of the proof in [4]). • 

Suppose that the system <S, in the statement of the above theorem, is a extension 

of the system B. Let 2l(A, 0),Q3 = (B, be two 5-matrices. A matrix homomor

phism /i : 21 ^ ® is an algebra homomorphism such that /~^(^) Q 0. The reductions 

of 21 and *8 are the quotient matrices (A/0,id) and (B/$,id), respectively. Thus 

Theorem 2.66 says that if /i~^(^) C 0 for some algebra homomorphism n : A —>• B, 

then h induces algebra homomorphism h' : A/0 —> B/^. This is a corollary to the 

homomorphism theorem in universal algebra. 

An immediate consequence of the filter correspondence property is the following 

Theorem 2.67 (compare with [4, Theorem 8.3.]) If S is protoalgebraic, thenFis{^) 

is isomorphic to Fi5(2l*). 

• 

Definition 2.68 Let 21 = (A.D^) be a K-matrix and F any subset o/ 

that includes D^. We define 

2l/F:=(A,F)-. 

21/F is a K-matrix and is called the quotient matrix of 21 by F. 
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Note, that if K = 2 and = 0 is a congruence, then the quotient matrix of !2l by F 

is equivalent to the quotient of A by 0. We call the natural algebra homomorphism 

n : A ̂  A/Q.{F), the natural map of F. Also, by analogy with universal algebra, 

k~^D^ the inverse image of the filter under a homomorphism /i : 521 —>• iB, is called 

the filter kernel of h. 

Theorem 2.69 (compare with [4, Theorem 8.4]) Assume that 21,!8 are models of 

a protoalgebraic K-deductive system S, and let h : ^ ^ be surjective matrix 

homomorphism. Then 

1. is reduced, is isomorphic to ®. 

2. Assume that F 6 Fis(2l) such that F C h~^D^. Then there is a surjective 

matrix homomorphism g : F ^ such that h = g on where n is the natural 

map of F. 

Notice that when applied to the models of the BirkhofF's system B, the above theorem 

becomes the first isomorphism and the homomorphism theorems of universal algebra 

([7, Theorem 6.12.]) 

Definition 2.70 A K-deductive system S is R-protoalgebraic, if for every S-matrix 

the operator on Fis{^) is monotone. 

Similarly, S is Rk-protoalgebraic if ClRk is monotone on Fis{Wi), for every S-

matrix 21. 

By Proposition 2.48, if for every 6 K, <5 is i?-protoalgebraic then it is protoal

gebraic. In the ne.xt chapter we will give an example that the converse need not be 

true. 
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CHAPTER 3. REPRESENTATION OF EQUIVALENCE AND 

EQUALITY FOR X-DEDUCTIVE SYSTEMS 

3.1 Introduction 

It was proved in [4] that a 1-deductive system is protoalgebraic if and only if it 

has a so-called system equivalence formulas (Definition 3.3), or, equivalently, a (not 

necessary finite) system of congruence formulas with parameters (Definition 3.14). 

Similar result is claimed there for arbitrary A:-deductive system, but the proof con

tains a gap and the result, as stated in [4, Theorem 13.2], is not true (see Exam

ple 3.1). Consequently, several results of [4, Section 13] are either incorrect or require 

a different argument. 

The main idea of the incorrect proof of Theorem 13,2, of [4], can, however, be 

used in the proof of a different characterization of protoalgebraicicity of not only 

but in general -deductive systems; and also in the proof of a characterization of the 

protoalgebraic relativized to a predicate (Theorems 3.10, 3.11,3.12). This is one of 

the main goals of this chapter. We define system of equivalence formulas with param

eters z, Definition 3.3 and prove that a A'-deductive system is protoalgebraic iff it has 

an equivalence system w^ith parameters z (Theorem 3.10). A similar characterization 

(Theorem 3.12) of i?-protoalgebraic A'-deductive system, where G K and a partial 

characterization of /?A:-protoalgebraic A'-deductive systems, where k < p{R) is also 
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presented (Theorem 3.12). Theorem 3.10 allows to correct, and extend, the content 

of [4, section 13]. In particular, the concepts of congruential and weakly congruential 

deductive systems, introduced in [4], now acquire relatives: congruential and weakly 

congruential systems with parameters z (Definition 3.24). It turns out, that the no

tions with and without parameters z coincide exactly for those A'-deductive systems 

S whose classes of reduced models are closed under the operator 5, i.e, systems S 

such that a submatrix of a reduced <?-matrix is also reduced. 

In section 3.3, Theorem 3.22 we characterize protoalgebraic and i?-protoalgebraic 

A'-deductive system s as those having systems of so-called congruence formulas with 

parameters z, where z is a sequence of variables of length closely associated with the 

arities of the predicate symbols of K (Definition 3.14). 

Let the first-order language (A, K) be fixed. Let z denote a fixed sequence of 

variables defined as follows: If max{p{R) : /? G K} exists, and in particular when 

K is finite, then z = (2i,...,2„), where n = ma.x{p{R) : R £ K} — 1. (Thus 

if K has one unary predicate then z is the empty sequence.) Otherwise, z is the 

infinite sequence z = (^i, za, • • •)• If z = (^i,.. .,2m), k < m [or z = (^1,22,...)) and 

t ETC, then z[t/k] denotes the sequence (zi,..., ..., Zm) (or the sequence 

(^1,..., 3i_i, f, Zk,..., Zm), respectively). We will write R { z [ t / k ] )  for 

R { ~ ' l  T  •  •  •  1  ~ k i  •  •  •  1  — 1 ) 1  

thus the notation i?(z[i/A:]) assumes that not all, but only first p { R )  —  1 variables of 

z are involved in R{z[xlk]). By {x,?/,z} we mean the union of {a;,?/} and the set 

containing all variables 2; listed in z. 
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3.2 Equivalence formulas in protoalgebraic /i'-deductive systems 

Definition 3.1 A K-formula of the form R{ti,where R G K and ti,... ̂ tn 

are terms, is called an i2-formula. 

Definition 3.2 Let S be a K-deductive system, let R E K and let be 

terms, with Var(i,) C {x,?/,z}. 

1. The K-formula <^(x, y, z) = R{t\,. ..,tn) is called an 5-reflexive formula with 

parameters z if 

1-5 i?(ri,...,i„)(a:,a:,z). (3.1) 

Let I is be a set and let A = A(x, j/,z) = {A;(x,t/ , z )  : i E 1} be a set of K-formulas. 

Then 

1. The set A has the modus ponens property relative to {R, k) if 

A { x , y , z ) , R { z [ x / k ] )  I - 5  R { z [ y / k ] ) .  (3.2) 

2. If for every k < p{R), A has the modus ponens property relative to (R, k) then 

we say that A has the modus ponens property relative to R. 

3. If for every R G K, A has the modus ponens property relative to R then we say 

that A has the modus ponens property or that it is a system of modus 

ponens A'-formulas v/ith parameters z for S. 

The key concepts of this section, which we now introduce, are partly motivated 

by the concept of a system of equivalence fc-formulas in [4, Definition 13.1]. When the 

relational language K has more than just one predicate symbol, then in addition to 
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the notion of a system of equivalence /{"-formulas we also can define the relativized 

notions of equivalence system. 

Definition 3.3 Let S be a K-deductive system and let R G K. 

1. A system A.{x, y, z) of modus ponens formulas with parameters z for S such that 

each (p E A is reflexive is called an <S-equivalence system with parameters 

z or just equivalence system for S with parameters. 

2. A set of reflexive K-formulas with parameters z that has the modus ponens 

property relative to R is called an ^-equivalence system relative to R 

with parameters z or just 5-equivalence system relative to R with 

parameters. 

3. A set of reflexive R-formulas with parameters z that has the modus ponens 

property relative to R is called an (/?, <S)-equivaIence system with param

e t e r s  z  o r  / ^ - e q u i v a l e n c e  s y s t e m  w i t h  p a r a m e t e r s  z  f o r  S ,  o r  { R ,  S ) -

equivalence system with parameters. 

4- If the parameters z do not occur in A, i.e., Var(A;) C {x.y} for each A,- £ A. 

then A is called, respectively, an 5-equivalence system, 5-equivalence 

system relative to R and (i?, S)-equivalence system if it is a S-equivalence 

system with parameters, S-equivalence system relative to R with parameters, 

(R.,S)-equivalence system with parameters, respectively. 

When S is known from the context, we just say "equivalence system with parame

ters z, equivalence system relative to R with parameters z, R-equivalence system 
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with parameters z ,"  respectively, for "S-equivalence system with parameters z ,  S-

equivalence system relative to R with parameters z, {R,S)-equivalence system with 

parameters z." We call an (R)equivalence systemfwith parameters z) also a sys

tem of (/?)-equivalence formulas (with parameters z). We say that S has 

an equivalence system, an equivalence system relative to R, and an R-equivalence 

system, possibly with parameters z (or with parameters) when the respective systems 

for S exist. 

Notice that the notions defined in parts 2 and 3 of the above definition are 

not equivalent: Although every (72, <S)-equivalence system is also an <S-equivalence 

system relative to R, the converse is not true. For example, consider K = {i?, T"}, 

where both R and T are binary and let S be the A'-deductive system (we leave A 

unspecified here) determined by the axiom R{x,x) and the following rules: 

R { x , y ) , R { x , z )  1 - 5  R { y , z )  

R { x , y ) , R { z , x )  ] - s  R { z , y )  

R { x , y ) , T ( x , z )  \ - s  T { y , z )  

R { x , y ) , T { z , x )  1 - 5  T { z , y ) .  

By definition, the set { R { x , y ) }  is an equivalence system relative to T, but it is not 

a T-equivalence system. 

Proposition 3.4 Let S be a K-deductive system. Let A{x,y,z) a set of K-form,ulas 

and let R G A'. 

1. A is an S-equivalence system iff it is an S-equivalence system relative to every 

RG K. 
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2. A set A of K-formulas with paTameters is an S-equivalence system if and only 

if A = every R E K, is an S-equivalence system 

with parameters for R. 

3. If A is an {R,S)-equivalence system then it also is an S-equivalence system 

relative to R. 

Ji- If for every R G K there is an {R^ S)-equivalence system then there also is an 

S-equivalence system. 

Proof. Immediate from definition. • 

In view of the above lemma, part 2, an <S-equivalence system is a union of sets A^, 

where each A^ is a <S-equivalence system with parameters for R. Of special interest 

is the case when all A^ can be chosen finite. 

Definition 3.5 An S-equivalence system is called finitary if A = 

for every R G K, A^ is a finite S-equivalence system with parameters for R. 

Proposition 3.6 1. If a K-deductive system has an R-equivalence system with 

parameters z, then it also has a finite R-equivalence system with parameters z. 

2. If a K-deductive system has an equivalence system with parameters z, then it 

also has a finitary equivalence system with parameters z. 

Proof. It suffices to show that if A is a system of modus ponens formulas with 

parameters z relative to R, then there is a finite subset A^ that is also a system of 

modus ponens formulas with parameters z relative to R. For if every formula in A is 

reflexive, then A^ is a system of modus ponens formulas with parameters z relative 
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to R and if in addition each formula in A is reflexive, then so is every formula in 

A^. So if A is an /^-equivalence system with parameters z then so is A-^ and 1. is 

proved. If A is an «S-equivalence system with parameters z, then for every R E K 

we have a finite equivalence system with parameters z A^ for R and 2. is proved. 

So suppose that A has the modus ponens property relatively to an i? G K. 

Then 

A(x,y,z), j?(a:,z) I-5 i?(y,z). 

Since S is finitary, it follows that there is a finite subset A^ C A such that 

A^(x, y, z), R { x ,  z) 1-5 R { y ,  z). 

• 

Proposition 3.7 If K is finite, then a K-deductive system has an equivalence sys

tem with parameters z iff it has a finite equivalence system with parameters z. 

Proof. Immediate from Proposition 3.6 and Definition 3.5. • 

A deductive system S which has a system of equivalence formulas with param

eters z is called an equivalence theory. ([4]). 

The above notion of an ^-equivalence system for R and also the notion of the 

( i ? ,  5 ) - e q u i v a l e n c e  s y s t e m  c a n  b e  r e l a t i v i z e d  t o  k  <  p { R ) .  

Definition 3.8 Let R G K and G {1,... ,p{R)}. 

1. A set A of reflexive K-formulas that has the modus ponens property relative to 

{R^k) is called a 5-equivalence system of A'-formulas with parameters 

z  r e l a t i v e  t o  { R . , k ) .  
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2. A set A of reflexive R-formulas that has the modus ponens property relative to 

(Rfk) is called a system of (R,S)-equivalence formulas with parame

ters z relative to {R, k) or a i?-equivalence system with parameters z 

r e l a t i v e  t o  { R , k ) .  

Of course, if K is finite, then an «S-equivalence system is finitary if and only if 

it is finite. Theorem 13.2 in [4] reads: 

A k-deductive system S is protoalgebraic iff it has a finite system of equivalence 

formulas. 

The proof of the necessity of this condition is, however, incorrect. It proves only 

that for every A;-deductive system S there exists a finite system of equivalence formu

las with parameters. Theorem 3.9 below. The idea of this argument can also be used 

to prove the relativized version of Theorem 3.9 (Theorem 3.11 below). Example 3.1 

shows that Theorem 13.2. of [4] is false. 

Theorem 3.9 Let S be a protoalgebraic K-deductive system. Then there exists a 

jiTtifciry S-eqiiivdience system. If Is. is Jiv.ite, then there exists a finite S-e(j'itivcilencc 

system. 

Proof. 

Assume that S is protoalgebraic. Let 

T  : =  { R { t { x , y , z } )  :  I-5 R ( t { x , x , z ) )  :  R  e  K j e  Te"^"'}. 

First observe, that T  is an <S-filter on Te(x,?/,z). For if T  I-5 S { t { x , y , z ) ) ,  then, by 

structurality of S and by the definition of T, I-5 S{t{x,x,z)). By definition of T, the 

A ' - t e r m  S { t { x , y , z ) )  i n  T .  
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We now claim, that { x , y )  G To show this we use Proposition 2.51. 

For let R { t { u ^ v ) )  be an arbitrary A'-term, where v  = is some sequence 

of variables. Suppose that for some choice of elements v j  =  V j{ x , y , z )  of Te(x,?/,z), 

where j = 1,... m we have that Rs{x,vi{x,y,z),... ,Vm{x,y.,z)) G T. To show our 

c l a i m  w e  n e e d  t o  p r o v e  t h a t  R { s { y , v i , . . .  , V m ) )  G  T ,  w h e r e  V j  s t a n d s  f o r  V j { x , y , z ) .  

Let t{x, y, z) := s{y, Vi,... ,Vm)- By assumption that 

R { s { x ,  v i { x ,  y, z),..., V m { x ,  y ,  z))) G T, 

we have I-5 x, z)), which implies that R { t [ x ^ y , z ) )  G T  and finishes the proof 

that { x , y )  e  

Now since S  is protoalgebraic, for every the pair { x ,  y )  is also in 

QTe(x,y,z)^2^ y j). But R { z [ x j k ] )  G (TU {i?(z[x/fc])}), hence R { z \ y l k ] )  G 

{ T [ j { R { z [ x / k ] ) ] ) .  So T  is an <S-equivalence system with parameters z. The theorem 

now follows from Propositions 3.6 and 3.7. • 

Modifying an argument used in the proof of [4, Theorem 13.2.], we get the 

xwAivy «v 111^ . 

Theorem 3.10 Representation Theorem for protoalgebraic A'-deductive systems 

1. A K-deductive system S is protoalgebraic iff there is a finitary S-equivalence 

system with parameters. 

2. A k-deductive system S is protoalgebraic iff there is a finite S-equivalence sys

tem with parameters. 

Proof. Let A be a system of <S-equivalence formulas with parameters z. Let A 

be a A—algebra and let F, G G Fi5(A) such that F Q G. Suppose R{a) G G and 
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a  = h { V l { F y ^ ^ ^ )  (recall that this means that sequences a, b  have length p [ R )  and for 

every i < p{R), c; = bi{Q,{F))). Let us fix G A and assume that ip is of the form 

S { t { x , y , z ) ) ,  f o r  s o m e  5  G  K  a n d  s o m e  t e r m s  t i , . . .  , i / 3 ( s ) -  F o r  e v e r y  i  =  1 , . . .  , p { R ) - ,  

for every k = 1,..., p{S) and for all cC A, we have 

= Q { F )  

By the reflexivity condition 3.1, 5(f^(a,-,ai,c),... ,i^5)(at-,ai,c)) E F. It follows 

that also 5(if"(a,-, 6,-, c),..., 6i, c)) G F C G, hy compatibility of fl(F) with 

F. Thus A(a;, fe,-, ^ C G. Now, A is a set of modus ponens formulas with parameters 

z for S. Hence for every i = 1,..., p{R), if 

R{^0,\ , . . . , a,) ̂ :+l, • • • 1 ^p(H)) ^ 

then also 

R{ai i -  •  • ,  b i ,  6 ,+ i , . . . ,  bp(f i ) )  6  G. 

Since R { a )  G G, it follows that R { b )  G G. We have shown that 0^{F) is compatible 

with G. Therefore ^{F) C This shows that S is protoalgebraic. The reverse 

implication follows from Theorem 3.9. • 

We now turn to the protoalgebraicity relativized to R. 

Theorem 3.11 Let S be a K-deductive system and let R G K. Then S is R-

pTGtoal^chvdZC i t  l i C l S  a JzTlztc SystCTn GJ R-CiJXiZVG'lcTiCc j O T T T l i i i C i S .  

Proof. Let i? G K and assume that S  is i2-protoalgebraic. Let 

T  : =  { R { t { x , y , z ) )  G FmK : \-s Rit{x,x,z)),t G Te'"'^'}. 
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(This set T differs from the one we used in the proof of Thm.3.9 in this that here R 

is fixed and there it ranged over the set K.) First observe, that if T I-5 R{t{x, y, z)), 

t h e n ,  b y  s t r u c t u r a l i t y  o f  S  a n d  b y  t h e  d e f i n i t i o n  o f  T ,  R { t { x , y , z ) )  G  T .  

Similarly as in the proof of Theorem 3.9, we now claim, that 

{ x , y )  €  

For let R { t { u , v )  be an arbitrary A'-term, where v  =  . . .  , V m  is some sequence of 

variables. Suppose that for some choice of elements Vj{x,y,z) of Te(x,y,z), where 

j = l,...m we have that Ui(x,?/, z),..., ?/, z)) G T. Let s(x,y,z) := 

^(y,^^i(2:,2/,z),...,UTO(x,y,z)). To prove that { x . y )  6 we need to show 

that also R { s { x , y , z ) )  6 T .  But by structurality and the assumption that 

R { t { x , v i { x , y , z ) , . . . , v ^ { x , y , z ) )  e  T  

we have I-5 R { $ { x , x , z ) ) ,  which implies that R { s { x , y , z ) )  G T  and finishes the proof 

that {x,y) G 

Now since S  is i2-protoalgebraic, for every k  =  1,..., p { R ) .  the pair i x .  y )  is also 

in U {R{z{xlk]}). But R{z[xlk] G (T U {R{z[x/k]}), hence R{z[y/k] G 

(T U { R { z [ x l k ] } ) .  Therefore, there is some n = n(z,fc) and some i?-formulas ipf''' = 

ipf'''{x, .y, z) for j = 1,..., n such that 

< ^ i { x , y , z ) , . . . , i p j { x , y , z ) , R { z [ x / k ] ) h s  R { z [ y / k ] ) .  (3.3) 

Also, by the definition of T, 

\ - s  < f j { x , x , z ) .  (3.4) 

Now the number p { R )  is finite, so the union ^ i = 1, • • • ' m k }  

is finite. It follows that A is a finite (/?, «S)-equivalence system. 
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To prove that the existence of an (i?, <S)-equivalence system implies that 

S is /2-protoalgebraic, let C G be two <S-filters on an algebra A. We show that 

VtR{F) is -compatible with G. For let R{a) 6 G and assume that a = ^ClR{F)). Let 

ip G be arbitrary but fixed. Then ip is of the form R{t{x, y, z), for some sequence 

of terms t of length p{R). For every i = 1,..., p{R)-, for every k = 1,..., p{R) and 

for every sequence c of elements of A, tk{ai, a,-, c) = tk{ai, bi, since ^r{F) 

is a congruence. By reflexivity of VLr ,  G,-, C)) 6 F and by the compatibility 

of C t R { F )  with F ,  6,-, c)) 6 F ,  for every k  <  p { R ) .  Therefore A^(ai, 6;, c) C 

F  C  G .  Since R { a )  G G  and A^ has the modus ponens property 3.2, we can prove by 

induction that also R{b) G G. This shows that ^r{F) is compatible with G. Hence 

^r{F) C Q,r{G)., which finishes the proof that S is i?-protoalgebraic. • 

Theorem 3.11 above gives necessary and sufficient condition for a /•t'-deductive 

system S to be protoalgebraic. We are not aware of any similar condition character

izing the (i?, A;)-protoalgebraicity: a sufficient condition on (i?, A:)-protoalgebraicity 

which can be obtained using the method of proof of Theorem 3.11 is strictly stronger 

than the necessary condition obtained this way. 

Theorem 3.12 Let S be a K-deductive system, let R £ K and let k < p{R). 

1 .  I f  S  i s  { R ,  k ) - p r o t o a l g e b r a i c ,  t h e n  t h e r e  i s  a  f i n i t e  s y s t e m  o f  [ R .S)-equivalence 

f o r m u l a s  f o r  { R , k ) .  

2. If there is a finite system A'°'"' of {R,S)-equivalence formulas for {R. k) such 

that every E is of the form 

/?(Zi (x, z),..., (3;, z),i/;(a;,?/,z), (x, z),...,ip^^j(a;,z), (-3.5) 

then S is {R,k)-protoalgebraic. 
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Proof. To show that the existence of a finite (R,S)-equivalence system of the form 

3.5. above implies that S is (i?, A:)-protoalgebraic, let 21 be a model of S, let F C G be 

two 5-filters on 21. In order to show that S is (i?, A;)-protoalgebraic, it suffices to show 

that is (/?,/:)-compatible with 0 . So let {a,b) € ^(R,k)) and suppose that 

(ci,. . . ,Cfc_i,a,Cfc+i,. . . , Cp( f l ) )  £  G .  Suppose that we have a finite (i?, A:)-equivalence 

system and that (a, 6) € Hence also, for every (/?(x,y,z) £ 

(ifc(a,a,c),tfc(a,6,c)) £ ^(n,k){F). By (3.1), 

1  ( G ,  ̂ , . . . ,  ( c t ,  ( c t ,  G ,  ( o t ,  . . . ,  ^ )  £  F  

and therefore also, by (i2, A;)-compatibility of with F, 

/ ? ( i  1  ( q ,  c )  ,  .  .  .  ,  tk—\( o 5 ^ i ^ f c ( o , G , c ) ,  ( G , C ^ , . . . , f p ( / { ) ( G , ^ )  £  F C  G1 

using the fact that the formulas in are of the special form. But then, by (3.2), 

(ci,..., Cfc—x, 6, c/j+i, •.., £ G/ti as desired. 

For the proof of 1. let us fix i? £ K and k  =  1,..., p { R )  and assume that S  is 

(R,k)-protoalgebraic. Let 

Tk := {R{t{x,y,z)) £ FmK :  I-5 R { t { x , x , z ) ) , t  e  

Similarly as in the proof of Theorems 3.9 and 3.11 we can show that the pair 

{x,y) £ Q(/?^fc)(r) and by monotonicity of ^{R,k) it is also in U 

{/2(z[a:/fe])})). But z[a:/fc] £ (T U {i?(z[x/fc])}), hence 

R ( z [ y / k ] } e { T [ j { R { z [ x / k ] ) } ) .  

Therefore, there are some n  = n(z, k )  and some K-formulas f j i x ,  y ,  z) = y ,  z) 

for j = 1,..., m, such that 

(^i(x,7/,z),...,(^j(x,y,z),i?(z[a:/t]) I-5 R { z { y l k ] ) .  (3.6) 
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Also, by the definition of T", 

\ - s  < ~ p j [ x , x , z )  (3.7) 

and the formulas ?/, z) are all of the form R { t )  where t  are sequences of terms of 

l e n g t h  p { R ) .  T h e s e  f o r m u l a s  f o r m  t h e r e f o r e  a n  ( R , S ) - e q u i v a l e n c e  s y s t e m  f o r  { R , k )  

with parameters z. As we mentioned above, a system which is (/?, ^)-protoalgebraic 

for every k < p{R) must be A:-protoalgebraic, but we do not expect the converse to 

be, in general, true. We would like to be able to characterize the (R,k)-protoalgebraic 

A'-deductive system in a manner similar to the characterization of i?-protoalgebraic 

A'-deductive system above. So we ask the following 

Open questions: 

1. Is there a characterization of (i?,/i:)-protoalgebraic A'-deductive system similar 

to the one given in Theorems 3.10, 3.11 for protoalgebraic and /2-protoalgebraic 

A'-deductive systems? 

2. If S is (i?, A:)-protoalgebraic for every k < p(R)., does it follow that S is R-

protoalgebraic? 

Notice that when K has one predicate symbol which is unary, then the answer to 

both questions are obviously positive. For in this case Theorems 3.10, 3.11 and 3.12 

coincide. Notice also, that in all these theorems we may omit the restriction on the 

equivalence systems that they involve the parameters, i.e., for example a 1-deductive 

system 5 is protoalgebraic iff it has a finite system of equivalence formulas (without 

parameters). This is the content of [4, Thm.13.2] for the special case of 1-deductive 

systems. 
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Corollary 3.13 ([4, Thm.13.2] for 1-deductive systems) A l-deductive system S is 

protoalgebraic iff it has a finite system of equivalence 1-formulas. 

Proof. It follows from Theorem -3.10 that S is protoalgebraic iff it has a finitary 

equivalence system with parameters z, where z is the sequence of variables Zi of 

length 1 — 1, i.e., z is the empty sequence of parameters. Hence there is a finitary 

<?-equivalence system without parameters. But as we already observed, in case that 

K is finite, the existence of a finitary system of equivalence formulas is equivalent to 

the existence of a finite system of equivalence formulas. • 

The question remains, whether also for /C ^ 1, protoalgebraic /\-deductive sys

tem must have a finite system of equivalence formulas without parameters. This 

question is equivalent to the question whether the existence of a finite system of 

equivalence formulas with parameters implies the existence of a finite system of 

equivalence formulas without parameters. A relativized question asks if the existence 

of a finite system of R -equivalence formulas with parameters implies the existence 

of such formulas without parameters. (We do not consider here this question rela

tivized to (R,k).) The following example shows that the answer to this last question 

is negative, even in the simplest case that K has only one predicate, which is binary. 

Since there is only one predicate in A', the same example proves that the answer to 

the first question is negative. 

Example 3.1 Let A be the similarity type of one binary operation and let PC be the 

relational language consisting of one binary predicate R. Since R is the only predicate 

symbol of K, the notions of /^-protoalgebraic and protoalgebraic coincide as also do 

the notions of i?-equivalence system for S (with parameters) and of equivalence 

system for S (with parameters). The result of the operation of A on terms t and 
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s will be written as juxtaposition. Let 5 be the 2-deductive system given by the 

following axiom and rules: 

h R { x , x )  (3.8) 

R { x z ,  y z ) ,  R { x ,  z )  h R { y ,  z )  (3.9) 

R { x z , y z ) , R { z , x ) \ -  R { y , z )  (.3.10) 

The system consisting of one 2-formula R { x z ,  y z )  forms an /^-equivalence system 

with parameter z for S. Thus by Thm. 3.11, 5 is i?-protoalgebraic. 

We claim, however, that S does not have an R- equivalence system without 

parameter, i.e., that no set of 2-formulas in variables x and y forms an equivalence 

system. 

To see this, let A = A { x , y )  be some set of pairs of terms in variables x , y  and 

let A := (Cn^A) D Te(x,?/). Note, that A is closed under rules 3.9 and 3.10. 

We now claim that 

Cn5(A, R { x , z ) )  = A U {/?(.T,^)} U : t  e  Te}. (3.11) 

Let RHS denote the right hand side of the above equation. It is clear that RHS 

is included in the left hand side and that A U 2)} is included in RHS. 

It suffices to show that RHS is an S theory. It is clearly closed under the rule 

3.8. We now show that it is also closed under rules 3.9 and 3.10. For the rule 3.9 

suppose that R{tu,su), R{t,u) is in R. We want to show that then also R{s,u) is in 

this set. This is obvious, if f = 5, which is the case when tu = su as terms. Note 

that {tu,su) / {x,z). So we may assume that R{tu,su) E A . In particular, the 
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only variables occurring in t , u , s  are x . y .  Therefore, if R { t , u )  is contained in the 

t h i r d  c o m p o n e n t  o f  R H S  t h e n  i t  a l s o  i s  c o n t a i n e d  i n  A .  I t  f o l l o w s  t h a t  R ( t ,  u )  E  A  

and therefore R{s,u) G A, since A is closed under rule 3.3. This verifies our claim 

for 3.9. The proof for 3.10 is similar: suppose that R{tu,su), R{u,t) is in RHS. If 

f = s, R{u,s) G RHS by assumption. So assume that t ^ s. Then R{tu,su) € A and 

therefore Var(f, u, 5) C {x, y]. In particular, t z and therefore t) ̂  /?(x, 2). So 

R{t,u) € A or f = u, so in any case R{t,u) G A. It follovirs that R{u,s) G A C RHS. 

This verifies that S is an 5-theory and therefore the equation 3.11. 

Now R { y , z )  is not contained in RHS and therefore is not in Cn5(A, i?(x,2:)). 

This shows that A is not a modus ponens system. Since A was an arbitrary set 

of 2-formulas in variables x,y, it follows that S does not have an equivalence system 

without parameter 2. • 

3.3 Systems of congruence K- and i?-formuIas 

Definition 3.14 Let S be a K-deductive system. Let z be as defined at the beginning 

of section 3.2. Let w be some sequence of variables, possibly infinite. 

1. We say that a set A(x,y ,z ,w)  of K-formulas has the <S-replacement prop

erty (relative to x and y), or just «S-repIacement property if for every term 

i(z,v), where v is a sequence of variables, 

A(x,y ,z ,w)  1-5 A(i (a: ,v ) , f (? / ,v ) , z ,w) .  (3.12) 

2. An S-equivalence system with parameters z A is called an «S-congruence 

system with parameters z and w if it has the replacement property 3.12. 
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If such a system exists, then we also say that S has a congruence system 

with parameters z. 

3. An [R,S)-equivalence system with parameters z and w is called a (R,S)-

congruence system with parameters z and w or a /^-congruence sys

tem with parameters z and w for S if it has the replacement property 3.12. 

4. If for any of the above systems the sequence w is empty, we say that it is 

a congruence system (S-congruence system,{R,S)-congruence system) with 

parameters z. 

Theorem 3.15 Let S be a K-deductive system and let 21 = (A, F) be an S-matrix. 

1. Let R E K. If is an R-congruence system for S with parameters z and w, 

then 

a  =  b { n R { F ) )  i f f { A Y { a A d ) C F  

for all sequences d of elements of A of the length equal to the sum of lengths of 

z and w. 

2. If A is a congruence system for S with parameters z andw, then 

a  =  b { n { F ) )  i f f  A ^ { a , b , d )  C  F  

for all sequences d of elem.ents of A of length equal to the sirm of lengths of z 

and w. 

Proof. Let S and 21 be as in the statement of the theorem. First observe, that 

i f  ( a ,  6 )  G  f i ( - F )  t h e n  s i n c e  Q { F )  i s  a  c o n g r u e n c e ,  a l s o  { t { a , a , d ) , t ( a , b . , d ) )  6  ̂ { F ) .  
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Similarly, for /? 6 K, (a, 6) £ ^r{F ) implies { t { a , a , d ) , t { a , b , d ) )  G ^ r{ F )  for every 

term t{x, y, z). 

Now suppose that X { x , y , z )  is a system of reflexive formulas with parameters 

z. Then in particular, for every (p E X, (p{a,a,d) G F. If in addition X has the 

replacement property relative to an i? G K, then for every G X of the form 

ip = R{t{x,y,z), we have that ip{a^b,d) G F, too. Now an /?-congruence system 

with parameters z has the replacement property relative to R and also every ip G A^ 

is an i?-formula, so by the above argument, A^(a, 6, d) C F, for every sequence of 

elements d of the same length as z. An 5-congruence system A with parameters z 

has the replacement property with respect to every i? G K. Also, for every G A, 

i s  a n  / ^ - f o r m u l a ,  f o r  s o m e  R  £  K  a n d  ^ { F )  =  f l / j g  K  H e n c e  i f  ( a ,  b )  G  ^ { F )  

and y? G A, then for some i? G K, is an i?-formula and (a, b) G Q,R{F) .  The above 

argument implies that ip{b, a, d) G F, and whence A(a, 6, d) C F, for all d. 

For a set X of A'-formulas define the following relation on A: 

( a , b )  G 0v if f  A^ ( a . b J )  C F 

for all sequences d of elements of A of the same length as z. 

To prove the theorem it remains to show that if A^ is an i?-congruence system 

with parameters z and w, then ©(^h) C Oh(F) and that if A is a 5-congruence 

system with parameters z and w, then 0a Q Q,{F). In the series of lemmas 3.16-

.3.20 we will show that 0(a«) and 0a are congruences on A that are, respectively, 

/ ? -compat ib le  and  compat ib le  wi th  F.  

Lemma 3.16 Let S be a K-deductive system and let A{x,7/ , z )  be some set of K-

formulas with parameters z. Let 21 = {A,F) be an S-malrix. Then 0a is reflexive 
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iff every tp{x,y,z) G A zs a reflexive K-formula with parameters z; 

Proof. Immediate by definition. • 

Lemma 3.17 Let S  be a K-deductive system and let 21 = { A , F )  b e  a n  S -matrix. 

1. Suppose that R G A and let A^{x,y,z) be some set of R-formulas that has the 

replacement property with respect to R. Then the relation 0(Afl) is symmetric. 

2. If a set of K-formulas has the replacement property for S  ( f o r  e v e r y  R  E  K ) ,  

then 0A is symmetric. 

Proof. Let (a, 6) € ©(A-'')- TO show that (6, a) G 0{A«), we need to show that 

A ^ { b ,  a, d) C F, for all sequences of elements of A c? of length of z. Let R{t{x, y, z) G 

A-'^. We need to show that 

R { t { b , a J ) )  E  F .  (3.13) 

Since A^ is reflexive, we know that R { t { a , a , d ) )  G F .  Notice that 3.13 follows by 

induction from the following claim. 

Claim 1 If 

R(^t\{^a^ <2, d^^^ tf.(^a^ Q,^ ^ t^.^ \ (6,d^,..., t(6, ct, d^) G then 

R { t i  ( a ,  a ,  c ? ) , . . . ,  t k - i { a ,  a ,  d ) ,  t k { h ,  a . d ) , . . . ,  t p ( R ) { b ,  a , d ) )  ^  F .  

To prove the claim, we use the assumption that (a, b) G 0(a^) ^^d therefore also 

{th{a^a,d)^tk{b,a^d)) G 0(a«)-

By definition of 0(a«) we know that for every sequence e of elements of A, 

A { t k i a , a , d ) , t k { b , a , d ) , e )  C F .  
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Let e be the sequence { t i { a , a , d ) , . . .  d ) , . a, d ) ) -  The 

claim follows from the modus ponens property with respect to R. This proves the 

first statement of the lemma. 

For the second statement, observe that if A is a ^-congruence system with 

parameters z and w for S, then it has the replacement property with respect to 

every R £ K and therefore the above proof can also be applied to show that 0a is 

symmetric. 

Lemma 3.18 Let S be a K-deductive system and let 21 = (A, F) be an S-matrix. 

1. Suppose that R 6 K and let A^{x,y,z) be some set of R-formulas that has the 

replacement property with respect to R. Then the relation 0(a«) is transitive. 

2. If a set of K-formulas has the replacement property for S (for every R G K), 

then 0^ is transitive. 

Proof. Fix G K and let X be either or A. Then let 0 be Qx , i-e., 0 is either 

0(aR) or 0A. Let (a,6), (6,/) € 0. Consider an J?-formula ip = G 

0(A«), where for i = !,...,/?(/?), <,• = z). Let s(x,v) G Te. Fix two se

quences of elements of A: c of the same length as v and d of the same length as 

z.lengths. We claim that R{t{s{a,c),t{f,^,d)) G F. For k = l,...,p{R) let Let 

t'f. tk{t{a,^,t{b,^,d) and t'ltk{t{a,^,t{f,^,d). Since (6,/) G 0(a«)i we have, 

for every k < p{R): {t'}.,t") G 0 and therefore, by definition of 0, 

A { t k { t { a , c ) , t { b , c ) , d ) , { t k { t { a , c } S { f , c } J )  C F .  (.3.14) 

To complete proof of the claim we need to show that 

• • • iip{R)) ^ F (3.15) 
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Notice that R { t [ , . . . ,  G F .  Let us fix /; < p { R )  and suppose that 

(3.16) 

Since X is /^-compatible with F, it follows that 

Proceeding by induction we get that R { t " , ,  ̂" ( r ) )  G F, i.e., the claim is true. Now 

if A" = A^, it follows that A^{a,f,d) C i^, i.e., (a,/) G 0(a«) and the proof of 1. is 

finished. 

If X = A, notice the above argument is independent of R and therefore in

dependent of the choice of 9? € X, i.e., for every c/p G A, (a,6),(&,/} G 0 implies 

(^{a,f,d) G F, all d. Hence (a,/) G 0. 

R { t { s { a ,  c ) ,  t { b ,  c), d ) R { t { s { a , ^ , t { f ,  c), d ) ) .  

Lemma 3.19 Let S be a K-deductive system and let 21 = (A,F) be an S-matrix. 

1. Suppose that R G A and let be some set of R-fonriulas thuL Iios ilit 

modus ponens property with parameters with respect to R. Then the relation 

is compatible with F. 

2. If a set of K-formulas has the replacement property for S (for every R G K), 

then 0A is compatible with F. 

Proof. Immediate from definition of the modus ponens and compatibility properties. 

• 

Lemma 3.20 Let S be a K-deductive system and let 21 = {A,F) be an S-matrix. 
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1. Suppose that R G K and let A^(x,y,z) be some set of reflexive R-formulas 

t h a t  h a s  t h e  r e p l a c e m e n t  p r o p e r t y  w i t h  r e s p e c t  t o  R .  T h e n  t h e  r e l a t i o n  0 ( a « )  i s  

a congruence. 

2. If a set of reflexive K-formulas has the replacement property for S (for every 

R € K), then is a congruence. 

Proof. From the previous lemmas it follows that 0a and 0(a«) are equivalence 

relations. The fact that they are congruences now follows immediately from the 

replacement property. • 

The theorem follows from lemmas 3.19 and 3.20. • 

We will now apply Theorem 3.15 to protoalgebraic A'-deductive systems. 

Lemma 3.21 Let S be a K-deductive system and let R 6 K. Assume that A(x, y, z) 

is a set of K-formulas. Define 

A(x,y,z,w) := y |J A(f(x,v),f(j/,v),z), 
" £|'r.V)6Te 

where the first union is indexed by the finite sequences of variables v and w is the 

infinite sequence of these variables. Then 

1. If A is an S-equivalence system, then A is an S-congruence system; 

2. If A is an R-ei^uivalence siisteTn for S thcv. A is cm R-conarusnce svstem for 

S. 

Proof. By definition, A has the replacement property. If A is a set of reflexive 

formulas, then so is A and if A has the modus ponens property (relative to /? ), then 
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since A C A, it follows that 

A(x,t/,z),i?(z[x//r]) h5 i?(z[j//fc], 

for every k  <  p { R ) .  Therefore A has the modus ponens property in this case. Thus 

if A is an 5-equivalence system with parameters z, then so is A, and if A is an 

(i?, 5)-equivalence system with parameters z, then so is A. The lemma follows. • 

Theorem 3.22 (see Thm. 13.5 in[4]) Let S be a protoalgebraic K-deductive system 

with a system A{x,y,z) of equivalence formulas with parameters z. Then for every 

A . - a l g e b r a  A ,  a l l  a , 6  E  A . ,  a n d  e v e r y  F  G  F i s { A )  

a = 6(n(F)) i f f  A ^ { s ^ { a , c ) , s ^ { b , c ) J ) Q F  (3.17) 

for all s G [Jre(a:, j7),c C A, and all sequences d 
y 

of elements of A of the same length as z. 

T O Ol J O 1 c r-i J. xwvri.. jL-*y uCiiiiiict u.Zx CLiiU J.11CW1C111 o.io. ' 

Theorem 3.9 and Lemma 3.21 imply that every protoalgebraic A'-deductive sys

tem has a 5-congruence system with parameters z and w. On the other hand, if S 

has a congruence system with parameters z, then S is protoalgebraic. The following 

theorem should replace [4, Theorem 13.10.]. 

Theorem 3.23 1. A K-deductive system is protoalgebraic iff it has a system of 

congruence formulas with parameters z and w. 

2. A K-deductive system is R-protoalgebraic iff it has an R-congruence system, 

with parameters z and w. 
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Proof. That the condition is necessary follows from Theorem 3.9 and lemma 3.21. 

By Proposition 3.6 and Theorem 3.10 we need to show that the existence of a S-

congruence system with parameters z and w implies the existence of an equivalence 

system with parameters z (but without parameters w) and that the existence of 

an i?-equivalence system with parameters z and w implies the existence of an R-

equivalence system with parameters z. 

Assume that A(x, y, z, is a congruence system with parameters z and w. Take 

A in 3.15 to be the term algebra over denumerably many generators, including x, j/, z. 

Let r be a theory generated by R{{zi,..., Zk-i,x, Zk+i,..., Zp^pt)) together with all 

substitution instances of of congruence formulas of the form (^(x, y, z, i), with 6 A 

t G Te'"', i.e., 

T  = Cn({/?(z[a:/A:])} U { ( p { x , y , z , i )  : i p e A , t e  Te'^}) 

The variables 2,- may occur in the terms of t .  Since f l { T )  is compatible with T  and 

{x,y) 6 ri(T'), we have that R{z[y/k]) G T. This means that 

R { z [ x / k ] } , / \ [ x , y , z , t )  \ - s  R { z [ y / k ] ) .  

Furthermore, since S  is finitary, there exists a finite set F C A { x .  y, z, t )  such that 

i?(z[a:/fe])F \-s R{z[y/k]). Let A'(a;,?/,z) be the result of substituting a: in F for every 

variable different from x,y,z. Then, since S is structural, we have 

R { z [ x / k ] ) A ' { x , y , z )  I - 5  R { z [ y / k ] )  

Clearly, I-5 A'(a:, x, z). Thus A'(a:, y, z) is a finite equivalence system with parameter 

z for <S, hence S is protoalgebraic. • 

The proof of the second statement is similar. • 
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In section 3.3 we have characterized the protoalgebraic A'-deductive systems by 

the existence of a ^-congruence system with parameters z and w. This system 

in general is infinite. In the next section we turn to the special cases when the 

congruence system can be found finite and also to the cases where one of the two 

sets of parameters may be omitted. 

3.4 Congruential and related A-deductive systems 

In addition to the concepts of a congruential and weakly congruential A'-de-

ductive systems introduced (for fc-deductive system) in [4, Definition], we consider 

(weakly) congruential systems with parameters z. It turns out that the concepts 

with and without parameters z coincide exactly for these A'-deductive systems for 

which the class of reduced models is closed under the operator S. We verify, or if 

necessary correct, [4, 13.6-13.13] for A-deductive systems. Some of these results can 

be relativized to a predicate symbol R. This research is still in progress. 

A system of congruence formulas with parameters z is a system A of congruence 

formulas with parameters z and w, where w is the empty string. A system of con

gruence formulas is a system A of congruence formulas with parameters z, where z 

is the empty string. We also say that A is a system of congruence formulas without 

any parameters when A is a system of congruence formulas. 

- W J. k 

1. S is weakly congruential with parameters z if it has, possibly infinite, 

system of congruence formulas with parameters z. 
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2. S is congruential with parameters z if it has a finite system of congruence 

formulas with parameters z. 

3. S is weakly congruential if it has, possibly infinite, system of congruence 

formulas. 

4- S is congruential if it has a finite system of congruence formulas. 

Corollary 3.25 Let S be a K-deductive system and Ql 6 Mod<S. 

1. If S is weakly congruential with parameters z. whith an S-congruence .<iy.'^tem. 

with parameters z A(a:,?/,z), then 21 is reduced iff 21 satisfies 

[Vz(A ^(3^' 2/' z))] (3.18) 

Notice that the conjunction in the antecedent is infinite. 

2. If S is weakly congruential, where A{x,y) is a congruence system, then 21 is 

reduced iff 21 satisfies 

{/\A{x,y,z)) ̂  X ^y. (3.19) 

Again, the conjunction in the antecedent is infinite. 

3. If S is congruential with parameters z, where 

is a finite S-congruence system with parameters z, then 21 is reduced iff 21 

satisfies 

[Vz(Ai(a;,j/,z) A • • • A A„(x,2/,z))] x ^ y. (3.20) 
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4- If S is congruential, where A{x,y) = {Ai(a:,y),..., A„(x, ?/)} is a finite con

gruence system, then 21 is reduced iff it satisfies the universal Horn sentence 

Ai(x,  ?/)  A • •  •  A A„(x,  ?/)-> X «  y.  

Proof. By Theorem 3.15. • 

Part 4. of Corollary 3.25 has first been stated in [4, Corollary 13.6 (i)] for 

A:-deductive systems. 

Corollary 3.26 If S is a K-deductive system then 

1. If S is weakly congruential then Mod*«S is closed under the operator S, of 

forming submatrices. 

2. If S is congruential with parameters z, then Mod"*? is closed filtered products. 

3. If S is congruential then Mod*«S is closed under the formation of submatrices 

and filtered products. 

Proof. By Corollary 3.25. • 

Parts 1 and 3 of Corollary 3.26 have first been stated in [4, Corollary 13.6 (i)] for 

fc-deductive systems.. An example of a X-deductive system S which has congruence 

formulas with z but Mod*<S is not closed under S will be given below ( Example 3.2). 

Theorem 3.27 ([4, Theorem 13.7]) Let S be a K-deductive system with a finite 

system of congruence formulas without parameters. Then for all K C Mod*<S, the 

reduced universal Horn class generated by K is ISPPyK. 

Proof. By Corollaries 2.56 and 3.26. • 
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Corollary 3.28 ([4, Corollary 13.8]) IfS is a K-deductive system with a finite sys

tem of congruence formulas without parameters, then the class of underlying algebras 

of Mod's forms a quasivariety. If C is a class of reduced models then the class of the 

underlying algebras of the reduced universal Horn class generated by C coincides with 

the quasivariety generated by the underlying algebras of the elements of C. 

Proof. By Theorem 3.27. • 

The following theorem characterizes semantically models of protoalgebraic as 

well as weakly congruential and congruential A'-deductive systems (i.e., without z). 

The theorem is due to Blok and Pigozzi, [4, Theorem 13.2.]. They state this theorem 

for fc-deductive systems, but the same proof works for arbitrary A'-deductive systems. 

It is an open question, how to characterize the classes corresponding to (ii) and (iii) 

below, but with z. It will be shown below (Example 3.2), that the class of all models 

of a congruential with z system does not need to be closed under S. 

Theorem 3.29 Let Ti = Mod*.?, for some K-deductive system S. 

• S is protoalgebraic iff it is closed under PsD-

• S is a weakly congruential iffTi is closed under S and P. 

• S is a congruential iffTi. is closed under S,P and P^;. 

rrooi. ['i, rrooi oi ineorem lo.izj. u 

Theorem 3.30 1. If S has a system of congruence formulas with parameters z 

and Mod'^ is closed under S, then S has a system of congruence formulas 

without z. 
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2. If S has a finite system of congruence formulas with parameters z and Mod*<S 

is closed under S, then S has a finite system of congruence formulas without z. 

Proof. Let 5 be a /v-deductive system and let A(x, y, z) be a system of congruence 

formulas for S. Let 

X  : =  { i p ( x , y , i }  : ( p e A , t e  T e ( x , y ) }  

and let T be the 5-filter generated by X in Te(x,?/, z). Let (8 be the reduced matrix 

(Te(ar, y, z), T)" G Mod'.S. Thus 

5 8 =  {Te{x,y,z)inF, FIQ.F), 

where Q, denotes J2Te(x,y,:)_ ^ ; F g Te(a;,?/)} and let T' := {t/Q ,{T) : 

t G TnTe(x,?/)}, i.e., T' = {Tr\Te{x,y))/Q,{T). Note that T' = (rnTe(a;,y))/r2(r). 

Since n(r) is compatible with T, we can conclude that T' = TIQ,{T)r\Te{x, y)/Q{T). 

The inclusion from left to right is obvious and for the inclusion from right to the left 

let t e Te(a:, y) and s E T he such that tlQ,{T) = s/Ct{T). Hence {t,s) G ^{T) 

and since Cl{T) is compatible with T, we have that t £ T. Hence t E T D Te{x,y) 

and t/Q.{T) E (T n Te(x, y))/n(r) = T'. It follows that the matrix 21 ;= (A,T') is 

a submatrix of 58. By assumption that Mod*5 is closed under S we conclude that 

21 is reduced. Let x' = x/f2(Z'),y* = y/^{T). We claim that {x'^y") 6 In 

view of Thm. 3.15. it suffices to show that for every sequence t/Cl(T) of elements of 

Te{x,y)/n{T) we have A(x,y,i)/Q,{T) C T', i.e., for every sequence t of terms in 

x,?/, A{x,y,t) G T. But this is true by definition of T. So {x',y') G and since 

21 is reduced, x' = y' in 21. Therefore also x' = y' in S. In other words, {x. y) G ^{T) 

and hence A{x,y,z) C T in Te(x,?/,z), by Thm. 3.15. Hence X I-5 A{x,y,z). By 
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assumption, X C Te(x, y) and also X is reflexive, has modus ponens and replacement 

property. Thus it is a 5-congruence system without parameters z. If A{x,y,z) is 

finite, then by the finitary character of S, there is a finite subset A'{x, y) Q X such 

t h a t  A ' ( x , j / )  h 5  A { x , y , z ) .  T h i s  s u b s e t  i s  a  f i n i t e  c o n g r u e n c e  s y s t e m  f o r  S .  •  

Corollary 3.31 to the proof of Theorem 3.30. 

Let S be weakly congruential with parameters z. Let A, B,r and T' be as in the above 

proof. If Q,'^{T) f] then S is weakly congruential. 

Proof. As in the proof of Theorem 3.30 we prove that {x'^y") £ fl(T'). By assump

tion, {x',y') £ n A^. Since <8 is reduced, J7®(T) is the identity relation on 

B. Hence x' = j/* and by the argument used in the proof of Theorem 3.30, we prove 

that S has a congruence system (without z). • 

Corollary 3.32 I f M o d ' S  i s  c l o s e d  u n d e r  S ,  t h e n  

1. If S is weakly congruential with z, then S is weakly congruential. 

2. If S is congruential with z, then S is congruential. 

Proof. By Theorem 3.30. 

Corollary 3.33 Let S be a K-deductive system. 

1. If S is weakly congruential with parameters z, then the following are equivalent: 

(a) S is weakly congruential 

(b) Mod*<S is closed under S 
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(c) Let !8 G Mod5 and let Then 

f l ® ( F ) n A 2  =  Q ^ ( F n A )  (3.21) 

2. If S is congruential with parameters z, then the following are equivalent: 

(a) S is congruential 

(b) Mod*«S is closed under S 

(c) Let !B 6 Mod<S and let 21 C !B. Then 

Proof. We will prove 1 and 2 simultaneously. The implication from (a) to (b) follows 

from Corollary 3.26 and the implication from (b) to (a) from Theorem 3.30. From 

the corollary 3.31 to the proof of 3.30 the implication (c) to (a) follows. Finally, for 

the proof of (a) implies (c) suppose that S is weakly congruential or congruential 

with the congruence system A{x,y), and A < B, F G Fi5(B). Let a,b ^ A. Then 

(a ,  b) G iff A (a ,6)  C  FDA. Sincea,b £ A, this is equivalent to A(a. b) C F 

and therefore to (a, b) 6 n F. • 

Recall that an operator 0 between two lattices is continuous, if it preserves the 

unions of directed sets (Definition 0.48). 

Theorem 3.34 (compare with [4, Theorem 13.13 (i)]) Let S be K-deductive system. 

If for every algebra A, the Leibniz operator VI : Fis{A) —»• Co(A) is continuous, then 

S is congruential with parameters z. 

f i ® ( F ) n A 2  =  n = ' ( F n  A )  (3.22) 

Proof. Since 11 is continuous, it also is monotone. Thus S is protoalgebraic and by 

Theorem refpral implies delta we have a finite equivalence system A{x,y,z). We 
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use the convention here that s denotes a sequence of terms of the same length as 

z. Let here, exceptionally, Te := Te(x,?/,z) and let Te' := Te{x^y,v,z). For all 

5 C Te, U C Te' define 

^(5,1/) := { ( p { t { x l v ) , t { y l v ) , ^  : if G A(a:,t/,z),f(u,x,?/,z) E U ,sC  5}. 

Notice that X(s,u) — Te. Let, for every pair 5, U, 

T{s,u) '•= CnsX(^s,u)-

Then T(Te,Te') = U{^(S,u) : S C Te, C C Te\S,U finite}. By continuity, 

^^(r(Te,re')) = \J{^T(^S,U) •S,U finite}. Since A{t{x/v),t{y/v),^ C Tjxeje'), for all 

t 6 Te(v,a:,7/,z), all s C Te, we conclude, by Theorem 3.22, that (x, y) G ^T(jc\ye)-

So (x,t/) 6 fi(r(s,[;)), for some finite 5,(7. Therefore for all t € Te' and all s C 

Te, {t{xlv),t{y/v)) € ^T(s,u) and A{t{x/z),t{y/z)),^ C T(s,U)- Hence A'xe'.Te ^ 

'^{S,u) £ Txe'je- Therefore T(^s,u) = 7'(Te',Te) and X^s,u) 1~5 A''(Te',Te)- In particular, 

X{s,U) has the replacement property. Let E{x,y,z) : Then E is finite, reflex

ive and E A(x, ?/,z), and therefore E has the modus ponens property. Hence E is 

3. congruence system. D 

The converse to Thm. -3..34 is, in general, false (Example 3.2 and Theorem 3.43 

below). If, however, the system S is congruential without any parameters, then the 

converse, proved for ^--deductive systems in [4, Theorem 13.13 (i)], is true. 

Theorem 3.35 compare with [4, Theorem 13.13(i), necessity] If a K-deductive sys

tem is congruential then the Leibniz operator fi : Fis{A) —> Co(A) is continuous for 

every algebra A. 

It is not hard to see that proofs very similar to those of Theorems 3.34 and 3.35 

can be used to prove a relativized version of this theorem; 
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Theorem 3.36 If for every A the operator Qr : Fis{A) —»• Co(A) is continuous, 

then S is R-congruential without parameter. If S is R-congruential without parame

ters, then the operator Q,fi is continuous. 

Theorem 3.37 If for every algebra A the Leibniz operator Q : Fis{A) —> Co(A) is 

monotone and for every f i l ter F on A and a subalgebra B of A, 

9.{F\B) = n{F) n 

then S is weakly congruential without any parameters. 

Proof. Since Q, is monotonic, S is protoalgebraic and therefore there exists an infi

nite set of congruence formulas with arbitrary parameters. Let A(a:, y,z, v) be such 

a set. Let A be the term algebra Te and let B be its subalgebra generated by x and 

y. Let F be the «S-filter on A generated by the union of all sets A(a:,y,t,s), where 

t and s range over all sequences of terms in variables x, y, of the same length that 

z and V respectively. Let z be among the variables generating A and let G be the 

restriction of F to B. Then fifG) = ^{F) H B^. by a.ssnmption. By definition of 

F, the pair {x,y) is in So {x,y) G Cl'^{F). Therefore A(a;, y,z) C F, which 

means that Ut g (J A(a:, y, t, s) I-5 6 { x ,  y ,  z). But this means that Ut g U A { x ,  y, t, s) is 

a congruence system without parameters. This finishes the proof. • 

Corollary 3.38 A K -deductive system S is weakly congruential iff it is protoalge

braic and for every algebra A, every f i l ter F on A and a subalgebra B of A, 

9 ^ { F \ B )  =  ̂ l ^ { F ) n B \  
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Proof. If S  is weakly congruential, then it ha^ a congruence system A { x , y ) .  This 

is also an equivalence system, so Q. is monotonic. Let B < A and let F be an 

<S-filter on A. Then for any elements a and b of B, we have that (a, 6) G f2®(F|5) 

i ff  A(a ,6) C F \ B  iff A(a,6)  C F iff (a,  6) G n ^ { F )  iff (a,  6) G n Thus 

ri^{F\B) = ^.•^{F) n B^. The other direction is the content of Thm. 3.37. • 

In the previous subsection we gave an example of a protoalgebraic 2-deductive 

system S such that every equivalence systems for S must depend on parameter 2. 

Below we present an extension T of this system by rules which has a finite congruence 

system with parameter 2 but does not have a congruence system, finite nor infinite, 

without parameter. In fact, it does not even have an equivalence system without 

parameter. Thus this single example supercedes Example 3.1. 

Example 3.2 Let T be the 2-deductive system over A determined by the rules 3.8-

3.10 and the following additional rules: 

Theorem 3.39 T is congruential with parameters z but does not have an equivalence 

system without parameters z. In particular, T is not congruential. 

Proof. The system consisting of one i?-formula R { x z , y z )  forms a congruence system 

wi th  pa ramete r  fo r  T.  We now show,  tha t  no  se t  o f  / ? - fo rmuIas  in  var iab les  a r , y  

R { x z , y z )  h  R { { x u ) z , { y u ) z )  (3.23) 

R { x z , y z )  h  R { { u x ) z , { u y ) z )  (3.24) 
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only, can form an equivalence system. This will prove the theorem. To see this, let 

A = A(x,y) be some set of /^-formulas all of whose variables are among x^y. Let 

A = A{x,y) := Cn7-(A) fl (Te(a:, For the proof by contradiction, suppose that 

A { x , y ) , R { x , z )  h r  i ? ( 2 / , - ) -

Then also 

A { x , y ) , R { x , z )  h r  R ( y , 2 ) .  

Let T' be the system based by the axiom 3.8 and the rules 3.23 and 3.24. Notice that 

the rules 3.23 and 3.24 "preserve" variables, i.e., if X hr' R{t,s), for some set X of 

A'-formulas and some terms t,s, then Var(A'') C Var(i,5). Therefore R{y-,z) cannot 

b e  d e r i v e d  f r o m  A ( a : ,  y )  U  R { x , z )  j u s t  b y  m e a n s  o f  T ' ,  i . e . ,  e v e r y  p r o o f  o f  R { y , z )  

from A{x, y) U R{x, z) in the system T must contain an application of at least one of 

t h e  r u l e s  3 . 9  a n d  3 . 1 0 .  L e t  F  b e  t h e  s h o r t e s t  p r o o f  o f  R { y , z )  f r o m  A { x , y ) ^  R { x , z ) .  

Consider the first application of one of the rules 3.9, 3.10. One of the derivations 

below is such an application 
R l i r  < i r \  H i  i  v  \  

(3.25) 

or the derivation 

R { s , r )  

R { tr,sr), R{r, t) 
(3.26) 

i?(r, s) 

for some terms i, r, s such that A [ x ,  y ) ,  R { x ,  z )  V t ' R{tr, sr), H(t, s). 

If Var(t, r, ii) C {a:,y}, tlieu R{s, r), R{i\ s) G A and the conclusion of the rule 

R{s,r), or R{r,s) is in A. But this contradicts the assumption that the proof F is the 

s h o r t e s t  p r o o f  o f  i ? ( y ,  z )  f r o m  A  a n d  R { x ,  z ) .  S o  w e  a s s u m e  t h a t  V a r ( i ,  r ,  s )  %  { x , y ] .  

We now use the following two lemmas. 
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Lemma 3.40 For every set E of K-formulas, 

CuT' i E  U { R { x ,  2)}) = CxiT' i E )  U { R i x ,  2)} 

Lemma 3.41 For every set E of K-formulas and a K-formula (p, tp £ Cnr'{E) iff 

i p  =  R { T { t i , . . .  , t r i , t ) r , T { t i , . . .  , t n , s ) r )  

for some T ,  f i , . . . ,  r ,  5  G  T e  and R{tr, sr) G  E } .  

Assume Lemmas 3.40 and 3.41. By Lemma3.40 A(x, y) hr' R(tv,sv). By Lemma 3.41 

Var(u) C { x , y ]  (3.27) 

and Var(Z) U {a:,?/} = Var(5) U {x,?/}. Therefore, by assumption that Var(i,r, 5) ^ 

{x,?/}, we have that 

Var(f) 2 (3.28) 

Therefore, R { t , r )  is not the premiss R ( x , z ) .  Also, R { r , t )  cannot be R { z , x ) ,  for if 

t — z and r = X, then we have that A hcx R{zx, 5x), which by lemma 3.41 implies 

that R{z,s) 6 A, a contradiction. Hence by Lemma 3.41, if 3.25 was applied, then 

R{t, r) is derivable from A, and if 3.26 was applied, then R{r, t) is derivable from A. 

B y  l e m m a  3 . 4 1 ,  V a r ( i )  C  V a r ( r )  U  { a ; , ? / } .  B u t  b y  3 . 2 7 ,  t h i s  l a s t  s e t  i s  j u s t  { x , y } ,  

which contradicts 3.28. This finishes the proof that A does not have the modus 

ponens property relative to R and the proof of the theorem. 

It remains to prove the lemmas. For Lemma 3.40, notice that R { x , z )  cannot be 

a premiss of a substitution instance of any of the rules that are basis for <S. 
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For lemma 3-41, it is obvious, that the left-hand side of the equality is included 

in the right-hand side. Clearly, the right-hand-side is closed under Cnr'- Thus the 

two sides must be equal. • 

Corollary 3.42 The class Mod'T of reduced models of the system T defined in 

Example 3.2 is not closed under S. 

Proof. By Theorem 3.30. 

Theorem 3.43 The operator fl-j- is not continuous. 

Proof. 

For every finite subset S of Te(x,?/) define X^s,U) '•= '• i ^ -5"}. Let Fs 

be the Q-filter on Te(x,j/) generated by Xs- We claim that 

Fs = {(•5,3) : 5 e Te(x,2/)}U 

{ { t [ x / z ] s . , t [ y / z ] s )  :  s  £  S , t  G  T e { x , y , z )  where s occurs in t  only once }. 

We give now the proof of the inclusion from left to right. The other inclusion is 

immediate. 

Claim Suppose that {r,tq) G F$. Then either r = iq or 1^1 < maa:{|s| : 5 G 5}. 

Proof of Claim. If {r,tq) G Fs, then there must be a T-derivation of (r, iq) using 

axioms Xs and rules of T. If the last rule used in this derivation was (3.8), then r = tq 

and OK. If the last rule was (3.23) or (3.24) then also OK, by the induction hypothesis 

that for all the R-formulas with shorter derivations the claim holds. So suppose that 

t h e  l a s t  r u l e  u s e d  w a s  ( 3 . 9 ) .  T h e n  t h e r e  a r e  s o m e  i ? - t e r m s  R ( u { t q ) , r { t q ) ) .  R [ u , t q )  

for which the claim holds. Thus cither u{tq) = r{tq), in which case u = r and we 
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are done since { r , t q )  =  { u , t q )  satisfies the claim by the induction hypothesis, or else 

\tq\ < mGa;{|s| : 5 G 5}, which implies that also < maxd^l ; 5 G S}. The case 

that the lat rule used was (3.10) is similar. The claim is proved. 

It follows from the claim, that if s is the member of S of maximal length, then 

{ x { s x ) , y { s x ) )  ̂  F s -

Since { x z , y z )  is a congruence system with 2 for T, by Thm 3.15 we have that 

{x,y) ^ n{Fs), for any finite S. But by the same theorem, {x,y) G S^(U{-^s : 

S C Te(x,?/) finite}), hence fi(U{-fs : S C Te(x,j/) finite}) / |J{^^(jp5) • S C 

Te(a;,y) finite }. But the family of all Fs is directed, hence ft is not continuous. • 

3.5 Matrix homomorphisms and quotient matrices of protoalgebraic 

A'-deductive systems 

Some of the results of Chapter 2 concerning protoalgebraic A'-deductive systems, 

can now be proved as corollaries to the representation theorem, Theorem 3.10. For 

example, let us reprove the following theorem. 

Theorem 3.44 (Theorem 2.66) Lef 21 and S be models of protoalgebraic K-deductive 

system S. Then every surjective matrix homomorphism /i : 21 ^ induces a matrix 

h o m o m o r p h i s m  h ~  :  2 1 "  * 8 ' ,  o f  t h e  r e s p e c t i v e  r e d u c t i o n s ,  d e f i n e d  b y  h ~ { a / r L { D ^ ) )  =  

h a j Q , { D ^ ) .  

Proof. One way to prove the theorem is by a modification of the proof in [4]. We can 

also use Theorems 3.15 and 3.23 as follows. We need to show that h' is well defined. 
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Let A(x,y,z,w) be an 5-congruence system with parameters z and w that exists 

by Theorem 3.23. By theorem 3.15 If a/Q,{D^) — b/^l{D<n), then A(a, 6, h) C D^, 

for all sequences h of elements of A of length same as the sum of lengths of z and 

w. Let c be a sequence of elements of B of length equal to the sum of lengths 

of w and z. Since h is surjective, c = h{\-), for some hC A. By assumption, 

A(a,6, h) C Da, hence A{ha,hb,^ C {D^) C D^. Since c was arbitrary, this proves 

that ha/Q,{D^) = hhj£l{D<s) and h' is well defined. • 

3.6 Summary 

In spite of the gap in the proof of Theorem 13.2, most of the results of [4, Section 

13] remain true. By definition, Corollary 13.6 of [4] is true (Corollary 3.25 part 4 and 

Corollary 3.26 part 3, here) and as a consequence, Theorem 13.7 and Corollary 13.8 

are also true. Although the proof of Theorem 13.10 contains a gap, the result is true 

and demonstrated here as Theorem 3.23(1.). Theorems 13.12 and 13.13 (ii) are also 

true. Theorem 13.15 will be proved in Chapter 5. 

We do not know if Theorem 13.13 (i) is true. Partial results are our 'theo

rems 3.34 and 3.35. The two results of [4, Section 13] require modification: 13.2, and 

13.5. However, due to the new characterization of protoalgebraicity involving param

eters z, the discussion of [4, section 13] should be exteded to cover also the classes 

defined by the congruence systems with parameters z. Some results are presented 

here, but we still do not have a full semantical characterization of systems that are 

congruential or weakly congruential with parametrs z. We only know that a sufficient 

and necessary condition for such systems to be congruential (weakly congruential) is 

the closure of the class of reduced models under the operator S. Similarly, we do not 
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know if the characterization of congruential systems as those for which the Leibniz 

operator is continous, Theorem 13.13 (i), is correct. We only know that the continu

ity is a necessary condition, and that it is sufficient for a system to be congruential 

with parameters z. 

We have also relativized some results of [4, section 13 ] to the predicate R and 

partially to {R,k). It will be interesting to relativize other results of this chapter. 

The results presented in Chapter 3 will be used in Chapter 4 to protoalgebraic 

Gentzen systems and in Chapter 2 to study the semantics of protoalgebraic A'-deduc-

tive systems. Besides protoalgebraic and congruential A'-deductive systems, another 

interesting class is the class of so-called algebraizable A'-deductive system. A K-

deductive system is algebraizable iff the Leibniz operator fi is one-one and continuous. 

We discuss the algebraizable A-deductive systems in Chapter 5. 
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CHAPTER 4. PROTOALGEBRAIC GENTZEN SYSTEMS 

4.1 Introduction 

We discuss the consequences of the representation theorem, Theorem 3.10, for 

protoalgebraic Gentzen systems. Following [50, 49, 41], Gentzen systems are for

malized cLS a;-deductive systems. Theorem 3.10 implies that a Gentzen system Q 

is protoalgebraic iff there is a finitary (but possibly infinite) ^-equivalence system 

with parameters z. It is an easy observation that for all Gentzen systems that have 

a so-called (CUT) rule (page 121), a finite equivalence system can be found, but 

the converse is not true. We discuss the connection between the (CUT) rule and 

protoalgebraicity. In section 4.5 we consider a mild condition guaranteeing that a 

protoalgebraic Gentzen system has a finite equivalence system with parameters z. 

Let us mention that another way of explaining why the equivalence systems are fi

nite for the Gentzen system known from the literature, leads through a different 

formalization of a Gentzen system that will be explained in a separate work. 

4.2 Gentzen-systems as u;-deductive systems 

We formalize here a Gentzen system as an a;-deductive system. The basic notion 

is that of a sequent, which here is identified with an w-term (Chapter 2, page 37). 

Recall that for a given algebraic language A, cj-formulas can be identified with (.\-
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)sequents, i.e., expressions of the form ..., where fi,..., t are terms of a 

given language A. A more general definition of a sequent was given in 2.7. Although 

it is possible to carry over the discussion presented here to this more general context, 

as well as to the so-called sequents of type (a, ;S) considered in [50], we will restrict 

ourselves here to the sequents understood as a;-formulas. 

For an algebraic language A let Seq^y = Seq be the set off all A-sequents. An 

u;-deductive system will be called here also a Gentzen system. We now restate Defi

nition 2.20. 

Definition 4.1 A Gentzen system is a pair (A,Cn), where A is an algebraic 

language and Cn : 7^u,(Seq) —>• Seq is an algebraic and structural closure operator, 

i.e., Cn satisfies conditions (2.1)-(2.5) for all subsets X,Y of the set Seq and all 

substitutions a. 

The rules of a Gentzen system take the form: 

S i ,  -  . .  f S n  

S ' 

where 5i,..., Sm S are sequents. 

We say that a sequent S is derivable in a Gentzen system ^ if 5 G Cn5(0). 

It is often convenient, see Example 4.1 below, to present rules of a Gentzen sys

tem by so-called schemata of rules, called also rule-schemata. These schemata contain 

meta-variables F, $ ranging over finite sequences of terms. An w-rule is a special case 

of a rule-schema, namely a schema with no meta-variables. If, however, there is at 

least one meta-variable in a rule-schema, then this rule represents an infinite number 

of a;-rules. The notion of a schema of rules can be formalized as follows. Suppose 

that in addition to the set of (first-order) variables Var = {a:,y, 2,xi, t/i,;:i, X2,.. 
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which we here also denote by Vaxi, we have a set Vax2 := {F, A,S,...} of second-

order variables. A schema of sequents or sequent-schema is an expression of the 

f o r m  X i , . . . , X n  — » •  - X " ,  w h e r e  X i , . . .  , X „ , X  £  T e ( y a 7 - i )  U  V e L r 2 .  L e t  S i , . . 5 „ ,  S  b e  

rule-schema. A second-order substitution is a pair of functions / = (/i,/2) such that 

fi is a substitution (i.e., a homomorphism on Te(Vari)) and /2 ; Var2 —»• VuiTe). 

For X 6 Te(yari) U Var2, f { X )  =  f i { X ) ,  if X G Te(Vari) and f { X )  = f i i X ) ,  if 

X E Var2. For a sequent-schema S = Xi,...,Xn X, f{S) = /(A''i),..., f{Xn) —> 

Gentzen system Q we say that a rule-schema r is valid in ^ or is a rule-schema ofQ 

i f f for every second-order substitution / = (/i,/2), the a;-rule f(r) is a rule of Q. An 

instance of a rule-schema r is a rule /(r), where / is a second-order substitution. A 

Gentzen system is based by a set B of rule-schemata if it is bcised by the set of all 

second-order substitutions of rules from B. 

Example 4.1 (based on [53, pages 9-il]) Consider the the following schema of rules. 

schemata of sequents. Then the expression is called a schema of rules or a 

q q 
f { X ) ,  and for a rule-schema r  =  /(r) = 

o 

f { S , ) , . . . J { S n )  

f { S )  
. Now for a 

Weakening 

Exchange 

Contraction 

r, X, S —> y; $ —>• X 
(CUT) T-\ x, r-* L y 

=> introduction 

A introduction 

V introduction 
r,$,x V y —i 

r  —> l i  V 
-• introduction 

r-u 
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The rules (W), (C), (EX), (CUT) will be called structural and the remaining 

rules are called logical. Because each of the rules in the above example is a schema 

of rules in which the second-order variables actually appear, each of them represents 

an infinite set of a;-rules. For example, (W) represents the set of rules of the form 

t i , . . .  , t n  t  

s ,  , . . . ,  ̂7 1  ^  t  

with t , t i  ranging over terms and n  ranging over natural numbers. Since we are 

assuming structurality, the meta-variables ranging over terms can be replaced by 

elements of the set Var of all first-order variables, so (W) can be replaced by the 

infinite number of rules 

, . . . , XFI >• X 

y '  '  *  • )  ^ ^ 

one for each n G N. 

Example 4.2 We list some Gentzen systems, known from the literature, that can 

be based by sets of rules listed in the previous example. 

For the purpose of this example we will say that a Gentzen system Q axiomatizes 

a deductive system S if for every t 6 Te, t \s a, tautology of S iff the sequent —> t 

is derivable in Q. Thus for example we say that a Gentzen system Q axiomatizes 

the deductive system CPC of classical prepositional logic iff, for every term t in the 

l a n g u a g e  { = ^ ,  A ,  V } ,  i  i s  a  t a u t o l o g y  o f  C P C  i f f  t h e  s e q u e n t  — >  t  i s  d e r i v a b l e  i n  Q .  

(LKp) The propositional fragment of the system (LK) ([53]) that axiomatizes C P C  

is based by all the rules listed in Example 4.1. We also denote this system here, 

exceptionally, by (LK). 
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(LJ) If we add to the language the constant ±, remove the rules (Cr) and (EXr), 

and replace the rules (Wr), (-il), (-ir) by the following rules 

(Wr') 

(-1') 

(-r') 

r-iu —>• JL 
r,a: —>• ± 

r —> -ix 

respectively, then the Gentzen system based by the resulting rules is called (LJ) 

and it axiomatizes the deductive system IPC of the propositional fragment of 

intuitionistic logic ([53]). 

If S is some subset of connectives {V, A, =>,->}, and we consider a Gentzen system 

based by all the structural rules listed in Example 4.1 and exactly these of the logical 

rules in Example 4.1 that involve the connectives of 5, then this Gentzen system 

axiomatizes the so-called 5-fragment of the classical logic. Similarly, we get a Gentzen 

system axiomatizing the 5-fragment of intuitionistic logic by considering all structural 

rules of (L.J) and all and only these logical rules of (LJ) that involve the connectives 

from S. For example, if we consider only S = {=^}, then we get the following Gentzen 

s y s t e m  t h a t  a x i o m a t i z e s  t h e  i m p l i c a t i o n a l  f r a g m e n t  o f  I P C .  

(INT) The Gentzen system (INT) is based by the following rules; (W), (Wr'), (EX), 

(C), (CUT), {=^ r) and (=^ 1); and equivalently, by (W), (EX), (C), (CUT), (=» 

r) and (=^ 1). It corresponds to the implicational fragment of the intuitionistic 

logic. 

(BCK) Removing from (INT) the rule (C), we get the Gentzen system called (BCK). 

It axiomatizes the so-called (BCK)-logic, defined for example in [64]. The 
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system itself is due to Y. Komori, see [39]. 

(BCK+A) is the Gentzen system obtained from (BCK) by addition of (Ar) and (A),  

(1381). 

We also consider Gentzen systems resulting from the systems above by removing 

the (CUT) rule. These are denoted by (LK\CUT), (LJ\CUT), (BCK\CUT) and 

((BCK+A)\CUT), respectively. 

Two Gentzen systems Q\ and Qi are sequent-derivahility equivalent if a sequent 

S is derivable in Qi iff it is derivable in §2: i-e., if Qi and Q2 axiomatize the same 

deductive system. 

Usually, a logician virorking with a concrete Gentzen system Q is interested in its 

power to derive sequents. Our approach here is different: we look at the deductive 

power of a Gentzen system, i.e., at the set of derived rules of Q. We say that two 

Gentzen systems Qi and Q2 are equivalent iff a (Gentzen-) rule r is a derived rule 

of Qi iff it is a derived rule of Q2. As is easy to predict, and as we will below see 

(Example 3.2). tvvo Gentzen systems that are seouent-derivability equivalenl.. uo not 

need be equivalent. The next Theorem, says that each of (LK), (LJ), (INT), (BCK) 

is sequent-derivability equivalent to a Gentzen system without (CUT). This contrasts 

with Corollary 4.17 below. 

Theorem 4.2 ([53] for (LK) and (LJ), [37] for (BCK) and (BCK+A)) Let Q be 

one of (LK), (LJ), (INT), (BCK), (BCK-\-A) Gentzen system. Then a sequent S is 

derivable in Q iff S is derivable in Q \ (CUT). 

• 
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4.3 Semantics of Gentzen systems and the Leibniz operator. A review. 

We apply here definitions from Chapter 2 to the case of an a;-deductive system. 

Let ^ be a Gentzen system. 

Definition 4.3 (Definition O.4O) A model of Q is a pair^ = {A, F) consisting of a 

A-algebra A and a system F = (F„ : n G N}, where for each n, C A", such that 

for every rule ' g ' where Si,..., Sk-, S are sequents of length ni,..., rik, n, 

respectively, and for every valuation f :Te —>• A, the following implication holds. 

f { S r )  G  F,,, . . . ,  /(Sfc) e F^, ^ f{S) e Fn. 

The system F is called a filter on A and is sometimes identified with the disjoint 

union of all Fi. 

Definition 4.4 (Definition 2.23) If ^ = (A,F) is a model of G then a filter on 21 is 

any filter G on A such that F Q G, where inclusion is defined coordinatewise, i.e., if 

F = {Fn : n 6 N) and G = {Gn : n G N), then F Q G iff for every n G N, -F„ C 

Corollary 4.5 (to Proposition 2.41) Let ^ be a model of a Gentzen system Q. Then 

two elements a,b of A are in the relation Q,g{F) on A, if for every positive integer 

k, for every i < k, for every sequence to,...,tk of terms in Te(a:, a;i, a:2T • •)> 

e v e r y  p a i r  o f  h o m o m o r p h i s m s  / ,  g  :  T e ( x ,  a ; i ,  0 : 2 , . .  • )  A  s u c h  t h a t  f { x )  =  a , g { x )  =  

6,/(a:,) = g(Xi) for all i, we have: 

( i )  

/(io), • • -, f { t k - i )  f { t k )  G F k  

f { t i ) , - - - J { t i -i),g{ti)J{t,+i),...J{tk-i) f{tk) G Fk and 
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(i i )  

f i t k )  e  F  = >  g { t k )  e  F .  

Equivalently, {a,b) G Clg{F) if for every k^i < k, for every pair of homomorphisms 

f,g as above, for every sequence of elements cq, ... ,Cjt G A, we have 

Definition 4.6 (Definitions 2.59 and 3.5) A Gentzen system Q is protoalgebraic if 

the operator Qg described above is monotone for every algebra A. 

Definition 4.7 ( Definition 3.3) Let Q be a Gentzen system. A finitary sys

tem of equivalence sequents for Q is a set A(a:, ?/, z) of sequents, where z = 

{zi,..., Zn,...) is a (possibly infinite) sequence of variables, called parameters, which 

( I T f  ( i i f t P T P V ^  o f  T  t !  c i t t r h  f h n f  t n v  p v p r t t  n n f i i r n J  h  ̂  1 ihc-Tc Vc n oM A . / ^ 

of sequents such that A{x,y,z) =  U f c g N 2 / t z )  and for every natural k > I, for 

every i < k 

CQ^ • * • ? 1 fi^t^^ CT + L ^ . . . , ^ C/J G F 

C o , . . .  ̂  C j j ,  Q + i ?  •  •  *  ?  C f c — 1  ^  ^  F  a n d  

C o , . . . ,  C f c - 1  ^  f { t )  e F  C o , . . . ,  C k - i  g { t )  e  F .  

X, .^1, . . . •, ^K^ 

^k{^ i  Dt  •  •  •  •> ~k ) j  ~1 :  •  •  •  5  ~n  •  •  •  t  ^k—1 ^ ^k  j  
and 

"^1? • • * ? 1? y * *^1? • * • ? *^.^—1 ^ ^ h 

(4.1) 

(4.2) 

y ?  ~ l i  •  •  •  ? ' ' f c — 1 ) ?  • 2 ' 1  •  •  .  •  5  1  ^ 2 ;  
(4.3) 

2 i , . . . ,  Z k - i  y  

Corollary 4.8 (to Thm. 3.10) A Gentzen system Q is protoalgebraic iff it has a 

finitary system of equivalence sequents with parameters z, where z = (21,22^ • - •)• 
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Let us stress that in general A(x, ?/,z) need not be finite, as shown in an example at 

the end of this chapter (Example 4.5). On the other hand for all well-known Gentzen 

system investigated in the literature, for example the systems (LK), (LJ), (BCK), 

(BCK+A), (INT), the finitary equivalence system, if exists, is finite. We later discuss 

(sections 4.2, 4.5) some extra condition which imply that a protoalgebraic Gentzen 

system has a finite system of equivalence sequents. 

In this Chapter we often will say that a system has some rule to mean that this 

rule is derivable. Also, for a schema of rules we say that it is derivable, if every 

instance of this schema is derivable. Thus for example, we will say that a Gentzen 

system Q has 

if for every n the rule 

X i ,  .  .  .  ,  X j i i  X 1  y i t  •  •  •  1  V m  ^  J / )  •  •  •  1  • ' ' k  ^  ̂  

X i ,  .  .  .  ,  X n ,  — 1 :  •  •  .  5  • ' ' k i  H i t  •  •  •  5  V m  ^  2 /  

is a derived rule of Q. 

4.4 Protoalgebraicity versus Cut rule and preservation of subterms 

It is obvious, that if a Gentzen system Q has (CUT) and x —> x is an axiom 

of Q, then {x —>• ?/,t/ —> x} forms an equivalence system for Q that is finite and 

without parameters. This is the case with the systems (LK), (LJ), (INT), (BCK+A). 

An example below (Example 4.3) shows that the converse need not be true. In this 

section we define the system of weak (CUT) rules, Definition 4.12). Every Gentzen 

system Q with these rules is protoalgebraic and in the next section we show that if 
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Q satisfies some mild condition then it is protoalgebraic iff it has a system of weak 

(CUT) rules. 

4.4.1 (CUT)-rule 

Proposition 4.9 Ltt Q be a Gentzen system such that x ^ x is a theorem of Q. If 

(CUT) is a derived rule of Q then Q is protoalgebraic. 

Proof. Let ^ be a Gentzen system in which (CUT) is a derived rule and x a: is a 

theorem. We claim that the set A(x,y) := {x —)•?/,?/ —> x} is an equivalence system 

for Q. By assumption, (4.1) holds. The (CUT) rule yields (4.2) and (4.3). • 

On the other hand, not in every protoalgebraic Gentzen system the (CUT) rule 

can be derived. Below we give an example of a protoalgebraic Gentzen system which 

does not have (CUT). In fact, (CUT) is not even admissible for this system. 

Example 4.3 Let A have the following connectives: nullary connectives (i.e., con

stants) 1 and T, and a binary connective =. Let Q be the following Gentzen system 

Axioms T — > - 1 ,  1 - + T ,  — > x  =  x  

Rules 
AxF ^ y, S —»• X = 2 , ^ 

A — v x ,  S — > x  =  2  

Ai: 

(4.5) 

We now show that (CUT) is not a derived rule of Q and moreover it is even not 

admissible, even though Q is protoalgebraic, lemma 4.11. 

Lemma 4.10 (CUT) is not admissible in Q and moreover, it is not even derivable. 
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Proof. We first claim tliat the only sequents of the form 

5 := S —> X = z (4.6)  

that are derivable in Q are those of the form x = x where S = 0 and x = z. If 5 is 

an axiom, then it certainly satisfies the condition that E = 0 and x = z. So consider a 

proof P of S and assume that the claim holds for every sequent S' with a proof shorter 

than P. Let us first observe that the rule (4.4) could not be the last rule used in the 

d e r i v a t i o n .  F o r  o t h e r w i s e ,  s o m e  s u b s t i t u t i o n  i n s t a n c e  i j , . . . ,  f j t ,  f ,  5 i , . . . ,  ^  =  2  

of its first premiss would have a shorter proof than P and would be of the form 

(4.6) with nonempty antecedent. So the last rule used in P was (4.5) and a premiss 

ti,... ^ t = {x = z) has a proof shorter than P. But by our induction hypothesis 

this is impossible. This establishes the claim. 

Now suppose that one of the two rules of Q has been applied to tw^o sequents 

^i, S2 that are derivable from the empty set of premisses. It follows from the claim 

above that one of the sequents, say S2 is of the form —>•1 = 1. Therefore the conclusion 

S must be exactly 5i. It follows that llie only sequents that are derivable in G are 

the axioms of Q. 

In particular, T —>• T is not derivable. But T —> 1, 1 —>• T are axioms, so they 

are derivable. It follows that the (CUT) rule is not an admissible rule of Q. • 

Lemma 4.11 The system Q is protoalgebraic. 

Proof. As noticed above, to show that Q is protoalgebraic it suffices to observe 

t h a t  t h e r e  i s  a  s y s t e m  o f  e q u i v a l e n c e  s e q u e n t s  f o r  Q .  L e t  A { x , y , z )  b e  { — >  x  =  y } .  

Then the third axiom of Q, i.e., x = x, together with the two rules establish the 

conditions for A{x,y) to be a system of equivalence sequents. • 



129 

Thus a protoalgebraic Gentzen system does not need to have the (CUT) rule. 

This is not surprising, since even in the presence of (CUT) the system of equivalence 

sequents consists oi x ^ y.y ^ x and not just x ^ y. Thus the axiom and rules 

(4.1)-(4.2) suggest the question whether every protoalgebraic Gentzen system should 

have the following rules: 

^y yX r^A —>• z 

TyA -> 

y y ^ X T 

(ECUT,) 

(ECUT,) 
i ^y 

The above pair of rules, jointly denoted by (ECUT) is called a system of equiv

alence (CUT) rules. 

Again, it is easy to see that if (ECUT) is admissible in a Gentzen system then 

the sequents x —>• y and y ^ x form an equivalence system for Q and therefore Q is 

protoalgebraic. 

However a modification of the exampleabove by adding a new constant ± and a 

new axiom J_ —>• T, shov/s that a protoalgebraic Gentzen system need not have ( 

Example 4.4 Let A consist of the nullary connectives T, _L, 1 and binary connective 

=. Let Q be the Gentzen system determined by the following axioms and rules. 

Axioms x = X, T—vl, 1—vT 

Rules 

FarA — ^ z ,  x  y  

TyA -> 2 

F —)• X, X y 

T^y 
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It is easy to prove by induction on the length of derivation, that a sequent of the 

form —»• x y is derivable in ^ iff x = y. It follows that the only sequents which 

can be derived in Q are the axioms. Therefore the sequent ± —>• 1 is not derivable. 

Since ± —> T,T —>•1 and 1 ^ T are derivable, this means that (ECUT) is not an 

admissible rule of Q. • 

4.4.2 Weak equivalence cut 

The conditions (4.2)-(4.3) of Example 4.4 establish some rules that are similar 

to, although weaker than (ECUT). 

We call the pair of these rules weak equivalence cut rules, (WEC). 

Definition 4.12 Ltt Q be a Gentzen system. 

We say that Q has a weak-equivalence cut property or just weak-cut prop

erty, (yJEC)-property for short, if there is a finite set A(x, y, z) of sequents such that 

the following rules, called weak-cut rules and denoted (WEC), are derivable in Q. 

,  r , a ; , S  - >  2 ;  ^ ( x , y , z )  

T ^y 

Notice that the set A in the above definition forms a system of equivalence sequents 

with parameters z, in fact just one parameter, for Q. Thus we have the following 

proposition. 

Proposition 4.13 If a Gentzen system Q has a {WE^C)-property, then Q is protoal-

gebraic. 



131 

Proof. By Definition 4.12 and Corollary 4.8. • 

In the Gentzen systems defined in Example 4.2 all the rules, except (CUT), 

preserve subterms (Definition 4.14 below). On the other hand, Gentzen systems with 

(CUT) are protoalgebraic. We now observe that existence in a Gentzen system Q of 

some rule that does not preserve subterms is necessary for Q to be protoalgebraic. 

4.4.3 Preservation of subterms 

Definition 4.14 A Gentzen style schema of rules preserves subterms if for every 

variable (of first or second order) occurring as a subterm in any of the premisses of 

a rule, this variable also occurs in the conclusion of this rule. 

Notice that each of the (W), (Ex), (C), (Wr), (EXr), (Cr) preserves subterms. All 

s s 
the logical rules defined in Example 4.1 preserve subterms, too. If a rule —'"""'—-

preserves subterms, then for every second-order substitution cr, every subterm of a 

term occurring in aSi, z = 1,..., n, also occurs in <7(5). This justifies our terminology. 

Observe, that the (CUT) rule does not preserve subterms. For the variable x does 

occurs in the premiss of the first sequent while it does not occur in the conclusion. 

Similarly, the rule 

r,y,E 2 

does not preserve subterms. 

Thus we have the following 

Lemma 4.15 Let Q be a Gentzen system based by some set R of rules. If each of the 

rules of R preserves subterms, then Q does not have weak-equivalence cut property. 

• 
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Theorem 4.16 LetQ be one of the systems (LI(\C\JT), (LJ\{C\JT), (BCI{\{C\JT), 

(INT\C\]T). Then Q is not protoalgebraic. 

Proof. Since each of rhe systems in the assumption has the variable preservation 

property, the conclusion follows by Lemma 4.15. • 

Corollary 4.17 Let Q be one of the Gentzen systems (LK), (LJ), (INT), (BCK), 

(BCK-'r^). Then Q is not equivalent to Q \ (CUT). In particular, (CUT) is not a 

d e r i v e d  r u l e  o f  Q  \  ( C U T ) .  

By the Cut elimination theorem. Theorem 4.2 (CUT) is an admissible rule of 

Q \ {CUT)^ where ^ is as above. It, however, is not a derived rule, according to 

Corollary 4.17. 

4.5 Accumulative Gentzen systems 

The rules (W), (EX), (CUT), and most of the logical rules considered above are 

Si Sn 
of the form —^ ^ where all the second order variables occurring in the sequent-

schemata 5i,..., are pairwise distinct and all of them occur in S. Gentzen systems 

based by such rule-schemata have the following property. 

Definition 4.18 A Gentzen system Q has the accumulation property if for every 

s e t  T  o f  s e q u e n t s ,  a l l  f i n i t e  s e t s  o f  t e r m s  E , r  a n d  a l l  t e r m s  t ^ s ^ r ,  i f  

T- r / 

S 

is derivable in Q, then also 

T\ r, r ̂  t 

is derivable in Q. 

r, S ̂  5 
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The name "accumulation" is borrowed from [50], where Gentzen systems with left 

and right accumulation are considered, but our definition slightly differs from the 

definition of [50]. 

We have seen that a Gentzen system has, possibly infinite, system of equivalence 

formulas, with infinitely many parameters. On the other hand the systems with 

(CUT) and (WCUT) are examples of protoalgebraic Gentzen systems that have a 

finite system of equivalence formulas without parameters. This leads us to the 

following questions. 

Questions Let ^ be a protoalgebraic Gentzen system. 

1. Under which additional conditions does Q have a finite system of equivalence 

formulas? 

2. Under which conditions the equivalence system for Q does depend only on two 

variables, i.e., is of the form A{x,y) for some set of sequents A? 

We give here a partial answer to these question, by considering systems with the 

accumulation property. 

Lemma 4.19 If a Gentzen system F has the accumulation property, then for every 

s e t  T  o f  s e q u e n t s ,  a l l  f i n i t e  s e t s  o f  t e r m s  S , r ,  $ a n d  a l l  t e r m s  t ^ s , ,  i f  

T ; T - ^ t  

is derivable in Q, then also 

T ;  ^ , T ^ t  

$,S -> 5 

is derivable in Q. 
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Proof. By induction on the cardinality of $ and using definition. • 

Theorem 4.20 If Q is protoalgebraic Gentzen system with the accumulation prop

erty, then there is a finite system of equivalence sequents with one parameter z. 

Proof. Since Q is protoalgebraic, for every k there is a finite set of sequents with 

k—1 parameters such that their union forms a finitary system of equivalence sequents. 

In particular, for A: = 2 we have a finite set of sequents A{x,y,z) = A2{x,y,z) such 

that 

1-5 A{x,x, z) 

^ y 

A { x , y , z ) ,  X  

and 

y  ^  z  

By the corollary of the definition of a natural Gentzen system, we conclude that also 

A { x , y , z ) ,  $ X  ,  
and 

$ J/ 

^  z  

Thus for every ki < k, we have 

A { x , y , z ) ,  x i - - - x k ^ x  
and 

X i , . . . ,  x i c  ^  y  

A { x ,  y ,  z ) ,  X i  •  •  •  a : , - i x a : , + i  • • • X k  z  

X i ' '  * ' ' '  X j z   ̂ -i 

which means that A(x,?/,2) is an equivalence system for Q. • 

It follows from the above theorem that if a ^ has accumulation property, then 

Q is protoalgebraic iff it has weak-cut property. 
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4.5.1 Examples 

Lemma 4.21 Let Q be one of the following Gentzen systems: (LK), (LJ), (BCK), 

(INT), (LK\Cm), (LJ\Cm), (BCI<\Cm), (INT\Cm). Then g has the accu

mulation property. 

• 

We have seen, Proposition 4.9, that the first four systems are protoalgebraic, with 

the (WEC) system {x —* y,y ^ a:}, while the remaining four are not, Theorem 4.16. 

We conclude with an example of a Gentzen system that is protoalgebraic, but 

does not have the weak-equivalence cut property. Hence this is also an example of a 

system that does not have the accumulation property. 

Example 4.5 For a rational number q let [9] be the largest natural number n such 

that n < q. Let Q be the following Gentzen system. It has one axiom: 

(Ax) r, x ^ x; 

/ y n  r l  I r - c  

(EX) 

(1) 

(2) 

r,y 

r,?/ -> 2 

^ X, X ^Y 
y 

Note that the axiom (Ax) as well as the rule (1) represent infinite families of cj-axioms 

and rules. 

Proposition 4.22 TheGentzen system Q is protoalgebraic. 
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Proof. In view of Corollary 4.8 it suffices to show that there is a system A(x, y, z) 

of equivalence sequents with parameters. Let 

A { x , y , z )  : =  { z i , . . . ,  z ^ ,  x  y  :  n  >  0 }  U  { z i , . . .  , Z n , y  x  :  n  > 0 } .  

Then 

A = U An, 
neN 

where A„ = {2i,...,2„,x y, zi,..., y —> a:}. The set A(a;,a:,z) consists of 

axioms, so A(a:,a:,z). The condition 4.2 clearly holds by rule (1) and 4.3 can be 

demonstrated as follows. If /? = 1, then 

A;;(x, y, . . . , ), .ij , . . . , ̂ k — l  ^  

2l, . . . , 2/;_l y 

holds by rule (2). Let k  > 2 .  Consider the following instance of rule (1). 

^ 1 , .  .  .  ,  ̂ k — 2 ' j  ̂  ^  J / t  - c - i ,  .  ,  .  ,  3 / : — 1  ^  X  

^ 1 , . . . ,  >  y  

Since the left premiss is in A, we conclude that 4.3 holds. Hence A is an equivalence 

system with parameters for Q. • 

We now show that Q does not have a finite system of equivalence sequents. 

Theorem 4.23 There is no finite set A of sequents that forms an equivalence system, 

with parameters, for Q. 

Proof. The proof will be completed in a series of lemmas. 

Lemma 4.24 Suppose that a sequent T ^ u is a theorem of Q, where F is a sequence 

o f  t e r m s .  T h e n  u  i s  a  m e m b e r  o f V .  
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Proof. We show that the set /I := {F —>• u : u G F} is closed under the axiom and 

rules of Q. By definition, every axiom is in A. Clearly, A is closed under (EX). For 

(1), if n, < —> 5 and 11, r —> f are in A, then either s G H, in which case E, r —> s G ^4, 

or s = t. Since 11, r —> i G A, it follows that s = i G 11, r and therefore 11, r ̂  s G >1. 

Hence A is closed under (1). The proof that it is closed under (2) is straightforward. 

• 

Let T be a set of sequents. Then let Ex(r) be the set of all sequents of the form 

^7r(l)7 • • • ^7r(n) ^ ^ 

such that ui,..., ^ w G r and tt is a permutation of the set {1,..., ra}. 

Lemma 4.25 Let Si := Vi,...,Vn v and S2 '•= W\,... ,w-m —> w, where m 7^ 

n,m,n> 1. Then Cn(5i, ̂ 2) = Ex(5i, 52) U A. 

Proof. Let R be the right-hand-side of the above equality. It suffices to show that R 

is closed under the axioms and rules of It clearly is closed under axioms and under 

(Ex). By assumption that both m and n are greater than 1, and by the definition 

of .4, the ruie (2) can not be applied to any pair of sequents from R. Wc now show 

that R is closed under (1). Let S.S' G R. Of course Ex(5i,5'2) = Ex(5i) U Ex(52), 

and since m ^ n, if (1) can be applied to S and S', 

then either one of 5,5' is an axiom or both 5,5' E Ex(5i), for i = 1 or i = 2. 

But it is clear that in the latter case, 5" G Ex(5i), as well. If 5 = F, i > 5 G /I, 

5' = F, w —> f G Ex(5:), i=l,2, and 5" = F,u 5, then either t = $, m which case 

5" = 5', or else s G F, in which case 5" G A. In both cases 5" G R. Hence R is 

closed under (1) and the proof of the lemma is finished. • 
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Lemma 4.26 Let > 1 and let 

R := {ui,... ,Un —>• u : n < N}. 

Then Cn{R) = RU A. 

Proof. Obviously, RU A \s closed under axioms and rules of Q. • 

Lemma 4.27 Let N be a fixed natural number. Suppose that A = A{x.y,z) is a set 

of sequents such that for every ui,...,u„ —»• u G A, n < N. Suppose further that 

\-g A(a:,x,z). Let S := 2i,..., 2Ar+i,x —)• z. Then Cn(A, 5) = Cn(A) U Ex(5) U A. 

Proof. By lemma 4.24, —»• x is not a theorem of G  and therefore A'^ > 1, by assump

tion that \-g A(x,a:,z). By lemma 4.26, if ui,...,um —> v £ Cn(A), then m < N 

and therefore, by lemma 4.25, Cn(Cn(A) U Ex(5)) C Cn(A) U Ex(S') U A. Hence 

Cn(A, S) C Cn(Cn(A) U Ex(5)) C Cn(A) U Ex(5) UAC Cn(A, 5). • 

Let A and S be as in the assumptions of Lemma 4.27. It follovi^s from Lemma 4.27 

and Lemma 4.26 that Zi,..., Zn-,y z ^ Cn(A, 5). In particular, a finite set A 

satisfies the assumptions of Lemma 4.27 for some N. It follows that no finite A{x, y, z) 

satisfies condition 4.2 and therefore there is no finite equivalence system for Q. The 

theorem is proved. • 

Since Q is protoalgebraic but does not have a finite system of equivalence se

quents, by Theorem 4.20 it can not have the accumulation property. Indeed, 

X —> 2, y —>• X 

y - ^ z  

is an instance of the rule (1). However, let A := {2i,x —»• z ] .  By lemma 4.27, 

— — is not a derived rule of Q. 
-i,y -
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Let us make two more remarks. First, if we add to the rules of Q the weak

ening rule, then the resulting Gentzen system has a finite equivalence system with 

parameters z, namely {x —j- y,y —> x}. Hence this extended system is an example 

of a non-accumulative Gentzen system that has (WEC) and therefore a finite system 

of equivalence system. Second, although the Gentzen system Q of example 3.9oes 

not have a finite system of equivalence system with parameters, it has a finite set of 

sequent-schemata A(x,y, F) = {F,x —> ?/, F, y —> x} that has the properties 

bg A(x,x,F), 

A(x,?/,F),r,x ^ 2 

T , y  ̂  z  

A(x,j/,r),r ̂  X 

T ^ y  

that are analogous to the properties of equivalence sequents. Gentzen systems with 

finite systems of sequent-schemata that have the above properties are studied in a 

separate w^ork. 

A Gentzen system is protoalgebraic iff it has a finitary system of equivalence 

sequents. For example, a Gentzen system that has (CUT) and the axiom x —>• x must 

be protoalgebraic. Thus (LK), (LJ), (INT), (BCK), (BCK-t-A) are all protoalgebraic. 

On the other hand, (LK\CUT), (LJ\CUT), (INT\CUT), (BCK\CUT). (BCK+ A 

\CUT) are not. We also considered here the question whether a protoalgebraic 

Gentzen system must have a finite system of equivalence sequents. Example 4.5, 

Theorem 4.23, shows that no, but if we assume that the system has the accumulation 

property, then the answer is positive. 
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CHAPTER 5. ALGEBRAIZATION AND EQUIVALENCE 

THEOREMS 

5.1 Introduction 

A deductive system is a (A, /<')-d8ductive system, for some first order language 

(A, K). In this chapter we consider a concept of equivalence of two deductive systems 

(Definition 5.1). We give certain sufficient condition for two systems to be equivalent. 

This allows for a generalization of Theorem 4.4 of [6] and Theorem 2.20 of [50] 

(Theorems 5.19, 5.29). Theorem 5.19 will be applied, in chapter 6, to characterize 

the deductive systems with implication. 

cr o i j . ,i. 

The following definition is a straightforward generalization of a definition that 

was first proposed for k and /-deductive systems in [6, page 12]. 

Definition 5.1 Let Si,S2 be, respectively, a A'l- and a K2-deductive systems over 

the same fixed algebraic language A. By a (A'l, A '2)-translation we mean a sequence 

T = {tji : R G A'A'i}, such that each tr is a finite set of K2-formulas in k variables, 

where k = p{R). Thus 

rnipo-,..., Pk-i) = {7-A( PO,  •  •  • ,  P k - i )  : i  <  t u r }  
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for some positive integer mR. 

I f  ( f  i s  a  K i - f o r m u l a ,  e . g . ,  =  R { t i . . . .  . t k ) ,  f o r  s o m e  R  G  A ' l  a n d  s o m e  

sequence of terms t = (ii,.. .,tk), then T{ip) = : i < fc}. For F C FrriK, we let 

^(r) = ^ r}. 

A  { K I ,  K 2 ) - t r a n s l a t i o n  r  i s  c a l l e d  a n  interpretation of Si in S2 if, for all 

r C FmKi,<r' £ FrriKi, we have 

r H5, ^ iff T(r) 1-52 (S-l) 

We say that S\ and S2 are equivalent if there is an interpretation r of Si in S2 and 

an interpretation v of S2 in Si that are inverse to one another in the following sense 

9 H1-5i ^^(^(<,5)) (5.2) 

for all i p  G FmK, and 

^^-5, r(z;(9)) (5.3) 

for all i p  G FrriKj-

Thus <Si and S2 are equivalent iff there is a (A'l, A'2)-translation r and a (A'2, A'l)-

translation v such that 

F f-52  ̂ iff u(r) 1-5, v { i p ) ,  (5.4) 

r ^ iff -(F) 1-52 Ti'-p), (5.5) 

if HI-5, u(T((^)) (5.6) 

for all t p  £ FmK] and 

i p  HI-52 r(u(sf)) (5.7) 

for all p  £ FmKz-
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Lemma 5.2 Let <Si,<S2 be K\ and K2-deductive systems, respectively and let r and 

V be (A'i,A'2)- and {K2, Ki)-translations, respectively. Then the conjunction of the 

conditions (5.5) and (5.7) is equivalent to the conjunction of (5.4) o-ud (5.6). 

Proof. By (5.5), t;(r) vip iff tv rv(^. By (5.7), this is equivalent to F <^. 

Hence (5.4). To show (5.6), observe that by (5.5), vnp |-5j (p iff rvTip T^p. 

By (5.7), this is equivalent to T(p t(^, which is true. The condition (p I-5,  vrip 

is shown similarly. Hence (5.6) holds. Thus (5.5) and (5.7) imply (5.4) and (5.6). 

Reversing the roles of <Si and S2 and of r and z/, one gets that (5.4) and (5.6) imply 

(5.5) and (5.7). • 

In particular, let <Si be classical propositional, intuitionistic propositional or 

BCK-logic in some language that contains at least the binary implication connective 

—>•. Let S2 be 1=^-, where K is the class of Boolean, Heyting or BCK-algebras, 

r e s p e c t i v e l y .  C o n s i d e r  t h e  t r a n s l a t i o n s  T ( X )  =  { a :  1 }  a n d  v { x , y )  =  { x  — >  y , y  ^  

x}. It is well known that 

r  f i f f { s ~ l : s G r }  I-52 t ^ 1 and 

t  ̂  s  t  s  ̂  l ^ s  ̂  t  ̂  1 .  

But these are conditions (5.5) and (5.7), hence <Si and «S2 are equivalent and <Si is al-

gebraizable. More examples of algebraizable as well as examples of non-algebraizable 

1-deductive systems can be found in [5]. 

Definition 5.3 Let Ei and S2 be a K\ and K2-deductive systems, respectively. Let 

a : Te Te be a substitution. Then we say that a function S : TH^J —)• TH^J 

commutes with a if for every Si-theory T, 

CusMW))) = ^CnsA^iT))) (5.8) 
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The next theorem generalizes [6, theorem 4.4] and also [5, theorem 3.7]. To prove it 

we use the idea of the proofs in [5] and [6]. 

Theorem 5.4 Let Si and S2 be A'l- and K2-deductive systems, respectively. Then 

the conditions (i)-(iii) below are equivalent. 

1. S\ and S2 are equivalent; 

2. There exists an isomorphism E from Th5i to Th<S2 that commutes with all 

substitutions; 

3. There exists an isomorphism S from Th«Si onto Th52 that commutes with sur-

jective substitutions. 

If this is the case, the interpretations r of S\ into S2 that exists by definition of equiv

alence, can be chosen in such a way that for every S\-theory T, S(T) = Cns2{{T{ijj) : 

E T } )  =  { T F  :  V { < ^ )  c T}. 

Proof. Suppose that Si and S2 are equivalent with translations r and v such that 

(5.5) and (5.7) hold. For a 5i-theory T define S(r) := Cn52'''(T'). By definition, S : 

Th^, —> Th^j • We claim that E is an isomorphism commuting with substitutions. 

To show that it is 1-1, let T,S G Th5i and assume that T,{T) = S(5). This means 

that t{T) 1-52 T(5), which, by (5.5), is equivalent to T = 5. 

To show that S is onto, let $ G Th<S2. Define T by 

T  =  C n s M ^ ) -

We claim that $ = S(T). Let By definition of T and E, TV(p G E(r). By (5.7), 

V' £ Hence 4> C S(T). On the other hand, let G E(T'). Then there are some 
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Q-I,... ,Q:„ G R = Cn5j(i;($)) such that r(QI),... ,T(Q;„) c/j. But T  =  Cn^, (t>($)), 

hence there are some ^ such that v{(pi),... ,v{(^n) '~5i Q'l, • • •, 

Therefore, Tv{(pi),... ,Tv{(pm) 1~52 V which is equivalent to i~5 ^ and 

therefore G This finishes the argument that S is onto. 

Finally, we want to show that S commutes with substitutions. Let cr be a 

substitution and let T be an <Si-theory. 

Then S(cr(r) = Cn52({T((^((7£ : ( p { x )  G T } .  But if i f { x )  G T ,  then r(y?(:r)) G 

S(T) and T{ip{ax)) G o-(S(r)). Therefore Ti{a{T)) C Cn52<7(S(r)). Also, 

Cn52(cr(S(r))) =  Cn52{a((Tx) :  a ( x )  G Cn52T(r)} 

C Cn52{cr(Q;(x)) : (T(Q:(X)) G Cn5j(r(a(r)))} 

C CnsAl3:^eCnsAr{<T{T)))} 

=  C n s M < ^ { T ) ) )  C Cn5,r(Cn5,(<7(r))) 

= S(<7(T). 

This finishes the proof of the theorem in one direction. For the other direction, 

suppose that we have an isomorphism S that commutes with substitutions. First 

fix an i? G Ki and let T := Cn5,(i?£"), where x = (xi,... Since S is an 

isomorphism, Ti{T) is finitely generated and therefore there exist some set tr of terms 

r^(x),..., r^(x) such that 

i:{T) = Cns, { T R { x ) ) .  

Since R  was arbitrary, we have a sequence T = {R/? :  R  G  K }  which is a (A'l, K 2 ) -

translation. Now let (p = R{t), where t = (ii,..., is a sequence of terms, be 

a A'2-formuIa and let <7 be a substitution such that for every i = 1,...,/?(/?), we 

have cr(xi) = Li. Note, that a can be taken surjective. Since S commutes with 
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substitutions, 

S(Cn5,M) = S(Cn5,(<T(rH))) 

= Cns,{amTn))) 

=  C n s 2 { T R { a { x ) ) )  

= Cn52(rfl(ii,... ,ir)) 

= Cn52(r(vj)). 

Because of this and since S is an isomorphism, for F C FrnKj, we have the 

following sequence of equalities. 

Cnft(r) = VS(Cn5.(7) 
7er 

= V CN52(T(7)) (5.9) 
76r 

= Cn5,(r(F)). (5.10) 

It follows from this and the fact that F |-5j ip is equivalent to S(Cn5j(^) C 

E(Cn5j(F)), that for F U {c^} C PrnKj, 

F 1-5, ^ iff T(F) H5, T{^). 

By a symmetric argument, we prove that there is a (A'2, A'i)-translation v  such that 

S-^(Cn5,(^)) = Cn5,(z;(^)) 

and therefore also for all sets $ U {(^} C PrnKj 

$ 1-52 ( p  iff u($) V i p .  

Also, Cn5i((,5)Cn5i((/') = 2S"MCn5, ((^)) = S(Cn52(U(¥'))) = Cn^, (TU((^))), and we 

conclude that 

T(U(©)) 1-52 ^ and P TVO. 
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This finishes the proof that Si and S2 are equivalent. It follows from the proof that 

S ( r )  =  C n s M r W  :  0  e  T } )  =  :  v { ^ )  C  T } .  •  

5.3 BirkhofF-like deductive systems 

Theorem [5, Theorem 4.2] states that a 1-deductive system S is equivalent to 

some extension of the Birkhoff system B iff fls is injective and continuous. Similar 

result can be proved if S is replaced by a so-called Birkhoff-like deductive system 

(Definition 2.19). Theorem 5.8 justifies our choice of the name "Birkhoff-like". 

Definition 5.5 A set r of K^-rules is called BirkhofF-like if for all K2-formulas 

</?i,..., ^ the following conditions B(i) and B(ii) hold: 

B(i) For every surjective substitution a such that instance of a T-rule, 

ip 
there is an K2-tGrm ^ such that cr(^) = rj; and — is an instance of a rule ofT. 

B(ii) Let and ^ be some instances of rules in F. Then there are Ko-
i p  i j j  

formulas ifi,. . . , ( f n  s u c h  t h a t  f o r  e v e r y  i  =  1,..., n, are also in-
6- 'A 

stances of rules ofT. 

If a K2-deductive system S2 is based by some Birkhoff-like set F of rules, then S2 is 

called BirkhofF-like. 

Remark Condition B(ii) says that every derivation of the form 

(5.11) 
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can be replaced by a derivation 

V^l V>n 

(5.12) 

i.e., every 5-proof in which some multiple-premiss rules have been used can be re

placed by one in which every single-premiss rule is used before any multiple-premiss 

rule. It follows from the condition B(i) that if u is a surjective substitutionand 

can be derived from a{ip) using only a nonempty sequence of one-premiss rules of a 

Birkhoff-like set of rules F, then there is a ̂  such that (p l-p also by means of only 

one-premiss rules, such that il' = cr(|). Notice that a condition similar to B(i) holds 

trivially in case that = a{vph)^ namely \i = a^p then there is a ?/?' such that 

tp = a<p and ip hr by means of at most single-premiss rules. So 

Example 5.1 We will consider A'2 consisting of one binary relation and we will 

write a K2- either as a pair (i, s) or as an inequality t < s, with t,s E Te. Suppose 

that with every A G A there are associated two, possibly empty, sets: P\, N\ C 

{!,... ,/3{A)). The system P : {{P\.N\) : X G A) determines a A'2-deductive (i.e., a 

2-deductive) system Sp as follows. 

Sp is the 2-deductive system axiomatized by the axiom (I) and the rules , (T), (Rp), 

(Rn) below; 

{ x , y ) , { y , z )  

(Rp) 
X <y 

for all A and k £ Px 
.,Zn) [ x f Z k \  <  X { Z u ...,Zn) [ y / Z k ]  
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(Rn) 
y <x 

for all A G A and k G N\. 
\ { z i , . . . , z n ) \ x l z k ]  <  \ { z i , . . . , Z n ) [ y l Z k ]  

We will be using this system and its generalization in chapter 6. Notice that Sp 

depends on the choice of pairs of sets P\,N\. 

We now show that the above axiomatization is BirkhofF-like and therefore Sp is 

BirkhofF-like. 

Theorem 5.6 For every choice of P = {P\, Nx) as above, the system Sp is Birkhoff-

like. 

Proof. For B(i), observe that all single-premiss rules are of the form (Rp) or (Rn). So 

suppose that for some surjective substitution a, ^ is an instance of the rule (Rp). 

This means that there is some n-ary A and some k < n, such that ip = {t,s),il^ = 

^  —  A ( i J , . . . , , ^ 7 ( i ) , , . , . , i y j )  a n d  v  —  A ( ^ i , , , . , c ' " ( 5 ) ,  . . . ,  ̂t ^ ) .  

For I < i < n,i ^ k let t'- he a term such that cr{t'-) = ti. Let also 

For B(ii), note that if tp or ty in the statement of B(ii) is an instance of the axiom, 

then the conclusion is obvious. So we need to prove that every derivation (5.11) in 

which the first rule used was (T) and the second rule used was either (Rp) or (Rn) 

can be replaced by a derivation of the form (5.12). So assume that this last rule is 

(Rp) for some A and k and suppose that we have a derivation 

Clearly, ^ is an instance of the rule (Rp). The case of the rule (Rn) is handled 

similarly. 

(^1^ t ^ , ) ,  { t 2 ,  t z )  

(A(ii),A(i3)) • 
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where A(fi) stands really for A(5i,... Sk+i,. ...Sn), where n is the arity of A, 

k is some number between 1 and n and 5,-, for 1 < i < n,i < k, are some terms and 

Xitj) stands for A(5i,... s,5fc+i,... ,s„), with the same k and terms S{. This 

derivation can be replaced by applying the rule (Rp) to both (^1,^2) and (^2,^3) first 

and then applying the transitivity rule (T), i.e., 

(^2; ̂ 3) 

(A(^I),A(^2)) (A(^2),A(^3)) 

The proof for the rule (Rn) is similar. • 

Notice that Sp matrices are pairs (A, <), where A is a A-algebra and < is a quasi-

order on A with the property that ii k E Px then the polynomial 

p{x^ dk-i-l J • • • ^ (5.13) 

for a,- for 1 < z < n, z k, is monotone with respect to < and if k G N\, then (5.13) 

is anti-monotone with respect to <. 

As a special case consider A = —>^,V} and let P., = 0 = = {2}, 

Pv = {1,2} and N^ = N^ = {1}. 

Then Sp is axiomatized by (I), (T), (S) and the following rules: 

x < y  

—>y < —IX 

X < y  

z  ̂  X <  z  y  

x < y  

X  ̂  z  < y  z  

x < y  

x W  z < y W  z  

X <y 

z  y  X  <  z  y  y  
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Boolean algebras are examples of «Sp-matrices for this TT. 

Similarly, if for the language {+,—,0} , where + is binary, — unary and 0 

nullary, we let P+ = {1,2}, Nj. = 0, P_ = {1}, N- = 0 and Pq = No = $ (the only 

possible choice as the arity of 0 is 0), then we get the rules that are clearly satisfied by 

(Z, +, —, 0, <) and (R, +, —, 0, <}, v/here Z and R are the set of integers and reals, 

respectively, + is the operation of addition of real numbers, — is the operation of 

taking the number with the opposite sign and same absolute value, 0 is interpreted 

as the number 0 and < is the standard ordering of real numbers, equipped with the 

ordinary addition and taking the opposite as well as 0 and the usual ordering relation 

on numbers. 

If in Example 5.1 we let Nx = ^ for every A G A, then we obtain as a special 

case the following Birkhoff-like system. 

Example 5.2 Let <S(<) be based by the following axiom and rules. 

I a; < X 

.r < ?/, y  <  z  

X  <  z  

X < y 
R — "7—•.—, ^ , rjr—;—7, for every n, every n-ary operation sym-

A(a;i,...,a:„)[x/xfcJ < X [ z i , . . .  , Z n ) [ y / Z k \  

bol A G A and every k < n. 

Corollary 5.7 The system «S(<) considered above is Birkhoff-like. 

Proof. The corollary follows directly from lemma 5.6. • 

The rule (R') is called a replacement rule and in the presence of the transitivity 

rule (T), is equivalent to the rule (R) introduced in chapter 2. Let us mention, 

however, that (R) is a multi-premiss rule and that the axiomatization (I), (T), (R) 
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of «S(<) is not BirkhofF-like. The models of system «S(<) considered here are called 

"ordered algebras", i.e., they are pairs (A, <) consisting of an algebra A and a quasi-

order <, with respect to which all operations are monotone. Classes of ordered 

algebras are studied in [57, section 4.2.1]. Results of [57, section 4.2.1] concerning 

ordered algebras are now also consequences of the general theory of protoalgebraic 

A'-deductive systems. 

The following theorem motivates the name "Birkhoff-like". 

Theorem 5.8 The deductive system S of equational logic is Birkhoff-like. 

Proof. Recall that B is axiomatized by (I), (T), (R') and the symmetry rule (S). 

Suppose that —is an instance of the rule (S). Then if must be of the form (i,5), 
W 

for some terms and ^ = (<7(s),(T(f)). Let ^ = (5,i). Then ^ and — 

is an instance of (S). This, together with Corollary 5.7 guarantees that condition 

B(i) holds. To check that B(ii) holds, consider a derivation 5.11, where the first rule 

applied is (T) and the next is (S). Thus (5.11) is of the form 

X ~ 2/ y ^ z 

X  ̂  z  

2 SS X 

This derivation can be replaced by 
y  ~  z  X  ~  y  

z  ̂  y  y  ̂  X  

Z  ̂  X  

This together with Corollary 5.7 guarantees that B(ii) holds for S p .  •  

Example 5.3 Let St be the 2-deductive system based by (I), (R') and (S). 

It follows from the proof of Theorem 5.8 that St is Birkhoff-like. A .Srniatrix is a pair 

consisting of an algebra together with a reflexive symmetric relation that is closed 

under the rule (R'). Such relations are called tolerance relations on A. 
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5.4 Compatibility relation 

Definition 5.9 Let Si be a Ki-deductive system and S2 a Birkhoff-like K2-deductive 

s y s t e m  o v e r  t h e  s a m e  l a n g u a g e  A .  L e t  A  b e  a  A - a l g e b r a .  R e c a l l  t h a t  E k 2 { ' ^ )  

Ufie of all K2-elements of A, i.e., Epc^{A) is the universal S2-filter 

on A. Recall that Fis^ (A) is the set of all Si-filters on A. Let C C Ex^iA) x Fis^ (A). 

Then C is called a ('<Si,52j-compatibility relation on A with respect to Si and S2 

if the following conditions hold. 

C(i) For every F 6 Fisi{A) and every Ra € Fg'^(0), {Ra^F) £ C. 

C(ii) For every F £ Fisi{A), the set {Ra G Ek2{A) : {Ra,F) G C} is closed under 

all multiple-premiss rules of S2. 

C(iii) For every Ra 6 Ex^iA) and any system {Fi : i E I) Fis^{A)^, 

{ R a ^  F i )  G C for all i E 1 implies that {Ra, fjig/ Ei) G C. 

Now let C = (CA : A is a A-algebra) be a system of {Si,S2)-compatibility relations, 

one for each A.-algebra A. Then C is uniform if the following condition holds 

C(iv) For any homomorphism f : A —A and any F G Fis-^iA), for every Ra G 

Ex^i-^)) if {R{f{^)iF) G Cb then {Ra,f~^F) G Ca o,nd if f is onto, then 

{ R { f { a ) , F )  G  C b  i s  e q u i v a l e n t  t o  { R a . , f ~ ^ F )  G  C j ^ .  

The K2-elements of A will be often denoted by the greek letters etc. We will 

often write C{c(,F) for {ci,F) G C. 

Definition 5.10 Let Si be a Ki-deductive system and let K2 have only one, binary, 

relation symbol. We will write the K2-dements as pairs of {a,b) of elements of A. 
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Let A be a A-algebra. Define C = CA Q X FZ5j(A) as follows. For each 

{ a , b )  e A and F G Fis^{A), {{a,b),F) G CA iff for every R G A'l anc? /or every 

cG =  (c i , . . . ,  c , _ i , c ,+ i , . . . ,  Cp( /{ ) )  a n d  e v e r y  i  w i t h  I  < i <  p { R )  

Cx—1, <2, Ci+i 1 • • • ,Cp(H)) G F =» 

i?(ci5 •. • 5 Cj—1,6, Cj+i,..., G F. (5.14) 

The system C is called the standard system of (<Si,«S2)-compatibility relations. 

The term "(<Si,<S2)-compatibility relations" in the above definition is justified by 

Corollary 5.12 below. 

Lemma 5.11 LetS\ be a Ki-deductive systemandS2 a 2-deductive system. Let C = 

(CA • a is a A-algebra) be the standard system of (Si,S2)-compatibility relations. 

Then: 

1. the system C satisfies the conditions C(iii)-C(iv) of Definition 5.9.; 

2. if S2 does not have other muliiple-premiss rules than possibly (T), then C also 

satisfies C(ii). 

3. Thus under the assumption of 2., a sufficient condition for C to be a uniform 

system of {S\,S2)-compatibility relations is that for every axiom {t,s) of S2, for 

e v e r y  A - a l g e b r a  A  a n d  S ^ - f i l t e r  F  o n  A .  f o r  e v e r y  r e l a t i o n  s y m b o l  R  o f  K 2 ,  

for every I <i < p{R) for all elements Ci,..., Ci_i, c,+i,..., Cp(R) and for every 

valuation / : Te —> A, we have that i?(ci,..., c,_i,/(i), Cj+i,..., G F => 
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Proof. Let us fix some algebras A, B, a family {Fi : i G /) of <Si-filters on A indexed 

by some set /, some homomorphism / : A —>• B and an 5i-filter F on B. Since 

Ek2{-A) is identified with for the first statement of the lemma we need to show 

C(iii) If for every i  E  /, ({a, b ) ,  Fi) £ C, then also ((a, 6), flie/ Fi) E  C and 

C(iv) If { { f a , f b ) , F )  G C, then also ((a,6),/~^F) G C; and if / is onto, then 

{ { f a , f b ) , F )  G  C  i s  e q u i v a l e n t  t o  ( ( a ,  i ) , / ~ ^ F )  G  C .  

Let i? G Ki and let c be a sequence Ci,..., c^-i, Cfc+i,..., Cp(H) of elements of A. 

The condition C(iii) then follows from the following equivalence that is obviously 

true for every x: 

T ^ ^K—1 'J •)••••)  ̂ P(/?)) £ FI , . .  .  ,  , X, CYI) G RIIG/ FI< 

For assume that V,g/((a,6),F,) G C  and assume that R {ci,... ,Ck-i,a,Ck+i,Cn) G 

fligz-F:'. Then i?(ci,..., Cfc_i, a,CA:+i,..., Cp(/{)) G F,-, for every i e /- Hence also 

/?(ci,..., 6, Cfc+1,..., E Fi^ 

for every i E I. This is equivalent to the condition i?(ci,..., Cfc_i, 6, Cfc+i,..., Cp(R)) G 

riig/F,-. This shows that ((a, 6), flig/Fi). 

For C(iv), assume that for every sequence c' = (c'l,...,..., of 

elements of B, we have that 

/ ? ( c j , . . . , / ( a ) ,  ,  ( ^ p { R ) )  E  F  ^  R { c ^ - ,  •  •  • , C f . _ i , / ( & ) ,  •  •  •  :  C^(H)) ^  

(5.15) 

Assume that R{ci,..., Cfc_i, a, ca.+i ,..., Cp(H)) E f~^F. Then 

-R(/(CI),---,/CFC_I),/(A),/(CFC+I),..., /(CP(/?))) G F 
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and therefore 

^(/(ci),..., /cfc-i), /(6), /(cfc+i),..., f{ c p (R))) 6 F  

by assumption (5.15). This finishes the proof that 

i?(ci, . . . , C^-_i, G, , . . . , ) G y -^(^1 ? • • • ? 1T Cfc+l 1 1 ^ ^ 

(5.16) 

Hence i?(ci,... ,ca:_i,a,Cfc+i,..., Cp(/?)) 6 /~^F. It is clear that if / is chosen to be 

onto B, then (5.15) and (5.16) are equivalent. 

This finishes the proof of C(iv) and of the first statement of the lemma. 

For the second statement assume that the only multiple-premiss rule is (T). But 

the relation => is transitive, i.e., 

[(a 6 F => 6 e F) and ( b  E  F  ̂  c  e  F ) ]  = >  { a  E  F  ̂  c  e  F ) ,  

so C(ii) holds. 

The third statement follows from the first two. • 

Corollary 5.12 Let S2 be a Birkhoff-like 2-deductive system, such that S2 does 

not have other multiple-premiss rules than possibly (T) and the only axiom of S2 

is {x,x). Then for every K\ and for every Ki-deductive system Si, the standard 

s y s t e m  o f  c o m p a t i b i l i t y  r e l a t i o n s  ( D e f i n i t i o n  5 . 1 0 )  i s  a  u n i f o r m  s y s t e m  0 / ( 5 1 , 5 2 ) -

compatibility relations. In particular, let <S] be a [-deductive system. Then the system 

C = (Ca :A is a A.-algebra), where CA((fl, ̂ )),-F) iff a E F => b E F), is a uniform 

system of (S\TS2)-compatiblity relations. 

Proof. By 3. of lemma 5.11. 



156 

Corollary 5.13 Let S2 be one of the systems B considered above, and 

let Si be a Ki-deductive system, for some Ki. Then the standard system of (Si,S2)-

compatibility relations is a uniform system of (Si,S2)-compatiblity relations. In par

ticular, let Si he a 1-deductive system. Then the system C = (CA : A), such that 

^))i jP") iff a ^ F b E F), is a uniform system of (Si,S2)-compatiblity 

relations. 

Proof. Apply Corollary 5.12. • 

Recall that the condition 5.14 was used in Chapter 2, Definition 2.37 to define 

the compatibility of a congruence 9 on an algebra A, i.e., an B-filter on A, with an S-

filter on A. We now introduce a more general concept of compatibility of an «S2-filter 

with an 5i-filter. This concept is relativized to a uniform system of compatibility 

relations C and therefore also to the systems Si and <52-

Definition 5.14 Let Si and S2 be a Ki and K2-deductive system, respectively. Let 

C be a uniform system of compatibility relations between K2-dements and Si-filters. 

Let A be a A-algebra. We say that an S2-filter 9 is C-compatible with an Si-filter 

F  i f  f o r  e v e r y  a  E  9  w e  h a v e  C ( a ,  F ) .  

Let S2 be the 2-deductive system Sp defined in the Example 5.1 page 147, and let 

C be the uniform system of compatibility relations (Definition 5.10). Recall that the 

models of Sp are algebras ordered by a quasi-order relation < with the property, 

that the polynomials of the form A(ai,... rc, a^+i,. -., fln) are monotone in x if 

k  E  P x  and antimonotone i n  x  k  E  N x .  Then this quasi-order < is C-compatiblc 

with an «?i-filter F iff for all a < 6 in A, a G -F implies b E F. 

Notice also, that if the 2-deductive system S2 has the symmetry rule (S), and C 

is standard (Definition 5.10) then an <S2-filtcr ^ on A is compatible with an «5i-filtcr 
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F on A, if for every i? G Ki and for all Ci,..., c^-i, Cfc+i,..., Cp^^R) € A, we have 

R{ci,..., Ck—ii fl, t • • • 1 G f iff -^(ci,..., Cfc_i, 6, Cfc+i,..., 

(5.17) 

i.e., the implication in definition 5.10 is replaced by the equivalence. Thus we see 

that in case that S2 is the Birkhoff's deductive system for equational logic, then 

the congruence 6 is compatible with an 5i-filter iff it is compatible in the sense of 

definition from chapter 2. 

5.5 Generalized Leibniz operator 

Definition 5.15 Let 81,82 be Ki- and Ki-deductive systems and let C be a uniform 

system of {81,82)-compatibility relations. Let A be a A-algehra. The generalized 

Leibniz operator on A is the function that to every 8i-filter F of A assigns the 

f o l l o w i n g  K 2 - s u b s e t  Q ^ { F )  o f  A  :  

:= {a € E k M )  : for every {3 G Fg|(a), Cif3,F)}. 

Let 81 be a /i'l-deductive system, let 82 be a /<'2-deductive system in some Birkhoff-

like axiomatization F. Let F' be the set of all axioms and one-premiss rules of F. Let 

A be a A-algebra, F G Pis, (A). 

Lemma 5.16 Assume that 82 is a Birkhoff-like K2-deductive system and let C be 

a uniform system of {8\,82)-compatibility relations. Let a be an K2-dement of A. 

Then 

9.'^{F) = {a e Ek:,{A) : for every 0 G Fgr,(a), C(/3,F)}. 
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Proof. We need to prove that 

(i) tor all/3 S FgA(a) C ( 0 , F )  

implies 

(ii) for all ^ e FgA(a) C{l3,F). 

We first prove this implication for the special case that A = Te, a = v? G FmKz, /? = 

xj; e FmK, and F = T is a,n «5i-theory. Thus we are proving the following claim 

Claim 2 Let T be an S\-theory, let ip be a K2-formula. Then 

hp ^ C(^,r))] (5.18) 

[V^(vphr^=^C(^,r))] (5.19) 

Assume that 5.18 is true and suppose that (p hp tp. If f l~r' then we are done. So 

assume that (f l/p' Therefore some multiple-premiss rules must have been used in 

a derivation of ip from ip. In view of B(ii), we can assume that for some n > 1 and 

for some A'2-formulas ,..., 

.  I—_ ^ r  
y  '  I  '  Y l t  •  •  •  1  Y n  { O . S V j  

l-r\r'V', (5.21) 

where xpi ^ for any i = 1,..., n and ^ is not an axiom. By assumption, for every 

i = 1,... ,n, we have C('^,', F). By C(ii), C{ip,T). This finishes the proof of Claim 1. 
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Now let algebra A be arbitrary and let us return to the proof that (i) implies 

(ii). So let us assume (i) and also let /3 G Fg^(Q'). Then there are a valuation /, 

A'2-formulas (fi and ip such that f{ip) = a, /(0) = (3 and hp Without the loss of 

generality, we can assume that / is surjective. We now claim that the condition 5.18 

holds for (p and T := f~^F. For suppose that if hp for some ^ G FmKj. Then 

by our assumption (i), we know, that C{f{^),F) holds, and by C(iv), also C(^, T) 

holds. This verifies 5.18. Therefore 5.19 holds as well and in particular, C{il'iT). By 

C(iv) again, C{^,F). This finishes the proof of the lemma. • 

In the next chapter, we will apply Lemma 5.16 to a generalization of the system <Sp. 

On page 150 we considered a special case of 5p, namely a system <S(<) axiomatized 

by (I), (T) and (Rp). We already mentioned that this system is Birkhoff-like and 

that the relations C defined in definition 5.10 form a uniform system of {Si,S2)-

compatibility relations for every system Si. According to lemma 5.16, for this system 

5 ( < ) ,  ( a ,  6 )  6  C l ^ { F )  i f f  f o r  e v e r y  t e r m  a n d  e v e r y  s e q u e n c e  e  o f  e l e m e n t s  o f  A  

of the same length that y, we have that t { a ,  e) G F => t { b ,  ̂  £  F. 

1 r»Tn m p ^ 1 in fy\ C. -tf 'v. A XX A W AWAAAAAAM/ j  V_ WW j  </ \^\/L ^ ^ J CLliVA S KyL S 

sequence e of elements of A  of the same length as y, we have that t { a ,  e) G F iff 

t{b,^ G F. Since Lemma 5.16 characterizes Q*" independently of the multiple-premiss 

rules, and since the single-premiss rules of the BirkhofF's system 13 and of St are the 

same, for S is characterized in exactly same way as for St. Notice, that this means 

that when S2 = ^ and C is the standard system of (5'i,52)-compatibility relations, 

then Q.^{F) is exactly the Leibniz congruence for F, i.e., the largest congruence 

compatible with F. This fact is generalized in theorem 5.18. We first prove an 

auxiliary lemma. 
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Lemma 5.17 Let <Si,<S2 be some Ki and K2-deductive systems and let C be some 

uniform system of {Si.S2)-compatibility relations. Let also, for some .\-algebras A 

andB, f: A —>B and Fe Fis,{B). Then f-\0.^{F)) C f2^(/-iF). 

Proof. Suppose that a  G i.e., f { a )  € Let /3 G We 

want to show that C{/3, f~^F). But then /(^) G Fgf2(/(a)) and therefore C { f { / 3 ) ,  F ) .  

ByC(iv),C(^,/-^F). • 

Theorem 5.18 Assume that S2 is a Birkhoff-like K2-deductive system. Then for 

every K\, every K\-dtductive system Si and for every uniform system of (<Si,52)-

compatibility relations C, for every A-algebra A and an Si-filter F on A, the set 

Cl^{F) is the largest S2-filter C-compatible with F. 

Proof. Let F be a BirkhofF-like axiomatization of S2. To show that Cl^{F) is an 

<S2-filter, we first prove the following claim. 

Claim 3 Let T be an Si-theory and let be some K2-formulas. If if is 

derivable from (^1,. . . , b y  m e a n s  o f T  a n d  (^1,. • • ,(pn G ^'"{T), then C((^,T). 

Proof of Claim. 

.A.ssume that i p  is derivable from (^1,..., by means of P. By B(ii) there are deriva

tions ipi,.. .,ipn hf ipi,..., ipm and T/JJ, ..., V'm l~r\r' 'P- Then for every z = 1,..., m 

there exists j = l,...,n such that t/ji G Cnr'(s5j), so i/jj G fl^(F), hence C(?/7i,F) 

holds. By C(ii), also C(ip.F) holds, which finishes the proof of the claim. 

Now to finish the proof that Q,^{F) is a «S2-filter, let A be an arbitrary A-algebra, 

let F be a 5t-filter on A. We need to show that for all qi, ..., a„ G fl'^(F) and for 

every f3 G Fg52(o!i,..., Q„), also 3 G f)^(F). For this let us take 7 G Fg52(/^)-

We need to show that C{I3,F). Since 7 G Fg|^(/5), 7 G Fg5j(Qfi,..., a„)), as well. 
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But then there exist some /f2-formulas (/ji, ..., ^ and a valuation / such that 

,..., \-s2 tp and a,- = /(<^,),7 = /(V')- Moreover, by lemma 5.17, (pi G f2^(T'), 

where T = f~^F. But then, by Claim, C{tp,T) and therefore C{f,F), as needed. 

This finishes the proof that Q'^(F) is a <S2-filter. 

It follows directly from the definition of and the fact, that a [-5 a, for every 

s y s t e m  S ,  t h a t  r i ^ ( F )  i s  c o m p a t i b l e  w i t h  F .  

If 9  is another 52-filter C-compatible with F ,  then let a  E .  6. Let ( 3  G Fg52(<i)-

Since 0 is a 52-filter, it follows that ^ E 9 and therefore C{^,F). This shows that 

a G hence 9 C Q.^{F). • 

5.6 Equivalent semantics Theorem 

For a predicate language L and a class fC of L-matrices, let Sic be the L-deduc-

tive system determined by all the i-rules that are valid in every matrix from fC. The 

consequence relation will also be denoted by \=K.-

Theorem 5.19 (Equivalent Semantics Theorem) Assume that Si,S2 are A'i,A'2-

deductive systems, respectively, S2 is Birkhoff-like and C is a uniform system of 

{Si tS2)-compatibility relations. If the generalized Leibniz operator fj'" : Th<Si —^ 

Th<S2 is injective and continuous, then there exists a class K. of S2-matrices such that 

<Si and |=x; are equivalent. 

Moreover, in this case there are (K1.K2)- and (K2.Ki)-translations r and v, 

respectively, such that the following conditions hold for all ru{i;?} C FmKj, V' £ FmKj 

and S\-theories T. 

r ^  i f f T [ T )  i=AC T { i p )  
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T { v { i p ) )  V '  a n d  

T implies C{t{(p) , T ) .  

Proof. The proof breaks into a sequence of lemmas. 

Lemma 5.20 Let A be a A-algebra and Fi a family of filters on A indexed by some 

set I. If is order-preserving on Fis^iA), then 

iei iei 

Proof. The inclusion from left to right follows from the fact that is order preserv

ing. To prove the other inclusion, let a be a /\2-element of A such that a G 

Then C{a,Fi) holds for every i. By C(iii) C(q!, fl-fi)- This shows that is 

compatible with fl Hence fl C f) F,-, by theorem 5.18. • 

Lemma 5.21 Let A be the term algebra and let T be an S\-theory. Then for every 

U>« O U/l't'V/ ^ J 

a-\'[fT) = 9P{(7-^T). 

Proof. The inclusion from left to right follows from lemma 5.17. For the other 

inclusion suppose that 6 if~^(T)). To show that w 6 f~^{Q'"(T)). assume 

that ip G Cnr'/(<^). We need to show C{tJy\T). Since th £ Cnpt^, then by B(i) (see a 

remark on page 147), we conclude that there is a xl>' such that hp' ij^' and f{ip') = ib-

But since £ Qp {f~^{T)), we know that C{rp', f~^ F) and therefore, since / is onto, 

we have, by C(iv), that C{zl:,F). This finishes the proof of the lemma. • 
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Lemma 5.22 Let fC := {{Te,Q,^T) : T G Th^j}. is continuous on Fis-^{Te), 

then 

(i) For every T G Thsj, D,^{T) € Th[=^. 

(ii) For every $ 6 Th[=^ there exists a T E Thsj such that $ = Q.'^{T). 

Proof, (i) Suppose that n ^ { T )  [=x But (Te, G f C  and C l ^ { T )  C Q,'^{T). So 

^ G 0^(T). (ii) Let ^ G Th^;. Assume first that $ is finitely generated, i.e., there 

is a finite set F of A'2-terms such that $ = Cnx;r. Let ^ Then F ^p, hence 

there is cr ; Te —> Te and T G Th^j such that (JF C QP{T) and cr^p ^ Cl^{T). So 

F C a-^n^{T) = Qp{a-^T), by Lemma 5.21 and tp 0 a->0^(r) = QP{(t-^T). Hence 

also $ C Q^{a~^T) and ip 0 {a~^T). Let S := a~^T. Then S is a<Si-theory. Thus 

we have shown that for every (p ^ ^ there is 5 G Th^J such that $ C Q,^{S) and 

^fi^(5). So 

$ = n{^^^(5) : ̂  C n^(5)}, 

so $ = fl'^(n{5 : $ C fi'^(S')}, by lemma 5.20. This finishes the proof of ii) in case 

that $ is finitely generated. 

Now suppose that $ is arbitrary. Then 

$ = Q is finitely generated}. 

By the first part, for every $ as above, there is T,- such that = Q.^{Ti). Also 

{^t : Q is finitely generated} is a directed set. By the continuity of fl'", 

$ = \J{^i : $,• C <&,$,• finitely generated} 

= \/{Qp{Ti) : fi'"(Ti) C ^,QF{Ti) is finitely generated} 

= Q,'" {\/{Ti : Q,^{Ti) C $,f2^(ri) is finitely generated}). 
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This proves the lemma. • 

Lemma 5.23 is 1-1 and continuous, then commutes with surjective sub

stitutions. 

Proof. Let cr be a surjective substitution. Let T '  := Cn^jO-r. Since Q ^ { T ' )  is an 

/C-theory, in order to show the inclusion Cn^(cr(fl^(T))) C ^'^(Cn^,crT), it suffices 

to show that a{0,'^{T)) C Let ip 6 a-QP{T). Then ip = acp', for some 

€ Q,^{T). To show that € QP{T'), let if) be such that ^ p  l-p' where F' is the 

set of all single-premiss rules in some Birkhoff-like axiomatization F of <?2- Moreover, 

by C(i), we can assume that all the rules used in such a proof had exactly one premiss. 

So by B(i), there exists a such that (p' I-52 tp' and cr^' = Now, G Also, 

cr{T) C Cn5i(cr(T)) = T', so T C a~^{T'). Since is continuous, it also is monotone 

and therefore Q.'^{T) C {cr~^T'). Hence (p 6 Q'" {a~^T'). So C, cr~^T') and by 

C(iv), T') This shows that (p 6 and completes the proof of the inclusion 

from right to left. Now as Cnx;cr(0*^(7)) G Th/c, by the previous lemma we have that 

for some 5i-theory 5, Cv^)c<^{QP{T)) = Also, 

9Ŝ {T) C a-̂ CnK.{(T{QP{T)) = a-\QP{S)) = 

this last equality by Lemma 5.20. Since is 1-1 and, by lemma 5.20 ( T )  Pi 

Q,'^{cr~^S) = Vl'^{T n we conclude that T C a~^S. Therefore aT C S and 

Cns^crT C S. So 

n^{Cns,aT) C n^(5) = Cn;c<T(Q^(r)). 

• 

It follows that : Th5i —> Thx; is an isomorphism which commutes with 

surjective substitutions. By Thm. 5.4 and |=x; are equivalent. This finishes the 
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proof of the first statement of the theorem. The first two conditions in the second 

statement follow immediately from theorem 5.4. For the third condition, S(r) = 

Cn52(r(^) ; tp 6 T). But the role of S is played by f2^ here. Since n^{T) is 

C-compatible with T, it follows that if tp E T, then T(^) G Cl^{T) and therefore 

C(rW,r).n 

5-7 Corollaries 

For a A'l-deductive system 5i, a /<'2-deductive system <S2, a (/i2, A'l )-translation 

z' and for every A-algebra A, define the operator : Fi5j(A) —>• V{Ek2{-^-)) as 

follows 

9 .y{ F )  := {a 6 ' •  v a  G F } .  

Lemma 5.24 Let Si,S2 be a Ki- and a K2-deductive systems, respectively. Let v be 

a (I\2., Ki)-translation. Then the operator is continuous. 

Proof. Let A be a A-algebra and let J -  = { F i ; i G /} be a directed set of 5i-filters 

A  J  i  ̂  t  T - N  \ /  r \  /  \  T  I  / •  A  \  n -  r  •  
uii rt.. vvc ilc60 lO aiiuw tiicLt — V{$/^ ̂ "^UlCe I IS 

directed, and u(a) finite, v { a )  C iff there is an i G / such that v { a )  C F i  and 

the claim follows. • 

Lemma 5.25 Let S\ be a Ki-deductive system and let S2 be a K2-deductive system, 

fyet further he a (A'o, KA-translation and r a {Ki, K2)-tran$!ation such that 

( j )  H|-5J V T ( p .  

Then 0,^ is injective. 
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Proof. Suppose flv(T') = and let a G F. Then VTQ. G F and therefore 

Tct G ^v{F) = fiv(G). Thus T;(T(a)) G G and a E G. It follows that F C G and by 

a symmetric argument F = G. • 

Corollary 5.26 (Second equivalent semantics Theorem) Assume that Si,S2 are a 

Ki- and a K2-deductive systems, respectively, S2 is Birkhoff-like and C is a uniform 

system of {S\,S2)-compatibility relations. Then the generalized Leibniz operator Vl'" : 

Th<Si —»• Th«S2 is injective and continuous iff there exists a class K of S2-matrices 

and a pair and (K2-, Ki)-translations r and v, respectively, such that the 

following conditions hold for all F U {<^} C FmKj, V' ^ Fmxj (ind S\-theories T. 

r iffr{T) \=k: r[ip) 

r(u(V')) =11=AC ^ "•nd 

Vf = 9.̂ . 

Proof. If is injective and continuous, then by Theorem 5.19 there is a class K. 

and translations r and v such that the first two conditions hold. The third condition 

follows from the proof of Theorem 5.19. The converse follows from the fact that 

is injective and continuous, according to Lemmas 5.25 and 5.24. • 

In some cases the condition 0^ = can be dropped from the right-hand side 

of Corollary 5.26 

Lemma 5.27 Let S\ be a Ki-deductive system and let S2 be a K2-deductive system. 

Suppose that there is a (K2-,K\)-interpretation v, i.e., v is a translation such that 
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for all R U {(^} C Fitikz 

r 1-52 ' P  f"5i v { i p )  

Then for every A-algebra A and for every S\-filter F on A, ̂ v{F) is an S2-filter of 

A. 

Proof. The lemma follows immediately from the cissumption and definition of • 

Lemma 5.28 Let S\ and S2 be Kt and K2-deductive systems, respectively. Let C be 

a uniform system of {Si^82)-compatibility relations. If IC is a class of S2-matrices 

such that Si and [=;c equivalent roith some translations r, v as in Definition 5.1, 

t h e n  f o r  e v e r y  a l g e b r a  A  a n d  e v e r y  S i - f i l t e r  F ,  t h e  s e t  f 2 i , ( F )  i s  a  s u b s e t  o f  Q , ^ { F ) .  

If moreover, a E DP{F) implies v[ot) G F, then the two sets are equal. 

Proof. By the previous lemma, for every algebra A and for every 5i-filter F, 

is a <S2-filter. The condition that T ( p  E  T  implies C { i p , T ) ,  together with C(iv), 

guarantees that ^t{F) is compatible with F. • 

Theorem 5.29 Lei S2 be one of the following 2-deductive systems: B, St or the 

system. «?(<). Let S = Si be a Ki-deductive system, for some Ki. Let C be the 

standard system- of compatibility relations (Definition 5.10). Then the operator DS' is 

1-1 and continuous on Fi5)(Th5j) iff there is a class K. of 82 matrices such that 1=  ̂

and Si are equivalent. 

Proof. As all these systems are Birkhoff-like and C is uniform system of (81,82)-

compatibility relations, for any Si, the direction "only if" follows immediately from 

the Semantic Equivalence Theorem 5.19. For the other direction, let v and r be the 

interpretations, such that (5.4)-(5.7) hold. In particular, u is a (A'2, A'i)-translation, 
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where has only one predicate and this predicate is binary. The following conditions 

follow from (5.4) and the fact that (I) and (Rp) are in the axiomatization of 52-

|-5u(a:, x) (5.22) 

v i x , y ) \ - s  v { X { x / k ) , X { y / k ) )  (5.23) 

where A G A, n = p { X )  and 1  <  k  <  n  and X { x / k )  : =  A(2i,. . . ,  zt+i,. . . ,  2„), 

X { y / k )  := X { z i ^ . . .  , Z k - i , y ,  Z k + i i  - . .  i Z n ) .  The first condition implies that for every 

<Si-filter F, T{a,a) G F and the second guarantees that if (a, 6) G Q,^{F), for some 

5i-filter F, then also the pairs (Ti(a, G),r„(a, b)) are in Q,^{F), where r = (ti, ..., r„). 

Since n'^{F) is C-compatible with F, it follows that u(a,6) C F. By Lemma 5.28, 

the operators and fir are equal. The latter is continuous and 1-1 by lemmas 5.24 

and 5.25. The theorem now follows from this and from Theorem 5.19. •. 

Definition 5.30 Let for every n, denote the sequence of n variables a:i,...,a:„. 

A K-deductive system S is algebraizable if it has a finite system A of congruence 

formulas and, for, every R G A' with p{R) = n, a finite system of equations (£i(x") « 

6i(x"-),... ~ 5mfl(x") such that 

A(<5,(x"),£(x"))h5 i?(x"). 

A system A of equivalence sequents for a Gentzen system Q is called a system of 

congruence sequents if it is a system of congruence uj-formulas in the sense of Defini

tion 3.14. A special case of Definition 5.30 is the following 

Definition 5.31 (i) ( [5, Definition 13.14-]) k-deductivp system. S is alge

braizable if it has a finite s^jstem A of congruence formulas Ai,..., A„, with
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out parameters, together with a pair of finite systems of k-ary terms Si,... ,Sm 

and £i,... such that 

{A(6;(X),£;(X)) : i < TT l }  X. 

(ii) ([50]) A Gentzen system Q is algebraizahle if it has a finite system A of congru

ence sequents, without parameters, and for every n a finite set Tn of equations 

Tn = {^1 ~ ^ ^m], where fori = l,...,m, Si,£i are terms in vari

ables x" such that 

{A(^j(x),£.;(x)) : i < 77?.} HHG X. 

Corollary 5.32 (Algebraization Theorem) A K-deductive system S is algebraizahle 

iff the Leibniz operator on Th<S is infective and continuous. 

Proof. By theorem 5.29. • 

We list two special cases of Corollary 5.32 that have been considered in the literature. 

Corollary 5.33 ([5, Theorem 4-^-]) A l-deductive system S is algebraizahle iff the 

Leibniz operator on Th<S is injective and continuous. 

Corollary 5.34 A Gentzen system Q is algebraizahle iff the Leibniz operator on Th^ 

is 1-1 and continuous. 

Algebraizahle Gentzen systems have been considered in [501. In fact [50] considers so 

called "Gentzen systems of type (a,/?)", which we do not define here, and of which 

the Gentzen systems in our sense are special cases. Gentzen systems of type (a,/3) 

of [50] can be formalized as A'-deductive systems, for some special A', and therefore 

our Corollary 5.32 applies also to these systems. 
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CHAPTER 6. THEORY OF ALGEBRAIC IMPLICATION 

6.1 Introduction 

For many well-known 1-deductive systems S the connective —+ of implication is 

strictly associated with some partial ordering in the models of S. Also, the results 

of [4, 5] reviewed in Chapters 3 and 5 demonstrate the connections between the exis

tence of a system of congruence formulas for a 1-deductive system S, interpretability 

of equality in «S, properties of the operator Q and the equivalence of S with some 

extension of the BirkhofF-system 13. In this chapter we turn to the question of inter

pretability of a partial ordering in a 1-deductive system and how this interpretability 

is associated, firstly, with the existence of some set of formulas, called later a sys

tem of impiication connectives, secondly, with the equivalence of S with some other 

system, called here and, thirdly, the properties of certain operator, denoted by 

that plays the role analogous to the operator in the case of interpretation of 

equality. We would like to define a system of implication connectives, a 2-deductive 

system system 5^- and the operator in such a way that the theorems obtained 

by replacing equivalence formulas by implication formulas, equality by partial order

ing, S by St, and 0, by in the characterizations theorems of [5], hold. We are 

able to obtain some partial results of the desired form. Full analogy is, we believe, 

impossible, due to an intrinsic difference between equality in an algebra and partial 
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ordering, or any other predicate, for this matter. We hope, however, that the study 

of 1-deductive systems with systems of implication formulas, initiated in this chapter, 

will be continued, possibly by other authors. 

In this chapter, "deductive system" means 1-deductive system. 

6.2 Occurrence of a variable in a term 

Let the algebraic language A be fixed. Let N* be the set of all finite (possi

bly empty) strings of elements of N. The empty string is denoted by e and the 

concatenation of two strings by their juxtaposition. 

Definition 6.1 A tree is a subset T of the set N* of all finite strings of natural 

numbers that has the following properties. 

(i) e e T .  

(ii) Let a e N* and let A: G N. If a string ak £ T then a E. T and ai G T, for 

every i < k. The string a is called a parent of ak and ak is called a child 

of a in T. 

The empty string e is also called the root of T. The elements of T are called the 

n o d e s  o f T .  A  n o d e  t h a t  h a s  n o  c h i l d r e n  i s  c a l l e d  a  l e a f  o f T .  

Definition 6.2 A h.-tree is a finite tree whose internal nodes are labeled by elements 

of the set A and the leaves are left unlabeled. Also, every node labeled by a basic 

operation A G A, has exactly p(A) children. 

Since the language A is fixed, we will omit the prefix A and say "tree" instead 

of "A-tree". 
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Let T and S be trees and let A'" be a set of leaves of T. A substitution of S for 

l e a v e s  i n  N  i n  T  i s  t h e  t r e e  T [ S / N ]  : =  T  \  N  U  E  N , i ' 2  E  S } .  

Let N and M be two sets of strings. Then 

N M  : =  { v f j .  w e N . n e  M ) .  

Definition 6.3 A A-term is a A-tree in which every leaf is labeled by some variable. 

The parse tree of t is the tree TA{t) in which all nodes other than leaves are labeled 

t h e  s a m e  a s  t h e y  a r e  l a b e l e d  i n  t ;  t h e  l e a v e s  a r e  l e f t  u n l a b e l e d .  I f  A  i s  k n o w n ,  T A { t )  

is also denoted by T{t). A parse tree is a parse tree of some term t. In the special 

case that t = A(xi,.. T{t) is denoted by A. An occurrence of a variable x in 

t is a leaf u that is labeled by x. We say that x occurs at v in t, in this case. The 

set of all occurrences of a given variable x is denoted by Ot,x- If ^ occurs in t at l>, 

we write x = o{t.,u). Thus 

Ot,x ••= : o { t , u )  =  x } .  

The set of ail (eaves of the parse tree o't is denoted Occ' ̂ t^ = Occfil this is also 

the set of all possible occurrences of variables in t. So 

u  E  O c c ( t )  i f f  f o r  s o m e  x , o { t ,  v )  =  x .  

We will not consider here trees other than parse trees. So whenever we say "tree" 

we mean a parse tree of some term. Note that the above definition of a A-term is 

equivalent to the Definition 0.4. We will often omit the prefix and subscripts A. To 

illustrate the above concepts by an example, let + and p be a binary and ternary 

operations, respectively. Let t = p{x,y, z) and s = (a: + ?/) + ~. Then Occ(i) = {1,2,3} 
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and o { t ,  1) = X, o { t ,  2) = y .  To find the elements of Occ(s) we note that s  =  r [ x + y / u \ ,  

where r = u + z. Now Occ(r) = {1,2}, with u = o(r, 1). Thus Occ(s) = {11,12,2} 

and 0(5,11) = X, 0(5,12) = y and 0(5,2) = 2. 

Let t and s be two terms, N C Occ{t). Let T = T{t), S = T{s). Then by t [ s l N ]  

we mean the tree T[S/N] labeled so that \{ u E Occ{t) \ N then 1/ has the same label 

as in t and \{ u = i'iV2i G N,U2 G Occ(s), then 1/ has the same label as V2 in 5. 

Intuitively, t [ s / N ]  results from t  by replacing all variables occurring at leaves 

labeled by elements of N, by the term 5. In particular, if A'^ = Ot,x, then if-s/A'] = 

t[s/x], the result of substitution of 5 into t for x. In other words, a substitution ^[5/0:] 

r e p l a c e s  a l l  a n d  o n l y  o c c u r r e n c e s  o f  a  g i v e n  v a r i a b l e s  x  m  t h y  s ,  w h e r e a s  t o  g e t  t [ s / N ]  

we replace maybe not all occurrences of x and possibly also some occurrences of other 

variables in t. 

Definition 6.4 Two terms t and s are similar if their parse trees, T(t) and T{s) 

are the same. 

:r 4 J J' „;„:i * — 4.1 i'\ 
LiicLt IX c ctiiu. t clic diiiiiidi. tiicii 

6.3 Polarity 

Intuitively, a polarity is a function that to a leaf n in a parse tree T assigns either 

{ + 1} or { — 1} or the empty set. Occurrences of variables in a term inherit polarity 

from the polarities on the parse tree of the term. 

We also consider a set-polarity (which we also call polarity on sets), which differs 

from polarity in that that it assigns {-t-l}or{ —l}or the empty set to some nonempty 

set of occurrences of a variable in a term, rather than to just one occurrence. Thus a 
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polarity is in particular a set-polarity. However, for a large part of our considerations 

the concept of polarity will be sufficient. We first consider polarity defined for (parse) 

trees. 

Definition 6.5 A set-polarity on A, is a function TT that to a pair {T,N), where 

T is a tree and N is some set of leaves ofT, assigns a set •i:{T,N) C {+1,-1} that 

has at most one element and has the following properties: 

(ROOT) If T consists of only one node (and therefore this node is the root of the 

tree), then +1 E 7r(r, {e}). 

(SUBST) I f  a  E  T r ( T , N )  a n d  /3 6 7r(5,  M), then a • /3 E 7r{T[S/N\, NM), where 

a • 13 is the product of the two numbers a and /?. 

The property (SUBST) is called the substitution property of set-polarity. We often 

will say "set-polarity" rather than "set-polarity on A". Every tree-polarity on sets 

d e t e r m i n e s  c e r t a i n  f u n c t i o n  o n  p a i r s  c o n s i s t i n g  o f  a  t e r m  t  a n d  s o m e  s e t s  N  C  O c c { t ) .  

i f  f  i s  a  t e r m  a n d  i /  a  l e a f  i n  t h e  p a r s e  t r e e  I ' l t ) ,  t h e n  w e  w r i t e  - ( t ,  u )  f o r  7 r ( i ,  [ v ] ) .  

Definition 6.6 Let IT be a set-polarity on A, let t be a term and let N C Occ{t). 

Then we put 

n { t , N )  : =  7r(T(i),A'') and 

where x is some variable occurring in t. 

Note that the condition (ROOT) implies that 7r(x, e) = {-M} and the condition 

(SUBST) implies the following property of - on terms: 
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If t  and s  are terms, N  C Occ(i),M  C 0cc(5), T E  N , a  E  M  and if a G 7r(i,r) 

a n d  ^  G  7 r ( s ,  u ) .  t h e n  a  •  / ?  €  T { t [ s / N ] ^ N M ) .  

In particular, if N is the set of all occurrences of certain variable x mt and M is 

the set of all occurrences of some variable y m s such that y does not occur in t, then 

the property (SUBST) says that, if a G n{t,x),P G Tr{s,y). then a •/? G 7r(i[5/a:], ?/). 

For example, consider the language of one binary operation + and one unary op

eration —. Suppose that ir{x + y, {1}) = T{X + ?/, {2}) = { + 1} and 7r(—x, 1) = { — 1}-

Then it follows from (SUBST) that if tt is a set-polarity, then 7r(x -1- (—1/),{21}) = 

{ —1}. In this ca^e we can also write that 7r(x + y,x) = 7r{x -t- y,y) = {+1} and 

7r(—x,x) = { — 1} and therefore ^{x -t- (—?/), y) = { — 1}, if TT is a set-polarity. 

Recall that in Example 5.1, we considered some system of pairs of sets P = 

{{P\,N\) : A G A), where for every A G A P\,N\ C {1,...,/5(A)}. Such a system 

P determines a set-polarity 7r = 7rp by the conditions 4-1 G 7r(A,{fc}) iff fc G P\. 

— 1 G x(A, {A:}) iff ^ G A^A and (SUBST). Conversely, every set-polarity TT defines a 

unique system P = {P\,N\ : A G A) by -(-1 G 7r(A, {^'}) iff k G P\, —1 G jr(A, {A:}) 

iff k. G N\. However, there may he many dilTerent set-polarities that define the 

same system P in this way. This follows from the fact, that, for any term t and 

N C Occ{t), the set-polarity •Kp{t,N) determined by P as above, is non-empty only 

if N is a singleton. 

Definition 6.7 1. By a polarity we mean a set-polarity TT such that for every 

tree T and for every set N of haves of T, if N has more than 1 element, then 

7r(r , jV) =  0.  

2. A polarity x is total if for every pair (T, u), such that u is a leaf ofT, 7r(T, u )  ̂  

0. 
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3. A polarity is strict if for every tree T and for every leaf v ofT, 7r(T, u) has at 

most one element. 

Consequently, if tt is a total polarity, then for every term t and N C Occ(i), 7r(i, N) ̂  

0 iff A'' is singleton. For a total and strict polarity TT, ir{t, v) is always a singleton. If 

X occurs more than once in t and TT is a polarity, then X(I, x) = 0. 

Remarks 

(1) A strict polarity TT can be identified with a partial function on pairs (T, v) into 

{+1, —1}, which is defined only if 7r(T', u) ^ 0; in this case its value on (T, i/) is 

the unique element of this set. This function is total exactly when the polarity 

is total. 

(2) If the polarity TT is strict and total, then it is entirely determined by its values 

on the parse tree of the terms A(xi,..., x„), more precisely, its values on pairs 

(A, (i.e., (r(A(a:i,...,a:„))), k), where k = l,...,n. Namely, if there is only 

one value for 7r(f, i/) allowed, then this value is uniquely determined by (SUBST) 

and the values of ;r(A, k), for all A occurring in t and all k < /9(A). 

(3) Consider again a system P  = { P x . N x  : A G A), as in Example 5.1. If for every 

A G A, PA N A''A = 0, then wp defined previously is a strict polarity. If for 

every A € A PA U iV^ = {1,..., /9(A)}, then irp is total. By remark (2), there 

is a one-one onto correspondence bctvv-ccn the set of all strict total polarities 

on A and the set of all systems P = (PA, Nx : X £ A), such that for all A 6 A, 

PA N A^A = 0 and PA U A^A = {1, • - •, /9(A)}. 

Definition 6.8 A polarity TT is called positive if —1 ^ for all {T.u). In 
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other words, t t  is positive if it{ T , i / )  ^  0 implies +1 G 7r(r ,  i / ) .  A polarity t t  is 

n e g a t i v e  i f  + 1  ̂  7 r ( r ,  u ) ,  f o r  a l l  { T , i / ) .  

Given a polarity TT on sets, we say that a term t is positive ('negative^ in a set 

of occurrences N, if +l € Tr{t,N) (resp. —1 G 7r(T, iV)j. We say that t is positive 

(negative) in x if t is positive (negative) in Ot,x-

If i* is a sequence of variables indexed by the strings enumerating the leaves of T, 

then T[z\ denotes the term resulting by labeling the leaves of T by z, where the leaf 

numbered by v is labeled by Zu- Let i be a A-term and N set of leaves in the parse 

tree T{t) of t. We say that a variable x occurs in t outside of N, if there is a leaf u 

of the parse tree T{t) of t such that v is labeled by x in if and v ^ N. Let A be a 

A-algebra, let i be a term and let N C Occ(t). Let a £ A and let also c be a sequence 

of elements of A indexed by the variables 2 occurring in t outside of N. Then we let 

t { a / N ) { ^  : =  h { t ' ) ^  w h e r e  t '  =  t [ x / N ] ,  x  i s  a  v a r i a b l e  t h a t  d o e s  n o t  o c c u r  i n  t  a n d  h  

is a valuation that sends x to a and a variable 2 that occurs in t (outside of N) to 

C-. If a sequence c is indexed by some set of variables including all the variables that 

occur in t outside of N, then t{a/N){^ := t{a/N){^), where B is the subsequence of 

c indexed by the variables occurring in t outside of N. In the future, whenever we 

w r i t e  s o m e  e x p r e s s i o n  o f  t h e  f o r m  t { a / N ) { ^  i t  w i l l  b e  a u t o m a t i c a l l y  a s s u m e d  t h a t  c  

is a sequence of elements of the algebra A, known from the context, that is indexed 

by a superset of the set of all variables occurring in t outside of N. 

Definition 6.9 Let A be a A-algebra and consider a binary relation < on A. Then 

we say that < agrees with a set-polarity TT if for every term t and N C Occ(i) , we 

have 
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a < b ^  t ( a / N ) { ^  <  t { b / N ) { c } ,  

i f  + 1 £ z { t ,  N )  a n d  

a  <  h  t { b / N ) { ^  <  t { a / N ) { ^ ,  

i f - I  e  T T { t ,  N ) .  

Example 6.1 Let A be the language consisting of a binary operations + and a unary 

operation —. Let TT be the polarity determined by letting x + y be positive in both 

X and y and —y negative in y. It is clear that this determines a unique A-polarity. 

Consider now the set of all real numbers with the standard operations + and — and 

let < be the standard ordering of the real numbers. Then it is easy to see that < 

agrees with the polarity TT. 

Example 6.2 Let A have the following connectives: binary connectives V, A and 

unary connective -i. Let A' be a subset of A. The standard polarity on A' is defined 

as follows; 7r(-^,l) = 7r(->, 1) = { — 1} and 7r(—>-,2) = "(V.l) = 7r(V,2) = -(A.l) = 

7r(A,2) = {4-1}- In other words, x —>• y is negative in x and positive in y, -^x is 

negative in x and all the remaining polarities are positive. 

Let (A, <) be an ordered A'-algebra, where A' C {V, A} such that if V £ then 

V is the operation supremum on A, if A £ A', then A is the operation infimum. Then 

t h e  o r d e r  <  a g r e e s  w i t h  t h e  s t a n d a r d  p o l a r i t y .  A l s o ,  i f  { A ,  — » • }  C  A '  C  { A ,  V ,  — a n d  

( A ,  < )  i s  a  A ' - a l g e b r a ,  w h e r e  A  a n d  V  a r e  a s  a b o v e  a n d  f o r  a l l  a , b  E  A ,  

a  b  =  max{2 :  z  A  a  <  b } ,  (6.1) 
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then it is well known that < agrees with the standard polarity. More generally, if 

—>€ A' C {A,V,—A, < are as above, A has the largest element 1 relatively to < 

and for all a,b,c£ A, 

(a ^ 6) -> [(c ^ a) (c -> 6)] = 1, 

(a -> 6) ^ [ { b  - ^ c ) ^ { a ^  c)] = 1, 

then < agrees with the standard polarity. Finally, if in addition A' contains and 

A has the least element 0 such that = a: —> 0, then < agrees with the standard 

polarity. 

A BCK-algebra is a {—>}-subalgebra of a {—>}-reduct of a {A, —>}-algebra such 

that 6.1 holds ([64]). Thus for every BCK-algebra, as well as for every semilattice 

or lattice, every pseudocomplemented lattice, every Heyting, Brouwerian or Boolean 

algebra, the partial order defined bya<6iffa—»-6=l agrees with the standard 

polarity. 

0^4 2-(lscliict^vs tiis opsrs.'tor 

Recall from chapter 3 that a 1-deductive system S has a system of equivalence 

connectives iff Cls is monotone and that this system of equivalence connectives has 

some strong properties iff in addition Cls is continuous and 1-1. In the next sections 

we will be concerned with the question whether the existence and properties of a 

system of implication connectives for S can be characterized in a similar way by 

means of some operator analogous to the Leibniz operator. This new operator turns 

out to depend not only on the deductive system <5 itself, but also is relativized to a 

pre-established polarity TT and therefore we call it or Df. 
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If TT is a strict total polarity determined by its values on A, or, equivalently, by 

sets Px,N\ for A € A, where PAniV^ = 0, PxDNx = {1,... ,/9(A)}, then the definition 

of has been already given in Chapter 5. We generalize this definition of to 

the case that ir is an arbitrary set-polarity. We first generalize the definition of the 

2-deductive system Sp (Example 5.1). 

Definition 6.10 Let S be a L-deductive system. Let IT be a set-polarity. The '2-de

ductive system over A is based by the following axiom and rules of inference: 

(h 
(6.2) 

(6.3) 

(6.4) 

{ x , x )  

{ x ,  z )  

{ x , y )  

{ t [ x l N ] , t [ y l N ] )  

for every term t and N C Occ{t) such that +1 £ 'ir{t,N): and 

(^,y) 

\-i.y / •" 1' •" J/ 
(6.5) 

for every term t and N C Occ{t) such that — 1 E 7r(i, N). 

The next theorem has already been proved for the special case that the set-polarity 

is determined by a system P = {{P\,N\) : A G A) (Theorem 5.6). 

Theorem 6.11 For every set-polarity a, the '2-deductive system is Birkhoff-like. 

Proof. The proof below is a modification of the proof of Theorem 5.6. For B(i), 

observe that all single-premiss rules are of the form (6.4) or (6.5). So suppose that 
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for some surjective substitution cr, ^ is an instance of the rule (6.4). This means 

that there is some term r and some N C Occ(r) such that ip = = {u,v), 

u  =  T { a { t ) I N ) [ P )  and 

V  =  T { a { s ) / N ) { i ) ,  

for some sequence of terms t  =  :  z  occurs in r outside of N ) .  For each such z ,  let 

t '. be a term such that cr(i^) = t. and let t' = {t', : z occurs in r outside of N). Let 

also 

^  : =  { T { t / N ) { P ) , T { s / N ) { P ) ) .  

Clearly, — is an instance of the rule (6.4). The case of the rule (6.5) is handled 

similarly. 

For B(ii), note that iiipov ip in the statement of B(ii) is an instance of the axiom, 

then the conclusion is obvious. So we need to prove that every derivation (5.11) in 

which the first rule used was (T) and the second rule used was either (6.4) or (6.5) 

can be replaced by a derivation of the form (5.12). So assume that the sccond rule 

in (5.12) is (6.4) for some r and N and suppose that we have a derivation 

(^1? ^2,), {hi h) 

j t i i t s )  

{ T { h / N m r i t ^ / N ) { ^ y  

where s is some sequence of terms. This derivation can be replaced by applying the 

rule (6.4) to both (^1,^2) and (^2,^3) first and then applying the transitivity rule (T), 

i.e., 
^2) (^2-, h) 

(T(^I), T(^2)) {RIT2/N){S), T{T3/N){^) 
{ T { t i / N { s ) ) , T { t 3 / N ) { ^ )  
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The proof for the rule (6.5) is similar. • 

If some total polarity x is used in the role of the set-polarity in Definition 6.10, 

then we get a simpler basis for S. 

Proposition 6.12 Assume that ir is a total strict polarity. Then S„ is based by the 

following axiom and inference rules. 

{ x , x )  (6.6) 

{ x , y ) , { y , z ) \ -  { x , z )  (6.7) 

{ x , y )  { X { x / x i ) , X { y / x i ) )  (6.8) 

for every A E A such that +1 G 7r(A, i) and 

{ x , y )  { X { y / x i ) , X { x / x i ) )  (6.9) 

for every A G A such that —1 6 7r(A,z). 

Proof. All of the above rules are included in the basis given in Definition 6.10. So 

it suffices to show that the rules (6.4) and (6.5) are derivable from the rules given 

in the proposition. Let t be a term and N C Occ{t). Since - is a polarity, to verify 

(6.4) and (6.5) we may assume that N = [u] for some v £ Occ{t). If t = A, for some 

A G A, then (6.4) and (6.5) are (6.8) and (6.9), respectively and there is nothing to 

prove. Suppose that t = A(ii,..., i„) for some n ary A G A and some terms ii,..., 

such that (6.4) and (6.5) are derivable for f;, i = 1,..., n in the role of t. Suppose 

that u = kfi, for some k < n and n G Occ(ij), some i = l,...,n. By (SUBST), 

7r(f,y) = {+1} iff 7r(t,i/) = 7r(A,fc) and 7r(t,i') = { — 1} iff x(f,y) ^ 7r(A,fc). By 

the induction hypothesis, \ if 7r{ti,n) = 1 + 1}; and / if 
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= {-I}- Let u  =  t i [ x / n ] , v  =  t i [ y / f i ] ,  if 7r(i,-,/u) = {+1} and u  =  t i [ y / f i ] , v  =  

ti[x/ii], if = { — 1}. Now applying the rule (6.4), if 7r(A, k) = {-fl}, or (6.5) if 

7r(A, k) = { — 1}, with u in the role of x and v in the role of y, we get 

{ x , y )  

{ t [ x / u ] , t [ y / u ] )  

if x { t i ,  v )  = {+1}; and 

{ x , y )  

{ t [ y / u ] , t [ x / u ] )  

if T r { t ,  v )  = { — 1}. • 

Definition 6.13 Let S be a 2-deductive system. Then S is called a quasi-ordering 

system if {x,x) and (x,j/),(y,z) I-5 (x, 2). Let tt be a set-polarity. A quasi-

ordering system S that satisfies 6.8 and 6.9 is called a 7r-quasi-ordering. 

Note that <S is a 7r-quasi-ordering iff S is an extension of In particular, is 

the smallest 7r-quasi-ordering system. According to Definition 2.23, an <S--matrix 

is a A-algebra with a reflexive and transitive relation < such that for all elements 

a, 6 g /i, and sequences c of elements of A 

(G, b ) e < ^  { t { a / N ) { c ) ,  t { b l N ) { c ) )  e  <  (6.10) 

for every A-term t  such that -fl £ ~ { t , N ) ;  and 

-/ ^ ^ \-\"i' • jK"/-! "K"-/"^ 

for every A-term t  such that —1 6 T r { t , N ) .  

In other words, if < is a «S;r-filter on a A-algebra A, then < is a quasi-ordering 

on A that agrees with TT. 
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Definition 6.14 For any l-deductive system S, let C = (CA : A-algebrasA) be 

the standard system of (S,S-)-compatibility relations (Definition 5.10), i.e., for each 

A-algebra A, a,b E A, F ^ Fis{A), {{a,b),F) G CA iff a E F b £ F. Let A be 

a A-algebra, let F be a S-filter on A, and let Q be a quasi-ordering on A that agrees 

with the set polarity tt. IVe say that 0 is compatible with F if Q is C-compatible 

with F, i.e., when for all dements a,b of A, if {a,b) G 0, then a E F h G. F. 

It follows from Definition 5.15 and Theorem 5.18 that for every A-algebra A 

and every 5-filter F on A, the largest quasi-ordering on A that agrees with TT and is 

compatible with F, exists. 

Definition 6.15 Let A be a A-algebra and let F be a S-jt-filter on A. Then = 

n \ { F )  i s  t h e  l a r g e s t  S j ^ - f i l t e r  o n  A that is compatible with F. Thus Q'^{F) is the 

largest quasi-ordering on A that agrees with polarity TT and is compatible with F. Also, 

f o r  e v e r y  A - a l g e b r a  A  t h i s  d e f i n e s  a n  o p e r a t o r  :  F i s { A )  — >  F i s ^ { A ) .  

Proposition 6.16 For every A-algebra A and every S-filter F on A, we have {a, b) £ 

Cl^{F) iff for every A-term t, N Q Occ{t), for every sequence c of elements of A in

dexed by the variables occurring in t outside of N, we have 

If -Fl G 7r(<, N) then t{a/N){^ E F i{b/N){c} E F and (6.12) 

— 1 E  7 ! ' { t , N )  t h e n  t { b / N ) { ^ _  E  F  ̂  t ( a / N ) { ^  E  F .  (6.13) 

Proof. By Lemma 5.16 and Theorem 5.18. 



185 

Recall (Definition 6.8) that a total polarity TT is positive iff for every A € A, for 

every k < p(A), we have +1 6 7r(A,A:) and negative iff for every A 6 A, for every 

k  <  / ' ( A ) ,  w e  h a v e  — 1  G  7 r ( A ,  k ) .  

If TT is a positive polarity, then the condition (6.8) becomes the condition (R') 

of equational deductive system B (Definition 2.19) and differs from 3 in that <5^ 

does not have the symmetry axiom (S). In particular, 

Proposition 6.17 Let ir be a total polarity and let A. he a A-aigebra. 

1. If -K is positive, then every equivalence relation on A which agrees with TT is a 

congruence. 

2. If X is negative, then every equivalence relation on A which agrees with TT is a 

congruence. 

Proof. For the proof of 1., suppose that 0 agrees with TT. Since TT is total, for every 

A € A and for every k < p{X), +1 G 7r(A, k). By (6.4), aQb implies that 

A(ci,..., a,Cfc,..., c;p(A)-i)€>A(ci,..., Cfc_i, w, cfc,..., Cp(,\)_i), 

for all A G A, all a, 6, ci,... G A. Since A and k are arbitrary, it follows that 

0 is a congruence. 2. is proved similarly. • 

Lemma 6.18 If it is a total polarity, then for every A-algebra A and for every S-

filter F on A, the Leibniz operator = 0.'̂ {F) Pi {Q,\{F))~̂ . 

Proof. We first verify that 0,{F) C Q,'^{F). If (a, 6) G ^{F), then for every term 

t and an occurrence v G Occ(i), we have t{ali/){^ G F iff t{bli/){^ G F. Thus 

in particular, if +1 G 7r(i,2/), then t{alv){^ G F implies t{hlv){^ G F; and if 
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— 1 € 7r(f,j/), then t { b / i / ) { c )  E F  implies G F .  Hence C l { F )  C Q.^{F). 

Therefore also 0(F) = (0(F))-i C (0'^(F))-i. So 0(F) C O'^(F) D (O'^(F))-^ 

On the other hand, if tt is total, for every term t and occurrence v € Occ(i), 

t is either positive or negative in v. Suppose that (a, 6) G 0.^{F) fl (0^(F))~\ i.e., 

(a, 6) G 0'^(F),(6, a) G 0''(F) and assume that G F. For +1 G {t,N) this 

impHes G F, by (a, 6) G 0~(F) while for —1 G 7 r { t , N ) ,  t { b l u ) { c )  G F 

follows from (6, a) G O'^(F). We have shown that i(a/i/)(c) G F and (a, 6) G 

O'^(F) n (0'^(F))~^ implies i(6/i/)(c) G F. By symmetry of 0"(F) D (0''(F))~\ 

also i(6/i')(c) G F and (a, 6) G 0~(F)n(0'^(F))~^ implies f(a/z/)(c) G F. This shows 

that 0'(F) n (0^(F))-^ C 0(F). • 

Let n be one of the operators 0'^, (0")"^, 0'^n(0'^)"\ 0. We say that IT is respec

tively monotone, continuous or injective iff it is monotone, continuous or injective, 

respectively, on the «S-filter-lattice of every A-algebra. 

Lemma 6.19 Let S be a 1-deductive system and let it be a set-polarity. Then 

1. If is monotone then (0'^)"^ and Ct' fl (0'^)"^ are monotone. 

2. If is continuous then (0'^)"^ and 0'^ D (0'^)"^ are continuous. 

In particular, if ~ is a total polarity then 

3. If is monotone then 0 is monotone. 

if Q," is continuous, then 0 is continuous. 

Proof. Clearly, C l ~ { X )  C 0"(F) implies (0'^(X))~^ C and therefore 

implies O'^(X) Pi (0'^(X))~^ C 0'(X) n (0'^(X))~^. The first claim follows. 
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For the second claim, let 7 be a directed set and let = {F; : z 6 /} be a family 

of <S-filters on some algebra A. Observe that the following statements are equivalent. 

(i) {a,b)e{n^{y:F))-' 

(ii) (6,a) 

(iii) (6, a) G Vie/continuity of Cl" 

(iv) { a , b )  e  

This shows that is continuous, if is. Therefore 

(n'n (n')->){V n'(fi)) = n=(V(F())n(n'(V(f,•)))"' 
i € l  i e l  i € l  

iel i€l 

iel i€l 

iei 

This shows the second claim. Claims .3. and 4. follow from 1. and 2. and from 

lemma 6.18. • 

We conclude this section with two questions to which we would like to know the 

answer. 

Questions Let TT be a total polarity. 

1. Does the injectivity of imply the injectivity of Jl? 

2. Do the continuity and injectivity of 9,^ jointly imply the injectivity of fi? 
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6.5 Operators and Clj 

Let S be an arbitrary but fixed 1-deductive system. 

Definition 6.20 Let K be a A-algebra and let F be an S-filter on A. Then 

n ^ ( F )  : = { { < p , ^ ) : 4 , € F g ^ { F U { : p } ) )  

In particular, if A = Te and T is an <S-theory, then 

Qi-{T) = {{x,y) :T,x\-s y} 

Lemma 6.21 For every deductive system S 

1. The operator^}- is continuous. 

2. If S has theorems, i.e., Cn5(0) ^ 0, then is injective. 

Proof. Let A be a A-algebra and let {F{ : z G /} be a directed family of <S-filters on 

A. Let (a, b) be a pair of elements of A. For 1. we need to show that 

(a, 6) 6 Fi iff (a, 6) € U(^i-(F,)). 
iel i&I 

But (a, 6) G iff ^ G Fg(Uie/^i U {<2})- Since S is finitary (Definitions 2.4, 

2.5 and 2.6), this last statement is equivalent to 6 G Fg(Viej ^ for some finite 

J C I. Since the family {Fi ; t G /} is directed, this is equivalent to 6 G Fg(Fj U{a}), 

for some J G /, which in turn is equivalent to (0,6) G \Ji^i\"'r{Fi)). i.e., 1. holds. 

For 2., let a be an element of A that is contained in every 5'-filter on A. Such an 

a exists, by assumption that Cn5(0) ^ 0. Assume that for some 5-filters F and G 

on A, Q,i-{F) = J7[-(G). Then for every element b £ A, b E F b E Fg{F U {a}) iff 

(a, 6) G OhC-f) iff (a, b) G fii-(G) iff 6 G Fg(G U {a}) iff 6 G G. Hence F = G. • 
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Lemma 6.22 Let x be a set-polarity. If is monotone then C fii-. 

Proof. Let A be a A-algebra and let F G Fi5(j4). Suppose that (a, 6) G Q,'^{F). By 

monotonicity of also {a,b) G fi'^(Fg'^(FU{a})). By compatibility of fi~(Fg'^(FU 

{a})) with Fg''^(F U {a}), b 6 Fg^(F U {a}). Hence (a, b) G i^h(F). • 

Definition 6.23 For a given set I of binary formulas, an algebra A and an S-filterF 

on A, define 

n j { F )  : = { { a , b ) : I { a , b ) C F } .  

For example, if E { x , y )  is a system of congruence formulas for a protoalgebraic system 

<S, then CIe = (Theorem 3.15). 

Lemma 6.24 For every finite set of binary formulas I, the operator on the lattice 

of S-filters of A is continuous. 

Proof. Let = {F,- : z 6 J} be a directed set of <S-filters on A. We need to show 

that = S/i^j^iiFi). 

But since {F,- : z G J} is directed, and /(a, 6) finite, /(a, 6) C V.^ iff there is 

i G J such that /(a, b) C Fi and the claim follows. • 

Definition 6.25 LetS be a fixed 1-deductive system and let l[x^y) be a set of binary 

formulas. 

1. I is reflexive over S if 

I-5 I { x , x )  (6.14) 
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2. I is transitive over S if 

I i x , y )J{ y , z )\-s I { x , z )  (6.15) 

3. / is a modus ponens (MP) system over S or has detachment property 

over S if 

I { x , y ) , x \ - s  y .  (6.16) 

The rule (6.16) is called modus ponens or detachment rule. 

4- / is a Deduction Theorem (DT) system over S if, for every set 

of formulas, 

r,<^ 1-5 ^ implies F I-5 (6.17) 

5. I is a Deduction-Detachment Theorem (DDT) system over S if it has 

both (MP) and (DT), i.e., for every set FU {ViV'} of formulas 

(6.18) 

We say that S has the (MP) rule, (DT) or (DDT), with I, if I is a set of 

binary formulas that is a (MP), (DT), (DDT) system over S. 

Note also that any set of equivalence formulas is a reflexive (MP) system, but in 

general is not a (DT) system. 

Lemma 6.26 Let I be a set of binary terms. Then Cli- = Cli iff I is a DDT system 

for S. 

Proof. Immediate by definitions. • 
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Definition 6.27 LetS be a 1-deductive system, TT a set-polarity, and I{x,y) a set of 

binary formulas. We say that I is monotone over TT and S if for all t G Te, A'" C 

Occ{t), if +1 € 7r(i, A''), then 

I { x , y ) \ - s  I { t { x , z ) , t { y , ^ )  (6.19) 

and for every term t and N C Occ{t) such that —1 G Tr{t,N) 

I { x , y ) \ - s  I { t { y , ^ , t { x , ^ ) .  (6.20) 

Definition 6.28 Let TT 6 e  a set-polarity and I{x,y) a set of binary formulas. Then 

I has polarity over TT if for each t £ I either 

—1 € x(t,x) or +1 G 7r(f,t/). (6.21) 

Proposition 6.29 Let z be a set-polarity and let l{x,y) be a set of binary formulas. 

L If I is reflexive over S and has polarity over TT and S, then C fi/. 

2. If I is a reflexive, transitive, monotone (MP) system over S then Cli C Q". 

3. Hence if I is a reflexive, transitive, monotone (MP) system over S and has 

polarity over S then Q,i = . 

Proof. For the first statement, let A be a A-algebra and let F be an «S-filter. Suppose 

t h a t  ( a ,  6 )  G  r i ' ^ ( F ) .  S i n c e  I  i s  r e f l e x i v e ,  I ( a , a ) \ J  7 ( 6 , 6 )  C  F .  L e t  t { x , y )  G  I { x , y ) .  
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Since I has polarity over TT and 5, either +1 G 7r(f,j/) or —1 G x(f,x). In the first 

case, t{a,a) € F implies t{a,b) G F, and in the second case, t{b,b) G F implies 

t { a , b )  G  S o  I { a , b )  C  F  a n d  ( a ,  6 )  G  f l i { F ) .  

For the second statement, let A be a A-algebra and let F be an 5-filter. f)/ is 

reflexive and transitive, by reflexivity and transitivity of I. Since / is a (MP) system, 

(a, 6) G Q,i{F),a G F imply 6 G F, i.e., Cli{F) is compatible with F. Suppose that 

(a, b) G Vli{F). Then /(a, b) C F. Since I is monotone over x and 5, then for every 

term t, and N C Occ(f) such that +1 G •ir{t,N), we have I{t{a/N,^,t{b/N,^) C F, 

f o r  a l l  c C  A .  S i m i l a r l y ,  f o r  f o r  e v e r y  t e r m  a n d  N  C  O c c { t )  s u c h  t h a t  — 1  G  N ) ,  

we have I{t{b/N,^,t{a/N,^) C F, for all c C A. Hence FI/ agrees with TT. Since 

fi'^(F) is the largest quasi-ordering compatible with F that agrees with TT, f2/(F) C 

n^(F). • 

By Proposition 6.29, if a set of binary formulas I { x , y )  is reflexive, transitive, 

monotone and has the (MP) property, then Q.i CQ^. The next proposition says that 

also conversely, this inclusion implies that I{x,y) has the (MP) property. 

Proposition 6.30 Let S be a 1-deductive system and let I{x,y) be a set of binary 

formulas. Then 

1 .  I f Q j  C  ,  t h e n  I  h a s  t h e  ( M P )  p r o p e r t y .  

2. If I is reflexive, monotone and transitive then Qj Q iff I has the (MP) 

property. 

Proof. Let T  =  C n s { x , I { x , y ) ) .  If fi/ C fi'', then { x , y )  G C 0,~(T). Since 

also X G r, then by compatibility of Q,^{T) with T,y E T follows, i.e., I { x , y ) , x  I - 5  y .  
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This proves 1. The condition 2. follows from the condition 1. and Proposition 6.29,1. 

• 

Proposition 6.31 Let S be a l-deductive system and let ~ be a set-polarity. If a set 

of binary formulas I has polarity over TT and S and is monotone over TT and S, then 

I is transitive. 

Proof. We need to show that I [ x , y ) , I [ y , z ) \ - s  Let t ( x , y )  G  I { x , y ) .  Since 

I  has polarity over TT and 5, either +1 E 7r(t,y) or —1 € 7 r ( t , x ) .  Suppose that the 

former is the case. Since I is monotone over TT and S, 

I ( y , z ) , t ( x , y )  h s  t ( x , z ) .  

(6.22) 

In the second case, i.e., when —1 G i r { t , x ) ,  

H ^ , y ) , t { y , z )  b s  t ( x , z )  

and therefore 6.22 also holds. • 

Corollary 6.32 Let S be a l-deductive system, let TT be a set-polarity and let I he 

a set of binary formulas. If I is a reflexive, monotone (MP) system over S and has 

polarity over S then Qi = Q.". 

Proof. By Propositions 6.29 and 6.31 

Proposition 6.33 Let S be a deductive system and let IT be a set-polarity. If there 

exists a reflexive (MP) system over S that has polarity over TT and. S then 0,'' is 

monotone. 
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Proof. Let A be a A-algebra and let F, G be «S-filters on A. It suffices to show that 

if F C G, then n'^{F) C Assume that F C G and, for some elements a, b of A, 

(a, 6) € and a £ G. By Proposition 6.29, Ct"{F) C ̂ /(F), so /(a, 6) C F C G. 

By (MP), b ^ G, which finishes the proof that fl'^(F) is compatible with G. • 

6.6 Monotonicity Theorem 

Recall (Theorem 3.10) that, for a deductive system «S, S has a system of equiv

alence formulas iff the Leibniz operator is monotone. One of our hopes was to 

prove a similar result characterizing deductive systems with some sort of a system 

of implication formulas, to be yet properly defined, by the monotonicity of fij. By 

a method similar to that used in [4] to prove the version of Theorem 3.10 for 1-de-

ductive systems, we will prove in this section that if is monotone, then a system 

of (MP) and reflexive formulas exist (Theorem 6.34). This makes a system of (MP) 

and reflexive formulas natural candidates to be called implication systems. In distinc

tion to Theorem 3.10, however, the converse of Theorem 6.34 is false (Example 6.3). 

Moreover, every equivalence system is reflexive and (MP), but not every equivalence 

system is what we would like to call "implication" system (Example 6.3). In sec

tions 6.9 and 6.10 we show that under some special condition on the system S and 

polarity we can prove a converse to Theorem 6.34. The question, whether if TT is 

strict and total, then Theorem 6.34 has the converse, is open. 

Theorem 6.34 Let us fix a language A and a set-polarity Let S be a l-deductive 

system and suppose that the operator D," : Th5 —> Ths^ is monotone. Then there is 

a finite system of reflexive (AIP) formulas over S. 
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Proof. Let 

T := {7(2:,y) € TeA : I-5 7(^7^)} 

First observe that T is an 5-filter on Te(a:,y). For suppose that T I-5 r(a:,y). Then, 

by structuraHty, T{x,x) I-5 r(a;,a:), where T{x,x) is the result of substituting y for 

X in every term of T. But by the definition of T, every element of T{x,x) is a 

theorem of S. Hence also r(x, x) is a theorem of S. Therefore r {x,y) e r, by the 

definition of T again. We have shown that T is an <S-theory. We next claim that 

{x,y) e To show this, consider a term r{z,Ui,... where m is some 

number and 2, Ui,..., are some variables. Now substitute first x for 2 and some 

elements (a:,?/) of Te(ar, y) for Ui's and assume that T{x,ti{x,y),... ,tm{x^y)) E T. 

Next, substitute the same terms for u,'s but y, rather than x, for 2. In order to show 

our claim we need to show that also r{y,ti{x,y),... ,tm{x,y)) G T. Call this last 

term 'y{x,y), i.e., 

j { x , y )  : =  T { y , t x { x , y ) , . . . , t m { x , y ) ) .  

From our assumption that T{x,ti{x,y),... ,tm{x,y)) G T it follows that also 

T(X, x),..., tjji{x^ 

which is equal to 7(x,x), is a theorem of S. Hence 7(x,y) G T, as desired. This 

finishes the proof that (x,y) 6 ^"(r). 

By monotonicity of Q" we have that also (x,y) G Q''(T V Cn5(x)). But since 

-y T \i  o f-y.\  r-  rnr \ /  j  4.1 r— kK, \Z Ciicti/ y V CtllU tllCiCiUiC 

T, X 1-5 y. 

But this implies that there is some finite set I { x , y )  C T  such that 

/(x,?/),x 1-5 r/, 
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i.e., (6.16) holds. Also, since / C T, by definition of T the condition (6.14) holds. 

This finishes the proof of the theorem. • 

Example 6.3 Let A consist of one binary symbol •(->• and let £ be the deductive sys

tem, called the deductive system of equivalential logic, determined by the following 

axiom and rule 

{x ^ y) ^ ((z <->?/) <-^ (x 2:)) 

x ^ x  ̂  y  

y 

It can be proved that x <->• ?/. Hence the set of binary formulas {x •(-> y] is 

reflexive and (MP). In particular, is monotone. Let 7r(f, N) = 0, for alH G A and 

all N C Occ{t). Then, by Proposition 6.16, {a,b) G ^si^) iff o G F is equivalent 

t o  b  £  F .  T h e r e f o r e  i n  t h e  a l g e b r a  T e ( x , t / ) ,  ( x , y  G  f 2 5 ( F g J ® ^ ^ ' ' ' ^ ( 0 ) ) ,  w h i l e  { x , y )  ^  

Thus is not monotone. 

If TT is a total polarity then Theorem 6.34 is a corollary of Theorem 3.10 and 

Lemma 6.19, (4). Let us notice that in the proof of the above theorem it really is 

inessential if we use or f2. Moreover, in the role of D,^{T) we do not need to take 

the largest <Sa--filter compatible with T"- it is enough that it is compatible. 

Let us also observe that the properties (6.14) and (6.16) are exactly the defining 

properties of equivalence formulas. Thus in particular, we have the following corollary 

to the monotonicity theorem 6.34 and the representation of equality Theorem 3.10. 

This corollary improves Lemma 6.19, (3). 

Corollary 6.35 IfQ'^ is monotone then also Cl is monotone. 
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Proof. By 6.34, if is monotone then there is a finite set /(x, y) of binary formulas 

satisfying (6.14) and (6.16). But then I is also a set of equivalence formulas and 

therefore by Theorem 3.10, we conclude that f2 is monotone. • 

Example 6.3 shows that for a 1-deductive system «S, Vtg does not need to be 

monotone, even if Q,s is monotone. 

Open question Is there a property P of sets of binary formulas, relative to a 

deductive system 5, such that the formula x ^ y satisfies this property relatively 

to at least some well-known deductive systems with implication and such that for a 

1-deductive system S, is monotone iff S has a set of binary formulas satisfying 

PI 

In the next section we turn to stronger conditions on fij and, therefore, to 

conditions stronger than just monotonicity, on OJ. 

6.7 Definition of 7r-impIication 

A main issue here is when do we want to call a system of formulas an implication 

system. We want this concept to be general enough to apply at least to all deduc

tive system defined in the literature that have some implication connective. On 

the other hand the conditions on an implication system should be strong enough to 

distinguish it from an equivalence in those deductive systems as well as strong enough 

to guarantee that is injective and continuous, or at least that it is monotone. 

We considered the monotonicity of SIJ in the previous section. So let us now turn 

to systems of formulas the existence of which is guaranteed by the continuity and 

injectivity of . 
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Definition 6.36 Let S be a 1-deductive system and let I{x,y) be a set of binary 

formulas. Then I{x,y) is called a 7r-implication system if I is reflexive, transitive 

(MP) and monotone over TT and S. 

Recall that for a class K of .Sx-matrices, S/c is the 2-deductive system determined 

by the rules that are valid in every matrix in IC. We write \=ic for 1-5^^. 

Definition 6.37 Let S be a 1-deductive system and let -k be a set-polarity. Then 

a class K- of Stt-matrices is a 7r-quasi-ordered algebraic semantics for S if the 

systems S and Sfz o.re equivalent (Definition 5.1). 

Since the 5x-filters are quasi-orderings, we will use the symbol < for the only predicate 

o f  t h e  l a n g u a g e  o f  a n d  w e  w i l l  w r i t e  a n  « ? , r - f o r m u l a  { t , s )  a s  t h e  i n e q u a l i t y  t  <  s .  

I f  e  a n d  6  a r e  f i n i t e  s e q u e n c e s  o f  u n a r y  t e r m s  o f  t h e  s a m e  l e n g t h ,  t h e n  S { t )  <  e { t )  

s t a n d s  f o r  t h e  s e t  { 6 i { t )  <  e i { t )  :  i  =  l , . . . , n } ,  w h e r e  8  =  { 5 , -  :  i  =  

£  =  [ e i  ;  i  =  If X  is a set, then (^(A^) < £(A'')) is the union of all sets 

( S ( x )  <  i l x ) ) ,  where x  £  X .  If I { x ,  y )  is a set of binary formulas, then 

I { S { t ) , s [ t ) )  : =  { i p { 6 i { t ) , e i { t ) )  :  i  =  1 G /}. 

Proposition 6.38 Let S be a l-deductive system and let % be a set-polarity. Then S 

has an tt-quasi-order algebraic semantics iff there is a set I{x,y) of binary formulas, 

and a system 6 < e = {Si < Si : i = ... ̂ n) of inequalities, where 6i,Si are unary 

terms, such that I is reflexive, transitive and it-monotone and moreover 

x Hh5 I{6{x) < £»). 

Proof. By Definition 5.1 with l{ x , y )  : =  v { x , y )  and t {x)  := < £i(x) : i  =  

l, . . . , n }  •  



199 

The following theorem is a corollary to Thm 5.26. 

Theorem 6.39 Let S be a l-deductive system and let t be a set-polarity. Then the 

operator 0,^ is injective and continuous iffS has air-quasi-order algebraic semantics, 

i.e., there exists a class K. of S.„-matrices, a finite set I of binary terms, and two finite 

sequences of unary terms 6, e such that 

x^\-s I{6{x),e{x)) (6.23) 

< 13 iff {/(7, C) : 7 < C e 1-5 /(a, /?) (6.24) 

Moreover, 

n"" = Qj (6.25) 

Proof. By Corollary 5.26 with the translation r defined by t {x)  := {5i (a: )  <  ei{x)  :  

i  =  1 , . . . ,  n }  a n d  t h e  t r a n s l a t i o n  v  d e f i n e d  b y  u ( a ; ,  y )  : =  I { x ,  y ) .  •  

Corollary 6.40 Let S be a l-deductive system and let tt be a set-polarity. If is 

injective and continuous, then S has tv-implication. 

Definition 6.41 Let S be a l-deductive system and let tt be a set-polarity. Then a 

set /(.T, y) of binary formulas is called algebraizable 7r-implication if and 

there is a system 6{x) < ̂ x) of inequalities such that the conditions 6.23 and 6.24 

hold. 

Corollary 6.42 Let S be a l-deductive system and let ~ be a set-polarity. Then 

is injective and continuous iff S has an algebraizable tt-implication. If a set of 

binary formulas I{x,y) is an algebraizable r-implication for S, then I{x. y) is also a 

--implication for S. 
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Proof. The first statement follows directly from the algebraization theorem. For 

the second statement, let I{x,y) be an algebraizable 7r-implication. The fact that 

I{x,y) is reflexive, transitive and monotone follows from (6.24) and the conditions 

(6.2)-(6.8) of the definition of S-^, Definition 6.10. Since Q.' = fi/, then n/(Cn5^(r)) 

is compatible with Cnp), where F = Cns{I{x,y),x). But {x,y) G n/(Cn5(F)) and 

X E Cn5(r). Therefore y G Cns(I(x,y),x), i.e., I is MP. • 

Lemma 6.43 I f  I { x , y )  i s  a  s y s t e m  o f  a l g e b r a i z a b l e  i m p l i c a t i o n  f o r m u l a s ,  t h e n  C 

Proof. Recall that 0/(F) is an «S,r-filter compatible with F. Since is the 

largest <S;r-filter compatible with F, the inclusion follows. • 

Lemma 6.44 If I is a set of algebraizable implication formulas, then the operator 

is injective and continuous. 

Proof. Continuity of has been proved in lemma 6.24. Let now 0/(F) = 

for two 5-filters on an algebra A. Then for all a , b  E  A ,  I { a ^ b )  G -F iff /(a, 6) G G .  

Let a E F. By (6.23), /(6(a),£(a)) C F. Therefore also I{6{a),e{a)) C G and by 

(6.24) again, x G G. • 

Theorem 6.39 fully characterizes the 1-deductive systems with algebraizable im

plication as those satisfying the conjunction of 6.23, 6.24 and fi = fi/. The first two 

of these conditions refer to the existence of formulas with certain properties, while 

the third one is of a different nature. It is natural to ask whether a theorem similar 

to Theorem 6.39 would hold, if we dropped from the right-hand-side the condition 

that = H/, i.e., whether (6.23) and (6.24), possibly with the assumption that 
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/ is MP, imply that is injective and continuous. Unfortunately, this is not the 

case as witnessed by Example 6.3 above. Recall that the considered there is not 

monotone. Hence it is not continuous. However the systems I{x,y) = {x y] and 

5(a:) = {x}, e{x) : {a; <-)• x} satisfy (6.23), (6.24) and I is (MP). 

The question whether there are some syntactical properties of I that imply (in 

addition to being implied by the fact) that is injective and continuous, is open. 

In the next sections we turn to some additional conditions on polarity or system <S 

that allow to characterize the continuity and injectivity of in purely syntactical 

terms. 

Our goal is to find a set of properties P on polarity TT or on and a set 

of properties Q of I{x,y) such that first, the properties Q distinguish implication 

from equivalence, second, is injective and continuous and P holds iflf S has an 

algebraizable system of implication formulas satisfying Q and third, is monotone 

and P holds iff S has a system I of MP reflexive formulas satisfying Q. Moreover 

we would like Q to be such that for every deductive systems with implication 1 

considered in the literature, I has Q. The problem is still open. The next three 

sections present some partial results. 

6.8 Condition I { x , y )  \ f s  I { y , x )  

Condition 

l{^,y)Vs i{y,x) (6.26) 

clearly distinguishes implication from equivalence in all standard systems. We ob

tain a version of the algebraization theorem for I satisfying (6.26) together with its 
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converse. However we do not have any interesting version of the monotonicity the

orem, other than Theorem 6.34. Clearly, such an implication system cannot be an 

equivalence system, which solves one of our problems. We obtain a version of the 

algebraization theorem for this implication. We still do not know, however, whether 

the converse to this theorem holds. 

Lemma 6.45 IfO,^ = fi/, then fl" ^ iff I{x,y) \/s I{y^x). 

Proof, fi" 7^ iff fi"(r) ^ for some <S-theory T iff Q.}{T) ^ 

for some <S-theory T  iff for some terms I { t , s )  C T  and J { t , s )  ̂  T ,  for 

some r iff/(x,i/) 1/5 J(2/,x). • 

Theorem 6.46 L e t S  b e  a  1 - d e d u c t i v e  s y s t e m  a n d  l e t  n  b e  a  p o l a r i t y  f u n c t i o n .  T h e n  

is continuous, injective and ^ iff there exist sequences of unary terms 

8,6 of the same finite length and a finite set I of binary formulas such that (6.23)-

(6.24), = 0/ and 

i{^^y)Vs I{y,x). (6.27) 

Proof. Suppose that is continuous, injective and that Q" ^ . The existence 

of 1,6 and e such that (6.23)-(6.25) follows from theorem 6.39. (6.27) follows from 

lemma 6.45. 

On ot/h^r if tlie conditions on tb.e riglit lis.nd side hold th.cn in ps-rticulcxr 

Q,~ = ClI and therefore by lemma 6.44 Q" is continuous and injective and ^ (fi'^)"^ 

by lemma 6.45. • 

Thus the condition ^ (1)'")"^ is strong enough to imply that the set of impli

cation formulas cannot be an equivalence system. We however do not know if the 
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existence of a 7r-implication satisfying (6.27) implies that Q,' is injective, continuous 

and Cl' ^ (Q'^)-^ 

Another question is the following: 

Question If is monotone and ^ (0'^)"^ does it follow that S has a Mp 

reflexive system satisfying (6.27)? 

6.9 Condition y  I-5 I { x , y )  

In this section we define some sei-polarity iTp which depends on the system S. 

We obtain versions of algebraization and monotonicity theorems, with converses. A 

dark side of this approach is that the applications are too limited. For example, our 

theorems do not apply to relevance logic. 

Definition 6.47 For every tree T and a set N of leaves ofT let +1 G 7rp(r, iV) iff 

X I-5 T[xlN\[^, where z is a sequence of variables different of x, indexed by the leaves 

o f T  t h a t  a r e  n o t  i n  N .  A s s u m e  f u r t h e r ,  t h a t  — 1  ̂  i r ^ T ^ N )  f o r  a n y  p a i r  ( T T N ) .  

Let us notice that if S is the deductive system of classical, intuitionistic or (BCK+ A )  

logic, then 7rp(A,l) = 0, hence TTp is not the standard polarity defined before. Of 

course, also the polarity for the connectives of negation and implication in the first 

component is not stndard, by the assumption that TT is positive. The implication in 

t h e  s e c o n d  v a r i a b l e  i s  p o s i t i v e  f o r  c l a s s i c a l ,  i n t u i t i o n i s t i c  a n d  ( B C K )  ( a l s o  w i t h  A )  

logics as well cis for all logics in which x \- y x. However for the implication of 

the relevance logic, Xp is not standard, since y \/s x —y y m this logic and hence 

7rp(->,2) = 0. 
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We will write x  I-5 T { x l N \  if x  I-5 T [ x l N ] [ ^  for every sequence of variables z  

indexed by the leaves of T that are not in N. 

Proposition 6.48 The function Xp defined in definition 6-4^ is a set-polarity. 

Proof. The condition (ROOT) of definition 6.5 clearly holds for TTp. To check the 

condition (SUBST), let T and S be two A-trees and let N and M be some sets of 

leaves of T and S, respectively. Notice, that by Definition 6.47, 7r(T, N) U -(5, M) C 

{ + 1}. Suppose that +1 € 7r{S,M) and +1 6 7r{T,N). Then x I-5 s[x/M] and 

u I-5 t[u/N]. Taking in the role of u S[x/M][^, we get x I-5 T[S[x/M]/N]. Hence 

X  1 - 5  T [ S / N ] [ x / M N ] .  T h u s  + 1  G  T r { T [ S / N ] [ x / M N ] ,  N M ) .  •  

It follows from the definition of Xp that i i t  =  t { x ,  2) is a term and a: is a variable 

occurring in t, then 7r(i, Ot,x) = {+1} iff 2: I-5 t{x, 2). Recall that ~{t, x) = -{t. Ot,x)-, 

for a term t and a variable x occurring in t. Note also that TT is not necessary total 

and that TT is positive. 

Let now 5 be a fixed 1-deductive system and let ir = TTp for S. 

Lemma 6.49 Let A be a A-algebra and let a,b be elements of A. Let F be an 

S-filter on A. Then {a,b) 6 ^^{F) iff for all c = ci,...,c„, every t,S such that 

+ 1 G Hp{l,S), we have 

i [ a / 5 ] [ ^  e  F  = >  G  F .  

6.9.1 A version of equivalent semantics theorem for Tp 

Recall that we say that a A-term t is positive in a variable x if +1 G usit.x). 
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Lemma 6.50 Suppose that tt = TTp and let F be a S-filter on a A-algebra A. Then 

Ax F C n^'iF). 

Proof. By lemma 6.49, we need to show that for every term t positive in x, for all 

a, 6 6 y4 we have : 

If 6 G F then t { a l x , c )  G F => t { b f x , c )  G F .  

But if t is positive in x, then x \-s t and therefore t{blx,^ G F, if 6 E F. • 

Lemma 6.51 Let TT be an arbitrary set-polarity. Suppose that = 0/ for some 

system of binary formulas I{x,y). Then y I-5 I{x,y) iff for every A-algebra A and 

every S-filter F on A 

I { A x  F ) C  F  a n d  A x  F  Q  O ' ^ ( F )  

Proof. The "only if " part follows directly from lemma 6.50 and our assumption 

that fr = JJ/. To get the "if" part let A be the term algebra and F the «S-theory 

generated by y. Then, by <issumption, {x,y) G ^1^{F) = which means that 

I { x , y )  C C n s i y ) .  So I { A  x  F )  C  F  and A x  F C  Q^(F). •  

Theorem 6.52 Let S be a 1-deductive system and let TT = iTp. Then for every A-

algebra A and S-filter F of A. the. operator is injective, continuous on the lattice of 

S-filters of A iff there exists an algebraic implication system satisfying the condition 

yhsl{x,y). (6.28) 
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Proof. Assume first that there is a system of algebraizable implication formulas 

such that (6.28) holds. For every t E I let Ot := Ot,y. i.e., the set be the set of 

a l l  o c c u r r e n c e s  o f  y  i n  t { x , y ) .  I t  f o l l o w s  f r o m  d e f i n i t i o n  6 . 4 7  t h a t  7 r ( i , 0 t )  =  { + ! } •  

Therefore, by lemma 6.29 we know that = flj. Hence on every A-algebra A, fl" 

is injective and continuous, by lemma 6.44. 

If Q~ is injective and continuous theorems 6.42 and 6.39 imply that there is a 

finite system I{x,y) of algebraizable implication formulas and that fl" = f2/. The 

condition (6.28) follows from lemmas 6.50 and 6.51. • 

6.9.2 A version of monotonicity theorem 

Theorem 6.53 Let S be a 1-deductive system and let ir = Xp be as above. Then 

is monotone iff there exists a system I{x,y) of reflexive MP formulas that satis

fies (6.28). 

Proof. If I satisfies the conditions on the right-hand side of the equivalence, then 

the I{x,y) is positive in y and is monotone by lemma 6.29. On the other hand, 

if is monotone, then let 

r  : =  { t { x , y )  G Te(a:,j/) : +1 G T^{i,y) and I-5 t { x . x ) } .  

Let T := Cn5(r). We claim that (x, y) G Cl^{T). For suppose that we have a term 

s ( u , u , , . . .  , u „ )  t h a t  i s  p o s i t i v e  i n  u  a n d  l e t  b e  s o m e  e l e m e n t s  o f  T e ( x , y ] ,  

i.e., for every z = 1,... ,n, = t i { x , y )  is a term. Suppose that 5(0;,ii,..., i„) G T  

a n d  l e t  t { x , y )  : =  s { y . , t i { x , y ) , . . .  . , t n { x , y ) ) .  W e  w a n t  t o  s h o w  t h a t  a l s o  t { x , y )  G  T .  

But s{x,ti,... ,tn) G T implies that I-5 t{x,x) and s positive in u means that u I-5 
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s { u ,  ui,..., Un) and therefore y  I-5 t { x ,  y ) .  Hence t { x ,  y )  E F, which finishes the proof 

of our claim. 

It follows from the claim and the monotonicity of that (x, y) G Jl'^(TvCn5(a;)) 

a n d  t h erefore F, x I-5 y. So there exists a finite set I{x, y) QT such that I{x, y), x I-5 

y. Since / C F, the other two properties of I follow. • 

6.9.3 Some remarks 

Defining set-polarity the way we did in this section has the advantage that we 

are able to prove both the algebraization theorem and the monotonicity theorem in 

both directions. Also, the condition y I-5 I{x,y) distinguishes the implication system 

from the equivalence systems. 

On the other hand the strong condition in the definition limits the applications. 

Also, since Xp is not total, we can't, in general prove, that D (0")"^ = 

We could of course "make" Xp total by saying that •!Tp{t,N) = { — 1}, whenever 

it is not {+1}. This, however, would limit our applications yet further. For example, 

with this nev.- definition, the clcissica! conncctivc A would have negative polarity in 

both occurrences. But then Q," ^ Qj. where I is the singleton set consisting of the 

i m p l i c a t i o n  c o n n e c t i v e ,  b e c a u s e  ( x . y )  6  ̂ ^ { F )  w o u l d  t h e n  i m p l y  { y  A  z , x  A  z )  G  

while {x,y) G f2/(F) does not imply {y A z,x Az) G 0/(F). This is the main 

reason why we have chosen def. 6.47 as the definition of TTp. 

6.10 Polarity entailment defined 

One of the most tempting "corrections" to algebraizability, and also monotonicity 

theorem is to tie the polarity more strongly to the deductive system S. Here we 
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consider some strong conditions on polarity determined by the entailment relation of 

S. The converses to both algebraization and monotonicity theorems are immediate 

under these strong assumptions. It turns out, however, that because of the strength 

of the assumptions, the results of this section apply only to deductive systems with 

Deduction-Detachment Theorem. 

Lemma 6.54 Let S be a 1-deductive system and assume that for every term t and a 

set N C Occ{t) at most one of the two conditions below holds for every S-theory 0; 

x , Q \ - s  y  

t { z i , . . . , Z n ) [ x / N ] , Q  I { z i , . . . , z n ) [ y / N ]  

x , Q ] - s  y  

(6.29) 

(6.30) 
^(^1, •  •  •  ,  ̂ k ) [ y / N ] ,  0 1-5 t { z i ,  . . . , Z n ) [ x / N ]  

Let TT be the function defined b for a tree T and a set N of occurrences of variables 

in t by 

+1 e7r(T,iV) iff (6.29) 

holds for t = T[x/N][^ and all S-theories 0 and 

- l e T { T , N ) i f f ( 6 . 3 0 )  

holds for same t as above and all theories 0 . Then tt is a total polarity. 

Proof. It is straightforward to check that TT satisfies conditions (ROOT) and (SUBST). 

Definition 6.55 Let S be a 1-deductive system satisfying the assumption of the 

lemma. Then the polarity Ky. satisfying the the conclusion of the lemma is called 

the polarity entailment defined . 
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Remark If 5 is the deductive system of classical or intuitionistic logic then TTI- coin

cides with the standard polarity. As we shall see in a moment, the implication of BCK 

logic is neither positive nor negative, with respect to TTH, in any of its components. 

Proposition 6.56 Let S be 1-deductive system and let I be a finite set of binary 

formulas. 

1. If I is a DDT system for S, then for every t E I, t is positive in y and negative 

in X, with respect to TTI-. Moreover, 

2. If I is a system of reflexive formulas, then I is a DDT system iff for every 

t E I, Tri-{t,y) = {+1} iff for every t e I, T^\-{t,x) = {-1}. 

Proof, directly from definition 6.55( I may include it in the next version) • 

This proposition implies that TTI- is not standard on any deductive system pos

sessing implication but without Deduction-Detachment Theorem. 

6.10.1 A version of the monotonicity theorem 

Lemma 6.57 Let S be a l-deductive system such that for every term t and N C 

Occ(t), at least one of the conditions (6.29) and (6.30) holds. Let TT = TTI-. Then 

Proof. It suffices to see that for every A-algebra A and F G Fi5(A), is a 

5--filter compatible with F. This will imply that ^.^.{F) C 0". is clearly 

reflexive, transitive and by definition it is compatible with F. Conditions (6.29) and 

(6.30) guarantee that this relation satisfies the condition (6.10) and (6.11). Thus it 

is an «S--filter. • 
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Theorem 6.58 Let S be a 1-deductive system such that for every term t and for 

every N C Occ(f) one of the conditions (6.29) and (6.30) holds. Let tt = ttj-. Then 

the following conditions are equivalent: 

1. is monotone 

2. = Qh 

S. is injective and continuous. 

Proof. By lemma 6.22 the monotonicity of implies C fi|- and lemma 6.57 

gives the other inclusion. On the other hand, if = fii-, then is injective and 

continuous by lemma 6.21. Clearly, continuity implies monotonicity. • 

Theorem 6.59 Let S be a 1-deductive system such that for every term t and for 

every N C Occ{t) one of the conditions (6.29) and (6.30) holds. Let x = •k\-. Then 

is monotone iff there exists a finite system of algehraizable implication formulas 

satisfying Deduction-Detachment Theorem such that 0,^ = 0,]. 

Proof. First suppose that Ci~ is monotone. By previous theorem, fi" is also injective 

and continuous and therefore there is a finite system of algehraizable implication 

formulas such that fli = 0,'. Also, the monotonicity of 9.^ implies that = Cl\-

and therefore which by lemma 6.26 is equivalent to Deduction-Detachment 

Theorem for S with I. 

The converse follows from the fact that f2/ is monotone. •. 

Theorem 6.60 Let S be a deductive system and let TT be some polarity. Suppose that 

is injective and continuous. Then there exists a system of algehraizable implication 

formulas satisfying the Deduction-Detachment Theorem for S iff iv = iTi-. 
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Proof. We have already shown that if polarity is entailment defined and injective 

and continuous, then there is an implication system I with Deduction-Detachment 

Theorem. For the converse, let f be a term positive in z/, i.e., +1 G 7r(Z, v) and assume 

that X, T I-5 y. By Deduction Theorem, T I-5 /(X, y). By (6.19), T I-5 /(^[X/I/], 

and by the detachment, t [ x / \ - s  t [ y / u ] ,  •  

6.10.2 An open problem 

Let A be an algebraic language and let ^ be a Gentzen system over A. Let £ := 

{t > f}. Let S be the deductive system determined by all the rules admissible 

for C. Can we use Q to define a polarity TT in such a way that: 

1. For standard classical and non-classical logics this polarity agrees with the 

standard ones 

2. there are versions of equivalent semantics and monotonicity theorems, with 

converses, that are applicable to all the standard logics with implication would 

also bring some new iiiforniatlon about olher logics? 
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PART II. 

FINITE BASIS AND RELATED PROBLEMS 
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CHAPTER 1. INTRODUCTION 

One of the most intriguing problems in universal algebra is the so-called finite 

basis problem. For a finite algebra A the problem asks, whether all the identities 

satisfied by A can be derived from some finite set of identities of A. If this is the 

case, then the algebra A is called finitely based. Recall (Corollary 0.39) that the 

identities of A are the same as the identities of the variety generated by A, hence 

the finite basis problem can be restated as asking whether every variety generated 

by a single finite algebra is finitely based. Recall also, Definition 0.21, that a variety 

generated by a finite set of finite algebras, or, equivalently (Proposition 0.22), by one 

finite algebra, is also called finitely generated. In general, not every finite algebra 

and therefore not every finitely generated variety is finitely based. The first example 

to show this was found by R. Lyndon, [27]. But on the other hand, there are some 

special classes of algebras such that if a finite algebra A is a member of this class, 

then A is finitely based. For example, every two element algebra, every finite group 

and every finite ring ([26, 33, 20, 25], respectively) are finitely based. 

Another positive result that we want to mention applies to a large class of va

rieties generated by finite algebras. This theorem, proved by K. Baker [1] in 1977, 

says that a finitely generated congruence-distributive variety is finitely based. 

The finite basis question was also considered in the context of quasi-equational 
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logic. We say that a finite set K of finite algebras is finitely q-based if there is a 

finite set F of quasi-identities of JC such that every quasi-identity of IC can be de

rived from r. By a finite q-basis question we will understand here the question 

whether a finite set of finite algebras is finitely q-based. Again, there are many 

examples of finite but nonfinitely q-based algebras. The simplest one in our opin

ion is the 3-element finitely based, but non-finitely q-based, semigroup found by 

M. Sapir, [51]. The first general positive results were proved in [42] for so-called 

relatively congruence-distributive finitely generated quasi varieties. A quasivariety Q 

is relatively congruence-distributive if for every algebra A 6 Q, the lattice of these 

congruences 0 of A that are relative to Q (definition 0.30) is distributive. Recall that 

a variety or quasivariety is of finite type if it is a variety or quasivariety of A-algebras, 

where A has only finitely many operation symbols and all of them are of finite arity. 

The following are the main theorems proved in [42]. 

Theorem 1.1 Every finitely generated and relatively congruence-distributive quasi

variety of finite type is finitely q-based. 

Theorem 1.2 Let Q be a relatively congruence distributive quasivariety of finite 

type. Then every finitely generated relative subvariety of Q is finitely based. 

Because of the special character of congruence-distributive varieties, [15], the 

above theorem generalizes Baker's theorem, see [42] for the argument. We now turn 

to another generalization of Baker's theorem, that has been proved in [3]. 

Recall that an algebra A can be identified with a reduced model 21 = (A, of 

the 2-deductive system B of equational logic and the equational theory of A then 

coincides with the set of theorems of 51. Also, if S is an extension of B by theorems, 
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then a 2-subset 0 of a A-algebra is an <S-filter on A exactly when © is a congruence 

on A. Hence Baker's theorem can be restated as follows. 

Theorem 1.3 [1] Let K he a finite set of finite reduced S matrices and let S/c be the 

extension of the Birkhoff-system S by the theorems offC. If Sic is filter-distributive, 

then Sic is finitely based over 3. 

Recall (Definition 2.15 (i)) that the theorems of K are finitely based relative to S if 

there is a finite number of formulas true in K. such that every theorem of }C can be de

rived from this finite set of formulas. A natural question arises, whether Theorem 1.3 

remains true, if BirkhofF's system B in its assumption is replaced by an arbitrary 

A'-deductive system S based by a finite set of rules, i.e., one may ask the following 

question. 

Let S be a K-deductive system axiomatized by some finite number of rules. Does 

every finite S-matrix, have finitely axiomatizable theorems relatively to S? 

These question and similar were considered for example in [60, 61, 46, 8, 3]. In 

general, universal algebraic results do not carry over to the logical matrices. For 

example Part III, Chapters 3 and 4 contains examples of matrices M with theorems 

nonfinitely based over any system S axiomatized by a finite set of rules while their 

underlying algebras are finitely based. 

The situation changes, however, when the deductive system S is protoalgebraic. 

The results of [3] and most of all [4] show that many constructions of universal algebra 

can be applied, after a suitable modification, to the semantics of protoalgebraic de

ductive system. This allowed the authors of [3] to prove the following strengthening 

of Baker's theorem. 
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Theorem 1.4 ([3, Corollary 4.7.]) Suppose that we have only finitely many algebraic 

operations. Let S be a protoalgebraic filter-distributive 1-deductive system based by a 

finite set of rules and let ^ be a finite S-matrix. Then the theorems of !2l are finitely 

based over S. 

In Chapter 2 of this part we apply the results of Part I Chapters 2 and 3 to 

the semantics of protoalgebraic universal Horn logic with finitely many predicates 

symbols, or, equivalently, to protoalgebraic fc-deductive systems and in some cases 

even to A'-deductive systems. The content of Chapter 2 is a straightforward extension 

of the results of [4] to A:-deductive systems. Some of these extensions have been 

independently obtained in [11]. 

Similarly as in the case of A:-deductive systems ([4]), many of the theorems of 

universal algebra have their analogues for protoalgebraic A:-deductive systems. In 

particular, the classical lemma of B. Jonsson [15] that describes the subdirectly ir

reducible algebras in a congruence-distributive variety can be extended to reduced 

models of a filter-distributive protoalgebraic fc-deductive systems. We use this fact in 

the proof of the main results of Part II, Theorems 3.1, 3.2. These theorems generalize 

the finite basis theorem of Pigozzi to general filter-distributive ^-deductive systems 

in the same way as the theorem 1.4 generalizes Baker's theorem. In fact we go one 

step further and prove this generalization for /^-deductive systems, while in [3] only 

1-deductive systems were considered. This adds to the complication of the technique 

and constructions, but once this is done, most of the idea of the proof of [42] can be 

generalized rather easily, using techniques originated in [.3]. 
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CHAPTER 2. /^-PROTOQUASrVARIETIES 

2.1 Introduction 

The reduced matrix semantics of a protoalgebraic /sT-deductive system resembles 

under many respects the quasi-variety semantic of equational logic. Several results 

to support this point for 1- and fc-deductive system have been proved in [3] and [4, 

Sections 9-12]. The material of [4, Sections 9-12] can be extended without difficulty 

to A'-deductive systems, in fact in most cases the proofs used in [4] are independent 

from the relational language K chosen, although the results are stated only for A:-de-

ductive systems. In this Chapter we restate some of the content of [4, Sections 9-12] 

for A'-deductive systems. We include sample proofs, for example of Theorem 2.12, 

but in general the reader is referred to [4]. Sections 2.2-2.2 of this chapter contain the 

results that will be used in Chapter 3. In section 2.5 a theorem about the existence of 

a free object in the class of reduced models of a protoalgebraic A'-deductive system 

is proved (Theorem 2.23). The results presented in sections 2.2 and 2.2 have been 

independently obtained in [11]. 

2.2 Protoquasivarieties and relative subvarieties 

Here we define protoquasivariety, subdirect products, subdirectly irreducible ma

trices, meet irreducible filters and prove, among others, the subdirect representation 



218 

theorem for protoquasivarities, that generalizes Theorem 0.20 (Chapter "Preliminar

ies and notation"). 

If 5 is a /if-deductive system with a basis F, then ModF := Mod<S. Recall that 

a class of all reduced models of a A'-deductive system is called a matrix quasivariety. 

Definition 2.1 The class Mod'S of all reduced models of a protoalgebraic K-deductive 

system S is called A'-protoquasivariety or simply protoquasivariety. 

Definition 2.2 LetS be a K-deductive system, A relative subvariety of a matrix 

quasivariety Mod*<S is the class Mod*7^, where TZ is some axiomatic extension of 

S. 

Definition 2.3 Let Q be a matrix quasivariety. A matrix homomorphism /i : 21 ^ 05 

is a Q-homomorphism if B € Q. The class of all Q-homomorphic images of matrices 

in C is denoted by HQC. If Q is the class of all reduced K-matrices, then HQC is 

abbreviated as HC. 

Proposition 2.4 € HQC iff there exists an ^ £ C and F 6 Fis{^) such that 

03 ^ (A,F)-. 

Proof. By Part I, Theorem 2.69. 

Proposition 2.5 Let TZ = Mod*(r U E) be a relative subvariety of Q = ModT, 

where F is a set of K-rules and E is a set of K-formulas. Lei A be a A-algebra. 

Then a K-subset X of A is an TZ-filter iff it is an S-filter and E C £^(21). 

Proof. Immediate from definition. • 

Corollary 2.6 A relative subvariety of a protoquasivariety Q is also a protoquasiva

riety. 
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Proof. By Proposition 2.5. • 

Theorem 2.7 ([4, Thm. 11.1]) The relative subvariety of a protoquasivariety Q gen

erated byC is HQS'PC. 

Proof. See the proof of [4, Theorem 11.1]. • 

Recall that a fc-protoquasivariety is a K-protoquasivariety, where K is finite. By 

a simple modification of the proofs of [3, Lemma 1.6. and Theorem 1.7.] one can 

prove the following 

Lemma 2.8 Let C be a finite set of finite k-matrices. Then the class 

{21: 21' = <B" for some <8 G C} 

is strictly elementary. 

Proof. A modification of the proof of Theorem 1.7. of [3]. • 

2.3 Subdirect products 

A subdirect representation theorem below implies that every protoquasivariety 

is determined by its subdirectly irreducible members. Theorems 0.27 and 0.29 of the 

Chapter "Preliminaries and Notation" are special cases. 

Recall (Definition 2.58) that a submatrix 5S of a direct product of a family of 

matrices A = {^i : i £ 1} is called a subdirect product of A iff for every i £ I, 

the projection of ® onto 21,- is onto. The following proposition characterizes subdirect 

products. 

Proposition 2.9 (see [4, Prop. 9.1.]) A reduced matrix^ is isomorphic to a subdirect 

product of reduced matrices with i E I, iff there exists a system Fi,i G /, of K-

subsets of A such that 
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(i) rit'e/ Fi — Z>a 

(ii) Fi is isomorphic to for all i E 1. 

Proof. See the proof of [4, Proposition 9.1.]. • 

Definition 2.10 Let S be a K-deductive system with a basis F. Let C C Mod*<S. 

Let ^ be a nontrivial K-matrix. 

1. is subdirectly irreducible relatively to C if the fact that 21 is isomorphic 

to some subdirect product !B of matrices (£,• £ C, i E 1. implies that for som.e 

i £ I, the projection iTi is an isomorphism from !B onto 

2. 21 is finitely subdirectly irreducible iff whenever 21 is isomorphic to a sub-

direct product of a finite family A of matrices then 21 is isomorphic to some 

algebra from A. 

3. The class of all relatively (finitely) subdirectly irreducible members of C is de-

r. c .  (c. o .  

4- Let C = Mod'fS and let K. be some class of K-matrices. Then the class of all 

members of Q that are subdirectly irreducible relatively to C (finitely subdirectly 

irreducible relatively to C, resp.) is denoted by Qcsi or by Qrsi (by QCFSI or 

by QVFSI, resp.). 

In particular, let C in the above definition be a relative subvariety of Mod'^S. 

Then it follows from Proposition 2.5 that a matrix 21 is subdirectly irreducible rela

tively to C iff it is subdirectly irreducible relatively to Mod'^. Hence 
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Proposition 2.11 IfTZ is a relative matrix subvariety of a matrix protoquasivariety 

Q, then 

ITZ)sx =TZC\ Qsx o.nd {TZ)̂ si = TZN Qtsi-

Proof. By Proposition 2.5. • 

Theorem 2.12 (compare witii Subdirect Representation Theorem, [4, Thm.9.2].) 

Assume Q is a protoquasivariety. Every matrix in Q is isomorphic to a subdirect 

product of matrices in Q that are siibdirectly irreducible relatively to Q. 

Proof. Let Q = Mod*5 with S protoalgebraic. Let 21 G Mod*5. For each R E K 

and a G \ choose an 5-filter on 21 that is maximal with respect to 

the property that a ^ (i^H(a))/?- Such a filter exists, because Fi5(2t) is an algebraic 

lattice. By Proposition 2.9, 21 is isomorphic to a subdirect product of the 21/FH(S). We 

show that 21/FH(S) is subdirectly irreducible relatively to S. By the correspondence 

property Fi5(2l/F/?(a)) is isomorphic to the lattice filter in Fi5(2l). Every 

proper filter of this lattice contains the pair R{a). Thus no family of proper filters 

of ^IF(i^s) intersects at This implies by 2.9 that is subdirectly 

irreducible relative to 5. • 

The above theorem has also been independently proved in [11, Theorem 6.7]. 

Corollary 2.13 1. Let Q and TZ be protoquasivarities and suppose that Qsj = 

TZsi- Then Q = TZ. 

2. Let TZ and T be relative matrix subvarieties of the same protoquasivariety Q. 

IfTZf] Qsi Tsi, then 1Z = T. 
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Proof. The first statement follows from Theorem 2.12 . The second statement 

follows from the first, by Proposition2.11. • 

Let 21 be a model of a /C-deductive system S. An «S-filter F on 21 is (completely) 

meet irreducible in the lattice Fi5(2l) if F cannot be expressed as the meet of a finite 

(arbitrary) set of «?-filters. It follows from the above argument and Prop. 2.9 that 21 

is subdirectly irreducible iff is completely meet irreducible and that 21 is finitely 

subdirectly irreducible iff is meet irreducible (all these irreducibilities relative to 

5). 

Theore compare with ([4, Theorem 9.3.]) 

(i) Every K-protoquasivariety is closed under subdirect products and, in particular, 

under direct products. 

(ii) Conversely, every reduced universal Horn K-class that is closed under subdirect 

products is a K-protoquasivariety. 

Recall that for a class of C of A'-matrices 

PsdC := {21 : 21 Qsd : 21.- € C all i 6 /}. 
i € l  

In this notation the subdirect representation Theorem 2.12 can be expressed as the 

equality 

Q = IPsD(Qrs/) 

for every protoquasivariety Q determined by the set of rules F and Theorem 2.14 says 

that a universal Horn A'-class is protoquasivariety iff it is closed under the operator 

PsD- Thus a protoquasivariety Q is determined by the class Qrs/ of its subdirectly 

irreducible members. 
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Corollary 2.15 (Corollary 9.4.) Assume that C generates a K-protoquasivariety Q. 

Then Q = If K is a finite set of finite K-matrices, then Q = IS*PC. 

• 

Theorem 2.16 ([4, Theorem 9.6.]) Let C be a set of reduced matrices and Q the 

K-protoquasivariety generated byC. Suppose that Q is determined by the set of rules 

r. Then QpFSi Q lS*P'irC. If C is a finite set of finite matrices, then CpFSi Q IS*C. 

Corollary 2.17 Assume that C is a set of reduced K-matrices and Q the protoquasi

variety generated byC. Then Q = IPsDS'P'f/C. IfC is a finite set of finite matrices, 

then Q = IPSDS'C. 

2.4 Filter distributivity 

Recall, Definition 0.50, that a lattice L is distributive iff for all elements a, b, c of 

L ,  a  V  ( 6  A  c )  =  ( a  V  6 )  A  ( a  V  c ) .  E q u i v a l e n t l y ,  L  i s  d i s t r i b u t i v e ,  i f  f o r  a l l  a , b , c  £  L ,  

a A (6 V c) = (a A 6) v (a A c). U Q = iviod*(r) and for every matrix ^ the lattice 

Fie(2l) of Q-filters of 21 is distributive, then we call the matrix quasivariety Q filler 

distributive. The following theorem, is a straightforward generalization of Theorem 

12.1 of [4], which in turn generalizes the well known lemma of Jonsson [1-5]. A similar 

theorem was proved in [11, Theorem 6.16]. 

Theorem 2.18 (see [4, Theoreml2.1]) Let Q be a filter-distributive protoquasivariety 

and let IC Q Q. Let V be the relative matrix subvariety of Q generated by K,. Then 

VFSI C H-QS-P^/C. 
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Proof. The proof of Theorem 12.1. in [4] depends only on the semantical results 

generalized here, among others, in Corollary 2.65 and Lemma 2.16. Hence the same 

proof can be used to prove Theorem 2.18. • 

Corollary 2.19 If a relative matrix subvariety V of a filter-distributive protoquasiva

riety is a finitely generated, then Vpsi is a finite set of finite matrices. IfK is a finite 

set of finite matrices, then, as is well-known, P^A' C /C. Hence, by Theorem 2.18, 

ifV is finitely generated by fC, then VFSI Q HGS'"(/C), which is a finite set of finite 

matrices, if K. is finite. 

Proof. 

Recall that a matrix protoquasivariety is a class ModT, where F determines a 

protoalgebraic deductive system. We say that a clciss Mod*<S of first order structures 

is elementary, if S can be axiomatized by a set of axioms. It is strictly elementary. 

if S can be axiomatized by a finite set of axioms. 

Corollary 2.20 If V is a finitely generated relative matrix subvariety of a filter-

distributive protoquasivariety, then Wsi slnclly tltmtiiiary. IfV is a finiiely gen

erated, filter-distributive protoquasivariety then Vpsi is strictly elem.entary. 

Proof. Notice that the second statement follows from the first. Indeed, let V be 

a filter-distributive protoquasivariety finitely generated by K.. Then V is a relative 

matrix subvariety of itself and includes )C. Now if W is a relative matrix subvariety 

of V that includes AC, then W is also a protoquasivariety, hence V C W, as V is 

the protoquasivariety generated by K.. Therefore V is the smallest relative matrix 

subvariety of itself that includes K.; thus the relative matrix subvariety of V generated 

by ^ is V itself. Hence V is a finitely generated relative matrix subvariety of V. By the 
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first statement of the corollary, Vpsi is finite. Now if V is a finitely generated relative 

matrix subvariety of a filter-distributive protoquasivariety Q, then by Corollary 2.19, 

VFSI is finite. Since VFSI generates V as a relative subvariety of Q, it follows from 

Lemma 2.8 that VFSI is strictly elementary. • 

2.5 Free matrices 

For every A'-deductive system S there exists an <S-matrix that is a free object 

in the class of all <S-matrices. If S is protoalgebraic or i?-protoalgebraic, then also 

there is a free object in the class Mod*5 of reduced models of S. 

Recall that Te^ denotes the A-term algebra on a generators. Let FmKa = 

UP,kT<""-

Let <S be a A'-deductive system, and let Ta be the smallest 5-theory in FmKa, 

i.e., TQ = Cn5(0). Then let To, be the set of all theorems of S in variables k < a. 

Let CTa •= (TecTa). The matrix CTa is called the Lindenbaum-Tarski matrix oi S 

over a variables. By convention, x* ;= x^in{Ta). 

A A-deductive system S is R-trivial, if either all or none i?-formulas are theorems 

of S. The system S is trivial if it is i?-trivial for all R E K. Let 5 be a A'-deductive 

system and let Q be a non-zero cardinal number. Let Te be the algebra of of A-terms 

over a generators x^, k < a. Let Ta be the set of 5-theorems in variables z, k < a. 

Let, for every k < o, x" := XK/0,{Ta). One corollary of Theorem 3.10 is that if a 

protoalgebraic A'-deductive system S is not i?-trivial for at least one R E K, then 

in the reduced Lindenbaum-Tarski matrix, all the generators a:* are distinct. 

Theorem 2.21 Let R € A" and assume that a K-deductive system S is not R-trivial. 
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Then 

1. If S is protoalgebraic, then ^ x\, for k < X < a. 

2 .  I f S  i s  R - p r o t o a l g e b r a i c ,  t h e n  x \ ,  f o r  k < X < a. 

Proof. Let x := x«,t/ := x\. Let A{x,y,z) be a system of equivalence /sT-formulas 

with parameters z for 5, that exists by Theorem 3.10. 

Suppose that x '  =  ?/*, i.e., { x , y )  G ^ ( TQ) .  

If S is protoalgebraic, then by monotonicity of Q,, for every k < p{k) and for 

every choice of variables zi,..., 2p(R)_i 

(x, y) € n(Cu(T'o. U . . . , X, . . . , )). 

Since 

R{zi, . . ., Z f i — l i  X, . . . , -ipJR)—l) G Cn(T'o. U . . . , X, Z k + l ,  . . . , •^p(/?) —l)}), 

it follows that 

R{~15 • • • 1 ~k—l 1 y 1 ~fc+l 1 • • • 1 ~ p ( R )  —  l )  £ Cn(T'o, U 1  •  •  •  1  ^ k — l ^  X, Zk+li • • • ^p(R) —1 )} )? 

and therefore 

But this is possible only ifis i?-trivi3,l, s, contrsLdiction. 

The same argument applies when "protoalgebraic" is replaced by /^-protoalgebraic 

and N by CIr. • 

A special case of this theorem was stated in [4], although the proof was based on a 

false Theorem 13.2. of [4]. 



227 

Theorem 2.22 ([4, Corollary 13.3]) If S is a nontrivial protoalgebraic k-deductive 

system, then x* are pairwise disjoint. 

The argument used in the proof of Theorem 2.21 cannot be applied if the assumption 

that S is i?-protoalgebraic is replaced by the assumption that it is i?^-protoalgebraic. 

We would like to know whether the assumption of i?A:-protoalgebraicity is sufficient 

for the conclusion of 2.21. 

Note that if a A'-deductive system is /?-trivial for every R, then for every x := 

y := XX, every R E K and for every sequence of p{R) terms i(u,z), where u is a new 

variable and z is some sequence of terms, elements of Ta, we have 

R { t { x , z ) )  e  T a  iff R { t { y , z ) )  G Tc-

Thus if S is protoalgebraic, then S is trivial iff for every pair of variables x, y, x' = y' 

in every Lindenbaum-Tarski matrix CTa-

Theorem 2.23 Let Q = Mod'5 be a nontrivial matrix protoquasivariety. Then for 

every a > 1, {CTa)' is a free, a generated, object in the category Mod'S'. 7/K 

generates Q then {CTa f € IFs£)S*K. 

Proof. The first part of this proof is the same as the first part of the proof of [4, 

Thm. 10.1]. It uses Thm. 2.66 and Corollary 2.21. To prove the second part, let 

K generate Q. For each Rt{x^^, ... ,x^J) 6 FmKo \ Ta there exists <21 G K and 

GI,..., such that (GI, ..., a-m) ^ {Dz)r- The rest of the proof goes the same as 

in[4]. 

A K matrix (A, D) is finitely generated if the algebra A is finitely generated. 

Definition 2.24 A class Q of K-matrices is locally finite if every finitely generated 

member of JC is finite. 



228 

Recall (Theorem 0.23) that a finitely generated variety (of algebras) is locally finite. 

Lemma 2.25 A finitely generated protoquasivariety is locally finite. 

Proof. Since a protoquasivariety Q generated by JC is IS*P*Pu(^), it follows that 

the underlying algebra of a matrix 01 6 Q is a member of the variety generated by 

the underlying algebras of matrices from )C. Hence if 21 £ Q is finitely generated, 

then its underlying algebra A is finite. Hence Q is locally finite. • 
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CHAPTER 3. FINITE BASIS THEOREM FOR 

FILTER-DISTRIBUTIVE PROTOQUASIVARIETIES 

Assume that A and K have only finitely many symbols. In this chapter we 

generalize Theorems 1.1 and 1.2. to arbitrary filter-distributive K- deductive sys

tems. Theorems 1.1 and 1.2 then become the special cases our theorems, for the 

BirkhofF system in the role of the A'-deductive system. Recall that when K is finite, 

then a A'-deductive system is also called Ar-deductive. 

In [4] most of the well-known universal algebraic results which were the starting 

points of the proofs in [42, Theorems 1.1 and 1.2] were generalized to protoalgebraic 

Ar-deductive systems and in Chapter 2 to protoalgebraic A'-deductive systems. It 

tnrnc ncincr fVipcA rPQiilfc rplaffr*anorpli7<a r\rrvrvf r»-f >I,yv%w W W"** V* Xi.> WWAA A W W A T A. J VA CWAA^N^ V AAX^ ^ >-» A V/A 

Theorems 1.1 and 1.2 to the arbitrary filter distributive ^-deductive systems. Recall 

that a fc-deductive system S is finitely based if there is a finite set F of rules (some of 

which may be axiomatic) such that Cn^ = Cnp. A protoquasivariety Q = Mod*(5) 

is finitely based if S is finitely based, equivalently, if there is a finite set F of rules 

+1% »> + A ^ <-5 * T+ FQ 1 » A TI 4-1> 4- «-f JI ^^ OllCtU 55^. 1»AV/VA J. . xiy *V C40 yXV^VV^Vl 111 V/1 lO-l J il CL 1 11 t CI ~U.I & 11 1 U U U1 V C 

1-protoquasivariety Q is finitely based, then every finitely generated relative matrix 

subvariety of Q is finitely based. The extension of this result to fc-protoquasivarities, 

(Lemma 3.7), will be here used to prove the following theorems: 
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Theorem 3.1 Every finitely generated and filter-distributive matrix protoquasivari-

ety is finitely based. 

Theorem 3.2 Let Q be a filter-distributive matrix protoquasivariety. Then every 

finitely generated relative matrix subvariety of Q is finitely based. 

Our proof follows closely the idea and organization of the proof in [42]. In 

sections 3.3 and 3.4 we generalize key notions of [42]: the notion of universally 

parameterized quasi-equation and that of transformation of a parameterized quasi-

equation by an equation. We later use them to prove some lemmas needed in the 

proofs of our main theorems in section 3.5. 

3.1 Universally parameterized definable principal filter meets 

In this section we show that if a finitely generated protoquasivariety Q is filter-

distributive then there is a finite system of universally quantified atomic formulas 

that define the intersection of any pair of principal filters in Q. 

By a universally parameterized atomic formula (or simply parameterized atomic 

formula), we mean any formula of the form 

\/ur{Ki{x, U), . . . , Kp(T)(^, u)), (3.1) 

where R E K, x G Var"^ for some m, u ^ Var" for some n, KI, ..., /Cp(7) £ (Te(x, i?)). 

We also write k for {ki, ..., kp^t)) and k{x,u) for (k:i(£, u),..., «:p(x)(£, u)). In the 

future, whenever we write T(K(X, U)), we will assume, without even saying so, that 

the strings k, x, u are of such a length that the expression (3.1) makes sense. The 

variables u are called parameters. 
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A finite conjunction of parameterized atomic formulas is a formula \ / u ( p { x , u ) ,  

where ip{x, u) = AjXm Ti{Ki{x, u)), for some positive integer m, some relation symbols 

T],... ,Ti E K, and sequences of terms K,- of length p{Ti). According to our conven

tion, X, u are assumed to be strings of variables of such length that the expressions 

make sense. 

A finite conjunctions of parameterized atomic form ulas indexed by a pair (i?, S) G 

is a formula 

WipRs{x, y, u), 

where x  =  (xi,. . .  , X p (H)), y  =  { y i , ..., y p ( s ) )  and 

<PRS= A (•3.2) 

for some positive integer m/js, some relation symbols G K, some sequences of 

terms Ki. 

Whenever we write ipns we will assume without further explanation that this is 

a conjunction (3.2) which depends on p{R) + p{S) variables xy and some additional 

variables u, called parameters. 

A system $ of finite conjunctions of parameterized atomic formulas indexed by 

is a system = {VUC^HS : R,S E K}, where for every pair {R, 5'), (PRS is of the 

form 3.2. 

Lemma 3.3 Let Q be a matrix quasivariety and let ^ be a system of finite con

junctions of parameterized atomic formulas indexed by Then the following are 

equivalent: 
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Fg^(/?a)nFg='(56)= V V Fg'iTP'iiViaXm 
i<m e€>l" 

Vs6 A-VaGcVae e 

Fg'iRa) n Fg^(56) = D^ iff^ 1= V5<^/js(a,6,«) 

'^R,S& K 

QFSI h VXVY[V5<^HS(^,y,") <->• i?x V 5^. 

Proof. The implications 1 => 2 =» 3 are immediate. For 3 1 let F = Fg^(i2a). 

T h e n  { A . F )  G  Q .  S u p p o s e  t h a t  F  =  n j = i - f j ,  w h e r e  f o r  e v e r y  j  =  1 , . . . A : ,  F j  

is meet irreducible. Then for all j = l,...mi?S5 (A,Fj) j= Ra and therefore by 

3, (A, Fj) 1= VjrVfisla, &,•")• For every i < rriRs, let here T,- = = k^. 

So for all j < k, for all i < mns, for all strings e of elements of A of the same 

length as u, we have (A,Fj) [= Ti{Ki{a,b,^). Hence Ki{a,b,^ G nj=i(Fj)T, = 

Ft,. Thus for every i, Fg^(7',Kt(G, 6, Q F = Fg'^{Ra). Similarly, for every i, 

Fg^(T'iK(a, 6, C F = Fg^(56). This proves the inclusion from left to right in 1. 

For the other inclusion, it suffices to show that for every finitely meet irreducible filter 

F of 21, Vee.4n Fg^(T,(K'(a,6,e))) C F ^ Fg^(i?a) n Fg^(56) C F. Suppose 

that the inclusion in the antecedent holds. Then for every i = 1,..., mRs, for every e, 

{A,F) \=TiK{ a , b , ^ -  So by (3), (A,F) \=Ra\/Sl Therefore Fg^(i2a)nFg='(56) C F. 

• 

Definition 3.4 Let Q be a protoquasivariety and $ a system of finite conjunctions 

of parameterized atomic formulas indexed by such that one, and therefore all. 
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of the conditions of Lemma 3.3 holds, for all R,S e R . Then we say that Q  has 

parameterized definable principal filter meets, or parameterized DPFM, for 

short. 

Theorem 3.5 Let Q be a matrix protoquasivariety. Then Q has parametrizedDPFM 

iff Q is filter-distributive and QFSI is elementary. Moreover, if parameterized DPFM 

are defined by a system $ = {VU(^RS '• R,S E. K] of parameterized atomic formulas 

indexed by li^, then 

QFSI Q Mod""(r U S), where (3-3) 

S = { f\ V£,^(V5VH5(^,y,w)-> V 5y)} anc? (3.4) 
H,se K 

r is such that Q = ModT. (3.5) 

Proof. For the proof of the implication from left to right, assume that Q has pa

rameterized DPFM by means of some system 

^ = {W^Rs--R.Se K}. 

Let F be such that Q = Mod'F. Then 

QFSI Q Mod*(r U S), (3.6) 

by lemma 3.3. 

To see the inclusion in the other direction, let 21 be a reduced model of F U S. 

Then 21 G Q and we want to see that 21 is finitely meet irreducible. Let F and G be 

F-filters on 21 such that = F f)G. Suppose also that F ^ and let i? G K and 

a 6 A^pR) be such that a 6 F/? \ (Z^a)/?. We will show that for every 5 6 K and 
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for every b  6 € G s  implies 6 6 { D ^ ) s -  Since F r\G = D^.a G - Fr, 6 G G s  

imply that Fg^(i?a) D Fg^(56) = By lemma 3.3, part 2, this implies that 

21 ^ yu(pfisia,b,u). Since we have assumed that 21 is a model of S, we know that 

21 1= Ray Sb. We also know by assumption that 21 ^ Ra. So 211= Sb, i.e., b G (i^a)s-

This proves that G = Da- Thus 

QFSI = Mod*(r U { V V£,2;(VjrVRs(^,y,«)) ^ { R x V  S y ) } ) ,  
R,S€ K 

and therefore QFSI is an elementary class. Now to show that Q is filter-distributive, 

we want to show that F fl (Gi V G2) C (F n Gi) V (F D G2) for all 21 6 Q, all 

F,Gi,G2 E FiQ(2l). Since FiQ(2l) is algebraic, it suffices to prove that 

V Fg^'iRjaj) n V Fg^(5,6,) c V yiFg'iRjaj) n Fg^iSA)] 
j<l i<k j<l i<k 

We prove this inclusion by showing that every finitely meet irreducible F-filter F that 

includes the right-hand-side also includes the left-hand side. So let F be finitely meet 

irreducible and suppose that the right-hand side is included in F. Then (A, F) E 

SFSI A-NU for every i  <  k , j  <  I  { A ,  F )  F=VJRVHJS,(«, OJ, U). Therefore for all pairs 

(A, F )  \ = R j a j  V Sibi. (3.7) 

We either have that for all j < / If (A, F) \=Rjaj, in which case Vj</Fg^(i?jaj) fl 

Vj<A Fg^{Sibi) C F] or else by 3.7 for this j and all i < we must have that 

Fg^(5;6j) C F and the left-hand side is included in F. 

For the implication from right to left assume that Q is filter-distributive and that 

QFSI IS elementary. Let i?, 5 G K,p(R) = n, p(S) = m. Let 5 be the free matrix 

o v e r  Q  c o u n t a b l y  g e n e r a t e d  b y  X \ , . . .  , X n . y - [ . . .  L e t  { T i { x . y , u )  :  i  <  
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ui} C Te"*" and {Ti: i < u} C K be such that 

F g ^ R x ) n F g ^ S r ,  =  V Fg'^(r.(r-(x,y-,u))) 
i<u/ 

Let !2l be a countably generated matrix in Q, such that a = ai,...,a„,6 = 

bi^... ,bm G A and let e = CQ, ei,... be any sequence of elements of A that together 

with Gi,..., a„, 61,..., 6m generate A. Let h he a, surjective matrix homomorphism 

from 5 to 21 such that hxi = a, for z = 1,..., n, hyj = bj, for j = 1,..., m, huk = 

e k , k  = 0,1, Let F  := h ~ ^ { D ^ ) .  Then by the correspondence property we have 

that for every i? G K,p 6 A''^^\ t E Te''^^^ such that k{TT) = p, 

rnFg^(i?^) = Fg^/?x)VF. 

Now making use of filter-distributivity we have; 

h - \ ¥ g \ R a ) r \ ¥ g ' ' { S b ) )  =  h - \ Y g ^ { R a ) ) r \ h - \ F g \ S b )  

= { F g ^ R x )  V F) n (Fg^(5y) V F )  

= (Fg^(i?f)nFg-(Sy))VF 

— \ / I H I' r-l -r-l -r 7T "> \/ ) V  o  t  V  *  t " 5  ^  / y  •  )  

=  \ j  h - \ Y g ^ { m { a X m  
i<u; 

= h-\\i Yg^[m{aXm 
i<u> 

Thus Fg^(i?a) n F g ^ { S b )  =  Vi<u; Fg^(Tifi(a, 6, ̂ ). Therefore for every countably 

^ ^11 7* T A ^ 
gciicicticu '-a c ̂  cLiiu ctii iii /i, vvt: iictvc 

Fg='(i?a) n Fg^(56) = Vi<^7^(G, 6,G (£'a)r. (3.8) 

for all e in yl such that a, b, cq, ei,... generate A. We will argue that the quantification 

"such that fi, 6, eo, ... generate A" can be removed from (3.8) and that (3.8) holds 
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for all matrices 21 6 Q, not necessarily countably generated. Indeed, for every matrix 

a G Q 

F g ^ { R a )  n Fg^(56) = Da for every ® < 21, Fg®(i?a) n Fg®(S6) = (3-9) 

So let 21 be an arbitrary matrix from Q  and assume F g ^ ( R a )  PI Fg'^(56) = D ^ .  

We want to show that V,<u;f^(a, 6, ̂  G (i}a)r,5 for arbitrary sequence e from A. Let 

! 8  b e  t h e  s u b m a t r i x  o f  2 1  g e n e r a t e d  b y  a , b , e .  B y  3 . 9 ,  F g ® ( i ? a )  f l  F g ^ { S b )  =  

and by 3.8, yi<^^Ti{a,b,^ G T",®, and therefore G (Da)T,- To show 

(3.8) for arbitrary 21 in the other direction, assume that G (^3)7,, 

for all sequences e of elements of A. Thus by (3.8), for every countably generated 

submatrix ® of 21, Fg®(i?a) fl Fg^{Sb) = By 3.9, Fg^(jRa) fl Fg^(56) = D^. We 

have proved that for every Q-matrix 21, 

F g ^ { R a )  n Fg^(56) = V,<;^7^(a,6,e) G (-Da)T., 

for all infinite sequences E of elements of A. Thus QFSI satisfies 

^?,y( A '^nTi{Ti{x,y, u))) RxV Sy. (3.10) 
Z<UJ 

Since it is an elementary class, it is easy to show that the infinite conjunction can be 

replaced by a finite subconjunction and 

QFSI H V^^jT A V,7r;(f(X,Y, W)) R x V  S y .  
i<.m 

Therefore also the infinite string of variables u can be replaced by a finite one. • 

If K is a class of matrices, let QK be the smallest matrix quasi-variety containing 

K. It is called the matrix quasivariety generated by K. 
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Corollary 3.6 (see [3, Lemma 4.4], for 1-deductive systems) Every finitely generated 

and filter-distributive protoquasivariety has parameterized DPFM. 

Proof. Let Q = QC, where C is a finite set of finite matrices. In view of the theorem 

it suffices to show that Qpsi is elementary. But by the Lemma (refJonssonlemma), 

QFSI Q IS'P{}C = IS'C and therefore is finite. Hence it is elementary. 

3.2 First main lemma 

Main Lemma 3.7 Assume that S is a protoalgebraic deductive system axiomatized 

by some set F of rules consisting of finitely many proper rules and possibly infinitely 

many axioms, i.e., F = Fi U F2, where Fi is finite, F2 C At. Assume further that 

Q = Mod'S is filter-distributiv and that QFSI is a strictly elementary class. Then 

there exists a finite set A C At, such that Mod*«S = Mod*(Fi U A). 

Proof. Let $ = {(,5R,S : R,S E K} be a system of conjunctions of parameterized 

atomic formulas that defines PFM in Q. For R,SE K, let 

0RS = V£,^(Vss5H,s(^,y,^)) Rxy Sy. 

Then 

QFSI = Mod*(ri U F2 U {ipRS • R,S E K}), 

where QFSI is the class of all finitely siibdirectly irreducible matrices in Q. Since Q 

is strictly elementary, there exists a finite subset F'j of r2, such that 

QFSI = Mod*(Fi U Fj U {V'Rs :-R, 5 G K}). (3.11) 
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Let n be the set consisting of the formulas (3.12)-(3.15) below, for every finite m 

and for all i?, 5, T, Ti,..., G K. 

Rx yni^pRsix, y, u)) (3.12) 

Vjr<;c'Hs(^, y, u) S, u) (3.13) 

^U<I>RR{X, X, u) -> Rx (3.14) 

A Vu^T.H(^,yu) -> y u < P T R { x , y , u )  (3.15) 
iK ,M 

for each rule At<7n ^(^(^)) in F. 

Lemma 3.8 Q \=n, i.e., Fi U F2 \= Cl. 

Proof. Let 21 G Q. Since $ defines PFM in Q, 21 [= (3.12) is equivalent to the 

c o n d i t i o n  t h a t ,  f o r  a l l  R , S  E  K  a n d  f o r  a l l  a ,  b ,  \ i  a  E  R ^ ,  t h e n  F g ^ { R a ) r \ ¥ g ^ { S b )  =  

£>2, which is obviously true. 

Similarly, 21 [= (3.13) follows from the fact that for all a G and b G , 

RA \ n Ycr~( >f)] — Do. imT>lie'5 Fcr~l' ,Srt'l n V'a-~l Rrr ' \  = n~ ariH 01 j=: ('3 ''1 > 

from the fact that Fg^(i?a) PI Fg^(i?a) = Z)a implies 21 {= RS- Next, let 

V r,(f(S)) ̂  r(f(S)) e r. 
iKm 

Then 21 |= (3.15) iff, for all sequences a , b  of appropriate length, F g ^ {Ti{fi{a))) fl 

Fg'^iRb) = Da implies Fg^(r(f(G))) n Fg^(i26) = D^. But 

Fg^r(f(a))) C V Fg^(r,(Tl(a))) 
i<,m 
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and therefore, by filter-distributivity, 

IFg^trins)))] n Fg'(Rb) c [ V Fg»(ri(T7(5))) ] n Fg»(ffi) 
i<m 

= V [Fg^CriCrKa))) n Fg«(fl6) ] 
i<m 

= D<,, 

by assumption. • 

Let now L ;= Mod'"(ri U Fj U f2). Note that L is finitely axiomatizable. 

Lemma 3.9 L n (Mod"'(ri))FSI S QFSI-

Proof. Let 21 6 fl (Mod*(ri))Fsi- Then QL |= Fi U U and is finitely 

meet irreducible(relatively to Fi). By 3.11 it suffices to show that 21 |= ^r5, for 

all R,S e K. Let a 6 G and suppose that for every sequence c, 

1= b, c). We want to show that 21 |= i?a V Sb. For arbitrary U,V £ K define 

Fv •= {y G : 21 1= ipfivia^y,^ for all c} 

Gu := {x t /i"'"' : 21 [= y, cj for all c, all V 6 K, all ^ 6 F y } .  

We claim now that F := IJ{Fv : V G K} and G := GU are Fi-filters. For 

this, assume that 

A T i { f i i { x ) )  -> r(7f(i)) (3.16) 
:<m 

is a rule of Fi and that for sonrie e and for all i < m, (A,F) i=r:(^(ej). Then, 

G FT,-, i.e., 21 [= for all c. Also, since 21 satisfies (3.15) and 

(3.13), we have 

^ 1= A '''tr<:^Hr.(jr,7K(^),w) -> Vff(^flr(y,^(£),u). 
:<m 
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Therefore 

Ql 1= 

for all c, i.e., t){^ € Ft and (A, F) \ = T { r f { ^ ) .  This finishes the proof that F is a 

Pi-filter. Now suppose that (3.16) is in Fi and that, for alH < m 

VI{^ e GT,. (3.17) 

Then, by (3.15), 

21 h A Vjrv?rv(^(x),y,u). 
:<7n 

(3.17) says that, for all c, all V G K, and all f ^ Fv 

Therefore, 

21 1= v7tv('7(^,/,C), 

i.e., f f { ^  G Gj-.This finishes the proof that G is a filter. We claim now that F  O G  =  

D a -  F o r  i f  f o r  s o m e  V  E  K  e  6  e  E  F y  f )  G v ,  t h e n ,  b y  d e f i n i t i o n  o f  G ,  

21 i= (f?vy(e, e, c), for all c. But then e £ by (3.14), which completes the proof 

of our claim that F H G = D^. Since 21 G QFSI, it follows that F = Da or G = D^. 

By definitions of F and G, 56 G F and Ra E G. Therefore 21 1= Ra V 56. We have 

proved that for all i?, 5 6 K, 21 |= and thus completed the proof of the lemma. 

• 

Since Fi U F2 [= Fi U Fj U 0 (Lemma 3.8), there is a finite set Fj C F2 such that 

Fi U F^' 1= Fi U F^ U Q. Therefore Q C Mod'(Fi U F'2') CLC Mod-(Fi). Recall that 

QFSI = Q N (Mod*(Fi)FSI) = Q N (Mod"(Fi U F2))FSI- Hence 

QFSI = Q n (Mod-(Fi)Fsi) ^ (Mod-(ri u r'2'))FSI-



241 

It follows that 

QFSI ^ Mod"'(ri U r2)FSL Q Lr\ (Mod""ri)Fsi-

By Lemma 3.9, L D (Mod*(ri))FSI Q QFSI- Therefore 

QFSI = (Mod'(ri u r^'))Fsi = Lr\ (Mod-(RI)FSI. 

Thus Q — Mod"'(ri U Fj), and Q is finitely axiomatizable. 

3.3 Universally parameterized Horn formulas 

A universally parameterized strict Horn formula ox ]MS% universally parameterized 

Horn formula is a formula of the 

^o(f) A ... A 7?o A • • • A 771-1 (f), (3.18) 

where I  > 1 and for i  = 0,..., A: — 1 and j  = 0,...,/— 1 ^i(x), T ] j ( x )  are arbitrary 

parameterized atomic formulas with free variables xq, ... Xp^i for some p and such 

that X = xo, • • -Xp-i. Thus every parameterized Horn formula is logically equivalent 

to a formula wi'.r'i of the form 
I V / 

Vi; f \  R i { T i { x ,  v ) )  Vir/\ S j { a j { x , v ) )  (3.19) 
i<k i<l 

for some sequence of variables v. Note that a Horn formula (3.18) corresponds to 

a rule. In the sequel ?/>(£) will always represent a parameterized Horn formulaand 

0(x), f(x). nfx) arbitrarv oarameterized atomic form.ulas or coniunctions of such. Ev-

ery ordinary Horn formula is a parameterized Horn formula with an empty list of 

parameters. 

The formulas (3.12)- (3.14), which constitute the set Q of the previous section 

are also examples of parameterized implications. 
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A class L of matrices is called a parameterized matrix quasivariety if £ = ModT 

where F is a set of parameterized Horn formulas. 

An arbitrary filter F on an algebra A is closed under parameterized implication 

(3.19) if whenever {T,(A,^ : e E A^} C Fr^ for all i < k then also for every j < 

/, {crj(a, : e G A''} C Fsy If F is a filter on a A-algebra A, then (A, F) |= i^{x) iff 

F is closed under tpix). Clearly, if each member of some system of filters is closed 

under a given parameterized Horn formula then so is their intersection. 

Let £ be a parameterized quasivariety and let A E C. A filter F on A is 

called an C- filter if (A, F) EC. So F is an C- filter if it is closed under any set of 

parameterized Horn formulas that form a base for £. Hence the set of all ^-filters on 

A, which we again denote by Fi£(A), is closed under arbitrary intersections. This 

gives 

Lemma 3.10 Every parameterized quasivariety is closed under the formation of sub-

direct products. 

The set Fi£(A) need noi be closed under the formation of unions of directed sets, so 

Fi£(A) is not, in general, an algebraic lattice. 

A matrix 21 = (A, F) E C is finitely subdirectly irreducible relative to C \i F 

is finitely meet irreducible in the lattice Fi£(A). The subclass of £ so defined is 

denoted by £FSI- Fi£(A) need not be algebraic, so a fixed filter need not be the meet 

of finitely many meet irreducible £ filters. This is always the case, of course, when 

A is finite, so we have 

Lemma 3.11 Assume £ is is a parameterized quasivariety and let 21 G £- //2l is 

finite, then it is a subdirect product of a finite number of matrices in £FSI-
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3.4 Calculus of transformations 

We introduce the notion of transformation of a parameterized Horn formula by 

a parameterized atomic formula. This always generates another parameterized Horn 

formula. We look at the relationship between the model-theoretic properties of an 

arbitrary parameterized Horn formula and those of its transform. 

Let u  =  uq,  . . . ,  U n - i  be some fixed string of variables. Let 

$ = {YUIPRS : R,S E K} 

be arbitrary but fixed system of finite conjunctions of parameterized atomic formulas. 

Recall that (pRs is of the form (3.2). For any pair of ordinary atomic formulas 

a{x) = R{T{X)),l3{x) = S{P{x)) define 

Tr(a,/3) := \/i^Rs{T{x), p{x),u) 

Next, for any pair (f(x),7;(£) of conjunctions of parameterized atomic formulas, where 

^(x) :=yv^i<lOiiix,v) and T]{z) := Vjr Aj<fcv) define 

Trl ''" p i = A Trl'rv: /9 "l -"v-Jl // ^-j i \ / \ 
i<l j<fc 

Finally, for any Horn formula 0(x) := ^ 7(^), where ^ { x ) , r j { x )  are conjunc

tions of parameterized atomic formulas, and any conjunction of parameterized atomic 

formulas 0(F) define 

T v { i ^ J )  =  T v { ^ , 9 ) ^ T v { r ^ , e )  

Tr(0,^) = Tr(0,O^Tr(0,7/) 

Transformations Tr(^(x), ̂ (f)) and Tr(0(£), V'(x)) are called respectively the right 

and left transforms of Tp{x) by 0{z). Sometimes we write Tr^ instead of just Tr to 

stress the fact that this operator depends on the system 
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Note that we define the transforms of a parameterized Horn formula by a con

junction of parameterized atomic formulas, not by another parameterized Horn for

mula. Note also that the transforms are again parameterized Horn formulas, so it 

makes sense to iterate the operation. For any parameterized Horn formula 

define 

Lt^(^) :=Tr(V',i2il 

:=Tr(i?r,^) 

called the left and right transforms of with respect to R, respectively. Again, 

to stress that Lt^ and Rt^ depend on $ we sometimes write the names of these 

operations with the subscript $. We put Lt'^(^) := {Ltf (^) : i? G K} and Rt'''(^) ;= 

{Rt^(i/;) :/? e K} 

Observe that the formulas (3.15) of the section 3.2 are just the left transforms 

of the rules F. 

In the proof of Lemma 3.9 we were able to conclude that the filter F was closed 

under the rules F from the fact that the matrix 21 universally satisfied the correspond

ing left transforms. Similarly, G was closed under the same rules because 21 satisfied 

the corresponding right transforms. This relationship between closure under rules 

and satisfaction of their transforms extends to parameterized Horn formulas. 

Lemma 3.12 Let 21 be any matrix and let X = ^ for each 

T e K. Define Fx •= Urg j( { F x)t->Gx '•= Use A' 

{FX)T •= S : 21 \= VjrVrsl^, c,^) : for all S 6 K and all c G A's} 

{ G x ) s  ' • =  { y  G : 21 1= Vir(^xs(c,y,u) : for all T 6 K and all c G A'r}. 
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Then for any parameterized Horn formula •)/' 

21 [= Lt^(^) implies that Fx is closed under and 

21 1= Rt(i>(0) implies that Gx is closed under tp. 

Proof. Suppose that 21 |= Lt*^(V'), with JP = ̂ (X) —>• TJ(X), where 

^ ( x )  =  V f f / \ T i ( f i ( x , v ) ) ,  ( 3. 20)  
i<l 

7? ( f )  =  V i r  / \  S i { p i { x , v ) ) .  ( 3. 21)  
t<7n 

Then 

Lt^(^) = Tr$(^(x),/?(£)) 

=  Tt ^ ^ { x ) R { z )  — >  T r ^ r ] { x ) R { z )  

= VcrVir /\ (f>TiR{Ti{x, u), z, u) -> VirVs /\ <l)s^r{ p j { x ,  u ) ,  z ,  u )  ( 3. 22)  
:</ i<in 

Assume that 21 j= Lt*(^), i.e., for every R E K,2l j= Lt$(^). To complete the 

proof we need to verify the following implication : if a € ^4'' (where p is the length of 

the sequence x) and if for any choice of e G A"" (where r is the length of the sequence 

V ) and for every z < / we have then for any e E and for every 

j  < m  w e  have p j { a ,  ̂  E  { F x ) s j -

So suppose that A e and that for all e e A'', all i < I 7^(a,^ e {Fx)t,- This 

means that for every i? 6 K, for all c e xr, we have 21 |= A:<; 4>TiR{ti{^i c, u). 

Since for every RE K,2l |= Ltf(^), this means that also for all /? 6 K, c £ XR, 

j  <  m .  a n d  e  G  / ! ' "  w e  h a v e  2 1 1 =  c ,  u ) ,  i . e . ,  t h a t  f o r  a l l  e ,  a l l  j  <  I  
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Pj{a,^ E {Fx)sj- This finishes the proof that Fx is closed under V'- The proof that 

Gx is closed under ^ is similar. 

Let Q be a protoqucisivariety for which $ defines principal filter meets. The real 

content of Lemma 3.8 is that, whenever an implication ij; is a, rule of Q, so are the 

left and right transforms of xj). 

Lemma 3.13 Let Q be a protoquasivariety with -principal filter meets defined by a 

system Then Q [= Lt^£,(^) and Q [= Rt^(^), for every rule such that Q \= xj;. 

Proof. It suffices to show that QFMI satisfies the transforms of Let TJ; =  ̂ TJ 

where ^ and 77 are as in the previous lemma. Then Lt,^(0) = {Lt^{xp) : R 6 K}, 

where Lt^(^) is of the form 3.22. Let 521 = (A, DA) G QFMI, I? G K and C G 

Assume that for all e 6 A'" 21 |= Vs Ai<i <l>TiR{'''i{a, c, u). We want to show that 

for all e e A'" 21 }= Vj Ai<m 4>SjR{pj{a, e^,c,u). 

Since $ defines principal filter meets, we have 

Fg='(ri(^(a,e))nFg^(i?c) = Da 

for all i < /, e £ A*". Since 21 is FMI either 7^(0, e) € for all i < I or 

c G {D^)r = R^. In the first case, ^{a) holds and therefore by assumption, 7 ] { a )  

holds too, i.e., pj{a,^ G (Da)sj = Sf for all j < m, all e G A'". So in this case 

Fg^{Sj{pj{a, e^))) n Fg^(i2c) = Z)a- Of course this is also true in the second case. So 

^ 1= ^uAj<m <i>SjRiPj{^-,^iC,u) for all e G A"" and therefore 21 \= Lt$(^). The proof 

that 21 ^ Rt$(^) is similar. • 

In order to axiomatize the property of defining principal filter meets we consider 

the following formulas: 

a  := Tr<i>(i?x, —> Tro(5y, R x ) ,  i.e., (3.23) 
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a = y, u) Vjr9sR(y, «); 

/3 := Tr<j,(Tr$(i?x, 5y),ri) •(-»• Tr$(i?f,Tr<i.(5y, Ts)) i.e., ; (3.24) 

^ = Tr<j(V2(ji>Hs(^,y,w)),r2) Tro(i?£,V5?iisr(y,2,u))) 

= v.- A Tr<,(7^«^(T«^(x,y,ir)),r^<->V„- A Tro(Hx,7^^^(rf^(y,F,u)) 
RS RS 

i<lsT i<isT 

Note that ^ is the conjunction of two parameterized implications. 

Lemma 3.14 Assume that Q is a protoquasivariety and that $ defines principal 

filter meets in Q. Then Q |= a, ,3. 

Proof. Let 21 6 Q. Notice that a is the formula (3.13 and that the fact that Q\= a 

has already been proved in lemma 3.8 . It suffices to show that for every finitely meet 

irreducible filter F on 21, (A, F) |= So let F be a finitely meet irreducible filter of 

21. To demonstrate that (A, F) |= /?,i.e, that 

(A, F) h Tr$(Tr$(i?f, Sy), Tr<i,(i?x, Tv^iSy, Tz)), 

we will show that the satisfaction of either antecedent or conclusion of the above 

formula is equivalent to the condition that 

X e Fr ov y e Fs or z e Ft- (3.25) 

Indeed, 

Tr<t(Tr^,(/?f, = Tr$(Vir9fis(^,y,w),T2l 

= Tr<,(Vff A i?P(«f^(^,y,^r)),r5i 

= it /\ WipiiRsT{Tp^{x,y,u),z,v). 
i<mrts 
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This is equivalent to the condition that for every i < mus-, for all a G G 

(A, F) [= b, u), c, v). 

As F is finitely meet irreducible this in turn, for a fixed i, is equivalent to the 

condition that either 6, u) G Fj^rs, for every u, or c G Fj- Thus either c E Ft 

or for every i < mfis-,T^^^{a,b,u) G Ff^ R s ,  for all u .  But this last condition is is 

equivalent to 

(A,F)hV„- A TP'ir^^'iSXu)), i.e., to 
i < m R s  

(A, F) 1= Vir¥'Rs(o5 b, u) and whence to (3.25). 

The fact that { A , F )  [= Tr<i>(-Rx, Tr<i>(5y, Ti}) is equivalent to (3.25) is proved 

similarly. Hence Q |= ,5. • 

Lemma 3.15 Let ^ be a system of parameterized conjunctions of atomic formulas 

indexed by . Then for every parameterized Horn formula ip{x) 

a h LtJ(^) ^ RtJ(^) 

for all R G K. • 

Lemma 3.16 Let ^ be a system of parameterized conjunctions of atomic formulas 

indexed by , let il^{x) be a parameterized Horn formula. For R G K let z^ be a 

string of variables of length p{R) such that none of the variables in the sequence z 

occurs in xj). Let z be a concatenation of all z^. Then for any conjunction 6{w) of 

parameterized atomic formulas 

hV.K A (Tr$(^(^),/?^-^)))^Tr<,(^(x),^(zi;)) 
Re K 
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Proof. Let ^(x) = —»• ri{w), where ^{x),tj{w) are parameterized conjunction of 

atomic formulas. Let 6{w) = Si{ti{w,v)). Then ^T^{•^h{x),6{w)) is logically 

equivalent to 

W ^ { / \ T l ^ { ^ { x ) , S i { T i { w , v ) )  V i ; ( / \  T T ^ { T j i { x ) ,  S i { T i { w , v ) ) ) .  
i<k i<k 

This, however, is logically implied by 

Vir[/\ Tr<t,(^(x),5i(T;(uJ,i;)) ^ T v ^ { r ] i { x ) ,  S i { T i { w , v ) ) ] ,  which is equal to 
:<A: 

Vir[/\ Tr^iipix), Si{Ti{ w , v ) ) ) ] .  
i<k 

this in turn is a substitution instance of V=-Ai<fc Tr<i)(0(x), Si{^), which is implied by 

VF /\ Tr<i,(^(x),i?iO. 
H6 K 

• 

Lemma 3.17 Let ^ be a system of parameterized conjunction of atomic formulas 

•JT> /V/s-r/s/Z A-2 Th pr> fnT' nrf)! 7}nr'nrr>fi>ifi>r")y^r1 tmryl'i/^ni'ynrt -jA rtrtr! nil ^ Q ^ T< K* »  U S/ ^  JL A, •  ^ f V W « V  J \Y *  ^  ̂  ^  ^  ^  ̂  W  V  «  «  V  ̂  « r  V  W  V  V  V  *  V  •  V  V  ^ \J ^ v .  ^  ̂  ^  

have: 

/3,Lt«(^)|=Lt|(Ltf(^)) 

Proof. Let = (^(x) —> 7/(x), where ^ and rj are of the forms (3.20), (3.21), 

respectively. 

Then Lt|(Ltf (^/J)) is: 

Tro(Tr<i,(^(£),i?i^,5i£;) —> Tr<i,(Tr<j,(7;(x),/?£), 5ty) = 



250 

Vir/\ Tr4,(Tr^(r,(7v(x, u)), Rz), Sw) -> Vi;Tr$(Tr<i>(5j(^j(x, u)), Rz), Sw). 
i<l 

Under /5, a conjunction on the left is equivalent to Tr$(r,(Ti(x, u)), Tr<t(i?i*, 5il;)) 

and the conjunct on the right to 'Tv^{Sj{pj{x,v)),Tv^{Rz, Sw)). Thus Lt5(Lt|(t/))) 

is equivalent under j3 to Tr<i>(r,(0(x), Tr$(i?i', 5w)). But by Lemma 3.16 this last 

formula is a consequence of Lt<i>(0). 

3.5 The main results 

The aim of this section is to prove Theorems 3.1 and 3.2. Theorem 3.2 is a 

consequence of Theorem 3.1, which in turn follows from the Main Lemma and the 

following: 

Theorem 3.18 Let Q be a finitely generated, filter-distributive protoquasivariety. 

Then there exists a finite set of rules R such that Q = Mod*(jR U £^(Q)), where 

E{Q) is the set of all the theorems of Q. 

Proof. By hypothesis, Q. is finitely generated; so by Lemma 2.18, QFSI IS up to 

isomorphism a finite set of finite matrices. So it is strictly elementary. This together 

with filter-distributivity implies that Q has parameterized DPFM (Thm. 3.5). Let 

Q = Mod*r, where F is a possibly infinite set of Horn formula s (rules). Let be a 

system defining PDFM in Q. Then by theorem 3.5 

Or;-ct — U r it itW —V RT\/ QtTI • P C c Tv'X'* 

As in section 3.2, we use tpRs as an abbreviation for y . u ) )  —s- R S y  S ^ .  

Since QFSI IS strictly elementary, there exists a finite subset F' of F, such that 

Qpsi = Mod' { r ' U { i P R s : R . S  e  K}). 
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Let 7 := u) —»• Rx and let f2 be {a,/?,7} U Lt$(r' U {a,/?,7}). 

For any set A of parameterized Horn formulas let Lt<j,(A) = {Lt<i>(^) : ̂  G A} 

and similarly for Rt$(A). 

Lemma 3.19 f= Lt'^(r' U 12) U Rt'^(F' U Q). 

Proof. Let ^ G F' U = F' U {01,^,7} U Lt*^(F' U {a,l3,^}). If ^ G F' U {a,7}, 

then Lt'^(^) C and we are done. If ^ G Lt^(F' U {a, ̂ 5,7}), then ^ j= Lt'^(^) by 

Lemma 3.17. Therefore Q, |= Lt^(V') and thus also Q, |= Rt'^(^), since a,Lt*{xp) |= 

Rt'^(0). • 

Let C  = Mod"'(F' U f t ) .  Note that £ is a parameterized matrix quasivariety. 

Lemma 3.20 £FSI Q QFSI-

Proof. Let 21 G >CFSI- Then 21 \= F', so in order to show that 21 G QFSI it suffices to 

show that for all i2,5" G K 

21 h TpRS, i-e., 

a 'f= yx,y[^u<fRs{x, y, u) Rxy Sy) (3.26) 

Since 21 G /^FSI, we have that F D G = F = ov G = for all £-filters 

F, G on 21. Let R , S e  K have the arities n, m, respectively. Let a  G A",6 G A™ 

be such that 21 j= Vir(^Hs(a, 6,u). Define F = Ui-^r : T G K}, by Ft := {c G 

y^p(T) . ^ j_ V^(^7'5(c,6,u)}. By Lemma 3.12, applied to Xs = {6},A'r = 0, for 

T ^ S, WE conclude that F is closed under every parameterized Horn formula 

0 G F' U fi. Thus F is an >C-filter and a G Fr. Now define 0 = Y[{Gt : T G K} 

by Gt '•= {D G : 21 [= yuipvT{C,D,u) for all V G K, all cTG Fv]- The fact that 

O [= Rt'''(?/') for every G F' U 1) implies that G is an £-filter. Also, b G Gs- Let 
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c G (F n G)T- Then 21 \= 'I^FPTR{C^C,U).  Therefore 2L j= TC, i.e., F n G = D^. This 

implies that either F = or G = D^. Since A E FR and b € Gs, either 21 |= Ra or 

21 1= 56 and (3.26) is estabhshed. • 

To prove Theorem 3.18, we first show that Q C C. Recall that C = Mod'(r'Uf2), 

where fi = {a,/?,7} U Lt'^da,/?,7} U F'). Trivially, Q [= F'. Since $ defines meets 

of principal Q-filters in Q, we have Q [= a, ̂ 5,7. This was shown in Lemma 3.14 for 

a, /3 and for 7 see the proof of Lemma 3.8. Also, we have Q \= Lt^(r' U {a, /?, 7}) (by 

Lemma 3.13). Thus F \= F'un and Q C £ as desired. Since T'Llfl is finite, there exists 

a finite subset F" of F such that F" [= F' U fi. Then Q C Mod'"(F" U E{Q)) C C. To 

complete the proof we show that Mod*(F"UF(Q)) C Q. Mod''(F"UF(Q)) is a matrix 

subquasivariety of the matrix variety Mod''(F(Q)) generated by Q, which is finitely 

generated by hypothesis. So Mod"'(jF(Q)) is finitely generated and therefore, by 

lemma 2.25, locally finite. We claim that it suffices to prove that every finite member 

2lof Mod*(F"UF(Q)) is in Q. For suppose that 21 E Mod'"(F"UF(Q))\Q. Then there 

f v. Of VJ— il..- * , iS u. JL U1V-. * <z. A 0110.0 pr- * . kjiii^-'V- t *^oiioaij.ic5 uiii^ iiiiitciv luaiiv vaiicLUiCi), tilclt; lb 

a finitely generated submatrix ® of 21, which does not satisfy r. Therefore also S* is 

finitely generated and does not satisfy r. Now since Mod*(F"U F(Q)) is closed under 

5*. 03* is a finite matrix and whence belongs to the matrix quasivariety Q. But this 

c o n t r a d i c t s  t h e  f a c t  t h a t  0 3 *  0  Q .  T h i s  v e r i f i e s  t h e  c l a i m .  L e t  2 1  G  M o d * ( F "  U  E { Q ) )  

be finite. Then 21 G >C and therefore 21 <SD SO X - • • X QS„I , for some n and some 

matrices 03,- G QFSI, for each i < n. By Lemma 3.20, QSI G QFSI, all i < n. Thus 

21 G Q. This completes the proof of Theorem 3.18. • 
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Now we turn to the proof of Theorem 3.1. 

Proof, of Theorem 3.1. 

Let Q be a matrix protoquasivariety satisfying the hypothesis of the theorem. By 

Theorem 3.18, Q = Mod''(J? U E{Q)) for some finite set of rules R C T. Also, by 

Corollary refcor20 s2 (to generalized Jonsson's lemma, Lemma 2.18 ) QFSI is strictly 

elementary. So we can apply our Main Lemma 3.7 to conclude that Q is finitely 

based. • 

Theorem 3.2 is now a corollary to the above theorem. Recall that V is a matrix 

subvariety of a matrix quasivariety Q if V is the intersection of Q with some matrix 

variety. 

Proofof Theorem 3.2. 

Let V be a finitely generated matrix subvariety of Q. Then V is also filter-distributive 

matrix protoquasivariety. Let K be a finite set of finite matrices generating V. By 

the generalized Jonsson lemma for filter-distributive systems, Theorem Jonlemds, 

VFSI Q ^IqS'PoK C HS*A'. Since VFSI generates V as a matrix quasivariety, it 

follows that V satisfies the assumptions of Theorem 3.1 and therefore is also finitely 

based. • 

3.6 Discussion 

A 1-deductive system S has disjunction if there is a binary connective V in the 

algebraic language of 5 such that for every set X U {<^, of formulas, Cn5(X U {(^ V 

r h }  =  C n 5 ( A ' ' ,  ( ( ? )  f l  C n s { X . p s i ) .  
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Corollary 3.21 1. Let S be a protoalgebraic \-deductive system with disjunction. 

If Mod"*? is finitely generated, then S is finitely based. 

2. Let S be a protoalgebraic 1-deductive system with disjunction and let V be a 

finitely generated relative matrix subvariety ofMod'S. Then V is finitely based. 

Proof. It follows from [9] that a 1-deductive system with disjunction is filter-

distributiv. The corollary follows from Theorem 3.1. DA special case of the above 

corollary is due to J. Czelakowski, [8]. A matrix is weakly adequate for a deductive 

system S, if E{9K) = Cn5(0). 

Corollary 3.22 ([8, Corollary IIL^] Let S be a congruential 1-deductive system with 

disjunction. If there is a finite matrix weakly adequate for S, then S is finitely based. 

Proof. Let 9Jl be a finite matrix weakly adequate for S. Let V be the relative matrix 

subvariety of Mod*.?, generated by Then V = Mod"'(<SUjB(3n)) = Mod"(5), since 

E{M) = Cn5(0). By part 2. of Corollary 3.21, S is finitely based. • 

It follows from our earlier observations that if S is the equational deductive sys

tem of G. Birkhoff, then our Theorems 3.1 and 3.2 become Theorems 1.1 and 1.2 

of [42]. 

Recall that Theorem [3, 4.1.] was (the instance of) our Main Lemma here. 

Although this theorem does not follow directly from our main results, the following 

weakening of this theorem is also a corollary to the results presented here. 

Corollary 3.23 ([3, Corollary 4-T-])Let k be a finitary algebraic language and let 

S be a 1-deductive system over A. Assume that S can be presented by finitely many 

inference rules and that S is filter-distributive. Then any finite S-matrix has finitely 

axiomatizable theorems. 
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Theorem 4.1. of [3] would of course immediately follow from the positive answer 

to any of the following two questions 

Question 1 Assume that S is protoalgebraic filter-distributive k-deductive system 

and that (Mod*<S)Fsi is strictly elementary. Does S need to be finitely based? 

Question 2 If % is a relative matrix subvariety of a filter-distributive protoquasiva-

riety Q. Does TZ need to be finitely based? 

Both of these questions were first formulated in [42] for ordinary quasi-varieties and 

varieties ([42, Problems 9.6. and 9.7.]). 

Notice that in the proof of Theorems 3.1 and 3.2 we have essentially used the 

fact that K has only finitely many relation symbols. Thus the theorem applies to 

A;-deductive systems but not to Gentzen systems. 

We would like to ask the following question 

Question 3 Suppose that K has infinitely many finitary predicate symbols and sup

pose that a K-deductive system S is protoalgebraic and fiJter-distributive. Does it 

follow that every finite set of finite models of S generates a finitely based K-poto-

quasivariety? 

We also mentioned in the introduction to Part III that Baker's theorem has been 

generalized to congruence-modular varieties in [30]. It would be interesting to see if 

this result can in turn be generalized to fc-deductive systems. Thus we would like to 

ask 

Question 4 Suppose that S is a protoalgebraic filter-modular k-ds. Let JC is a finite 

set of finite models of S and suppose that there is a number n such that every suhdi-
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rectly irreducible matrix in Q{K.) has at most n elements. Does it follow that Q{fC) 

is finitely based? 

For quasi-varieties this question has also already been asked in [42] ([42, Problem 

9.131). 
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PART III. 

FINITE AXIOMATIZATION 
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CHAPTER 1. INTRODUCTION 

In Part II we considered the finite basis problem for arbitrary ^-matrices. In 

Part III we turn to a related finite axiomatizability problem, restricted to the following 

3 contexts: 1-deductive systems, equational logic and second-order equational logic. 

Recall (Part I, Definition 2.29) that the finite axiomatization problem for a finite 

matrix 21 asks whether there is a finite set R of rules such that is a theorem of 

21 iff is derivable from the empty set of premisses using the rules of R. This 

implies that the rules of R are sound for 21. One can also ask whether 21 has a 

generally stronger property that such a set of valid rules can be found. In the case of 

structurally complete matrices, i.e., the matrices for which every sound rule is valid, 

the two questions coincide. Recall also that the finite axiomatization property is 

weaker than the property of having a finitely based consequence operation or finitely 

b a s e d  t h e o r e m s  o v e r  a n y ,  f i n i t e l y  a x i o m a t i z a b l e ,  d e d u c t i v e  s y s t e m  S .  

In the context of equational logic finite axiomatization problem for a finite alge

bra A translates to the question whether the identities of A are logical consequences 

of a finite set of quasi~identitiGS of the algobxa, Oi, moie geneicmy, imiuc sco 

quasi-equations that are sound for the algebra. The question whether every finite 

algebra A is finitely axiomatizable in this sense was first proposed by W. Raut-

enberg in [46] and independently by A. Wroriski (see [42]). A matrix 21 is called 
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left-associative iff the term {x{yz) is a tautology of 21. Some auxiliary results about 

left-associative matrices and their underlying algebras are proved in Chapter 2. In 

Chapter 3 we prove that among 3-element left-associative algebraic matrices there 

exist exactly two that are nonfinitely axiomatizable. This answers the open question 

of [46, 61, 10]. In Chapter 4 we consider the Rautenberg-Wroriski problem for the 

underlying algebras of the nonfinitely axiomatizable matrices of [60] and Chapter 3. 

The finite axiomatization problem can also be considered in the context of 

second-order equational logic. Here, we require that the second-order theorems of 

a finite matrix be derivable from a finite set of second-order rules. This is equivalent 

to the condition that the first-order rules be derivable from a finite set of second-order 

rules. 

In the context of equational logic first-order rules are quasi-equations and the 

second-order rules take the form 

A T i  — » £ n  

where £,•, 6 are equations and A, Fj are finite sets of equations. The second order 

finite axiomatization problem for a finite algebra A then asks whether there is a finite 

set of second-order rules valid, or, in the more general version, sound, for A such that 

every quasi-identity of A can be derived from this set of rules. 

The problem whether every finite algebra is second-order finitely axiomatizable 

is open, but in Chapter 5 we prove that the answer is positive for two classes of finite 

algebras, namely the class of all finite algebras that do not have a proper nontrivial 

subalgebra, and the class of all finite algebras A embeddable into the free algebra in 

the variety generated by 21 and such that no homomorphic image of A is a proper 

subalgebra of A. 
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CHAPTER 2. LEFT-ASSOCIATIVE ALGEBRAS AND MATRICES 

This chapter contains basic definitions and lemmas concerning 3-element left-

associative both algebras and matrices. 

For this and next chapter, our language A is determined by an infinite set of 

variables Var = {xo, xi,... ,a:„,...} and one binary connective o. The A-algebras are 

called groupoids. Te(a:) and Te(a:) will denote respectively the set and the algebra of 

terms in one variable x. The length of a term f is 1 if i G Var and is |5| + |r| if 

t  =  s o r ,  i . e . ,  | i |  i s  t h e  t o t a l  n u m b e r  o f  o c c u r r e n c e s  o f  v a r i a b l e s  i n  t .  

Definition 2.1 We say that a term t is left-associated if t £ Var or t = s o x, 

where s is left-associated and x G Var. Similarly, a term t is right-associated if it 

is a variable or is of the form x o s, where x is a variable and s is a right-associated 

term. 

Definition 2.2 A matrix 21 is leftassociative if the term 

x { y z )  (2.1) 

is a tautology of 

It follows that every non-tautology of a left-associative matrix must be a left-associated 

term. Notice also, that if 21 is an algebraic matrix, i.e., a matrix with exactly one 
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designated element, then the term x [ y z )  is a constant. We call the underlying alge

bras of left-associative matrices left-associative algebras^ i.e., we have the following 

definition. 

Definition 2.3 A left-associative groupoid is a groupoid satisfying 

x { y z )  =  u { u u )  (2-2) 

Corollary 2.4 If ^ is a left-associative algebraic matrix, then A is a left-associative 

algebra. 

We adopt the following conventions: We will omit the symbol of the binary operation 

0 and when parentheses are missing we assume the association to the left. By xy'' 

we mean x if A: = 0 and (xy''~^)y if A: > 0. Let A be a groupoid and let Rg be the 

range of the operation o in A, i.e., 

R g  =  A  0  A  =  { a  0  b  :  a ,  b  G  A ) .  

Suppose in addition that 21 satisfies (2.2) and let e be an element of A such that 

for all a,b,c G A, a{bc) = e. Then 

a 0 6 = e, for each a  £  A , b  E  Rg; i.e., (2.3) 

AoRg = {e}. (2.4) 

This implies that 

Rg is a proper subset of A, (2.5) 

for if Rg = A, then by (2.4), {e} = AoRg = AoA = Rg = A, a contradiction. Using 

the observations (2.3), (2.4), (2.5) above, we can now list all possible three-element 

groupoids satisfying (2.2). 



262 

Lemma 2.5 Let A be a three-element groupoid satisfying 2.2. Then up to isomor

phism A = ({0, l,2},o), where the operation o is given by one of the following tables. 

0 0 1 2 0 0 1 2 o 0 1 2 
0 1 2 2 0 1 2 2 0 1 2 2 
1 1 2 2 1 1 2 2 1 2 2 2 
2 1 2 2 2 2 2 2 2 2 2 2 

o 0 1 2 
0 2 2 2 
1 1 2 2 
2 1 2 2 

(I) (11) (III) (IV) 

0 0 1 2 0 0 1 2 0 0 1 2 0 0 1 2 
0 2 2 2 0 2 2 2 0 1 2 2 0 2 2 2 
1 1 2 2 1 2 2 2 I 2 2 2 1 2 2 2 
2 2 2 2 2 2 2 2 2 1 2 2 2 1 2 2 

(V) (VI) (VII) (VIII) 

Proof. Note that up to isomorphism A is the algebra ({0, l,2},o), where 2 = 

a{ b c) for any choice of a,b,c E A. By (2.5) Rg = >1 o A is a proper subset of A and 

by (2.3), 2 6 Rg. Without loss of generality we assume that 

RgC{l,2}. (2.6) 

For if this is not the case, then A is isomorphic to some algebra satisfying (2.6). We 

observe that 

a 0  i = a 0 2 = 2, for each a = 0,1,2. (2.7) 

This is obvious if Rg = {2} and follows from (2.3) if Rg = {1,2}. 

We have shown that a .3-element algebra satisfying (2.2) is isomorphic to an 

algebra A = ({0, l,2},o) satisfying (2.6) and (2.7). Clearly, (2.6) and (2.7) imply 
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that the algebra satisfies (2.2). Hence A satisfies (2.2) iff it is isomorphic to a algebra 

A' = ({0,1,2, },o) which satisfies (2.6) and (2.7). The 8 algebras listed in the 

conclusion of the lemma are exactly all the algebras A = ({0,1,2}, o) satisfying (2.6) 

and (2.7). • 

Corollary 2.6 Let Tl = (M, D) be a 3-element algebraic matrix. Then satisfies 

(1) iffM= (({0,1,2}, o, {2}), where o is given by one of the tables (I)-(VIII). 

The matrix with the multiplication table (V) is the matrix with non-finitely based 

consequence operation discovered by Wroriski, [63]. 

Recall that for a given matrix 9H, E { M )  denotes the content, i.e., the set of all 

tautologies, of 371. 

Recall from Chapter 2 the following definitions and facts. A rule r is admissible 

for M if it is valid in the matrix (Te, £'(9Jl)). Thus r = { X , t ) is admissible 

for iff, for every substitution a : Te —> Te, whenever cr(X) C E{VK), then also 

a{t) E £(9H). Let FM(^) be the free algebra on one generator x in HSP(M). We will 

identify the elements of F{x) with terms in the variable x, i.e., with the elements of 

T e ( a : ) ,  i n  t h e  s t a n d a r d  w a y .  L e t  E ( a ; )  =  £ ' ( O T ) n F ( a : )  a n d  l e t  ̂ ^ ( x )  =  { F m { x ) ,  E { x ) ) .  

Lemma 2.7 1. Suppose that a finite left-associative algebra M is 1-generated. 

Then M is isomorphic to FM(X). 

2. Let VJl be a finite left-associative algebraic matrix whose underlying algebra M 

is 1- generated. Then VR and^sm{x) are isomorphic. 

Proof. Let a be a generator of M. Then every element of M  is of the form t { a )  

for some term t{x) 6 Te(x). In particular, if 6 G A/, b ^ then b £ M"^. Also, by 
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(2.5), a 0 Rg. Let / : Fm{x) —s- M be the unique algebra homomorphism such that 

f{x) = a. Since a generates M, / is onto. 

To show that / is one-one it is enough to show that for all terms € Te(x), 

i f  t {a) = s(a), then t{x) = 5(x) is an identity of M. Suppose that i(a) = s{a). If 

t{x) = X, then s(a) = a and therefore s{x) = x as a ^ So we can assume that 

t{x) ^ X, i.e., t{x) = ti{x)t2{x) for some terms ^1,^2 G Te(x). By the symmetric 

argument we also can assume that 5(x) = 6i(x)s2(x), for some terms 5i,S2 G Te(x). 

Let 6 G M, b ^ a. We want to show that t{b) = ${b). As b E S2{b),t2{b) G 

So t{b) = s{b) by 2.2. The first claim of the lemma follows. 

For the second claim we need to observe that f { E { x ) )  =  D .  Clearly, f { E { x ) )  C 

D and by (2.1), f{E{x)) is nonempty. The matrix is algebraic, which means that 

£ >  i s  a  o n e - e l e m e n t  s e t .  T h u s  f { E { x ) )  =  D .  •  

For n = 1,2, ...,8, let M„ and 3Jl„ be the algebra and the matrix determined by 

the n-th table, according to the enumeration of the Lemma 2.5. Also, let denote the 

free denumerably generated matrix 5^; and 5t(x) the corresponding one-generated 

np.atrix. The following IcrPxina for i = 5 is due to W. Rautcnbcrg [48] and for i — 7, S, 

to A. Wroriski (personal communication). 

Lemma 2.8 All matrices djli, i = 1,...,8 are struciurally compleLe. All algebras 

Mi, i = 1,...,8, are structurally complete. 

Proof. In view of Lemma 2.28 it is enough to prove tha.t M; is embeddable into 

Fi and that Mi is embeddable into 5i. This second condition is of course stronger 

than the first, since it means that there is an embedding e of M,- into F{ such that 

(e(M,), e(A)) is a submatrix of 5,-. 

Notice that in each of the matrices £!Jli — M4 and Mt — OTg, 0 generates M. 
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Hence by Lemma 2.7 each of these matrices is isomorphic to the submatrix 5®. (^) 

of i-e., is embeddable into J,-. For the matrix QJls let a mapping e : Ms —>• 

be defined by e(0) = xq, e(l) = and e(2) = It is straightforward to 

verify that in the free algebra F5 these three terms are pairwise distinct, so e is 

one-one. Similarly, {yz)z = yz and y{zu) = xqXo for all elements y,u,z in F5. 

Thus (a:iXo)a:o = a;iXo and xo(a;ia:o) = a;o(xoa:o) = (^ia;o)(a:ia:o) = (a;iXo)(a:oa:o) = 

(xoa:o)(xia:o) = (a:o^o)(3:o2'o) = 2:0X0, i-e., e is an embedding of 9JI5 into ^5. Finally, 

it is clear that fHe is isomorphic, via e(0) = XQ,e(l) = xi,e(2) = XQXI, with a free 

2-generated matrix, i.e., the submatrix (F(xo,xi), Z)} of Se, where F(xo,xt) is the 

subalgebra of Fe generated by xo,xi and D is uniquely determined. By a similar 

argument it also follows that the algebras Mi-Mg are structurally complete. • 
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CHAPTER 3. THREE-ELEMENT NONFINITELY 

AXIOMATIZABLE MATRICES 

3.1 Introduction and overview 

From now on we consider only 1-matrices, i.e., models of a language whose 

relational part of the language consists of only one predicate. Recall that in this case 

we identify the 1-terms with just terms and that matrix filters are identified with 

subsets. 

In [46] W. Rautenberg proved that (the set of tautologies of) any 2-element 

matrix is finitely axiomatizable and asked (see [60]) if the same is true for any fi

nite matrix. This question was answered by P. Wojtylak, who in [61] (see also [60]) 

constructed a 5-element matrix with two designated elements that is not finitely ax

iomatizable. This led Rautenberg to the natural question ([45], page 109) whether 

there exist nonfinitely axiomatizable 3- or 4-eiement matrices. In [61] Wojtylak sug

gested the more specific problem whether there is a 3-element nonfinitely axiomatiz

able matrix with one designated element. In particular, he wanted to know if there 

was a nonfinitely axiomatizable matrix as simple as the 3-element matrix with one 

designated element considered by A. Wroriski in [63]. Wroiiski showed that the con

sequence operation of this matrix is not finitely based. Earlier examples of this kind 

with more than three elements had been presented by Wroriski [62] and Urquhart 
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[55], but the result of [46] shows that such a matrix must have at least three ele

ments. Subsequently, Wroriski's matrix was shown to be finitely axiomatizable in 

[45, page 116] and independently in [61]. Matrices with only one designated element 

are called algebraic in the literature. Thus Wojtylak was particularly interested in 

finding a "simple" nonfinitely axiomatizable algebraic matrix with four or, better yet, 

three elements. In [10] W. Dziobiak presented a 4-element nonfinitely axiomatizable 

algebraic matrix thus reducing the problem to the 3-element case. 

We believe that the particular simplicity of Wroriski's matrix, as well as of the 

proof that it is not finitely based, is due to the fact that the term 

x { y z )  (.3.1) 

is a tautology. This term is also a tautology of the matrices of Urquhart ([55]), 

Wojtylak ([60, 61]) and Dziobiak ([10]). 

In this Chapter we examine the eight 3-element algebraic matrices (up to iso

morphism) that satisfy (3.1). Using the method of [60, 61, 10] we prove that exactly 

t x - i . x A . w i i i t x i . x x t  O U l l l d  o u t  t l l c i L  d l i  

braic matrices satisfying (3.1) are structurally complete — a fact noticed earlier by 

W. Rautenberg for Wroriski's matrix. Since every nonfinitely axiomatizable m.atrix 

is also nonfinitely based, our result gives several more examples of matrices whose 

admissible rules are not finitely based^. 

^We thank Prof. W. Rautenberg for pointing this out. 
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3.2 The results 

Throughout this section, whenever we say " matrix ", we mean a matrix whose 

underlying algebra is a groupoid. The aim of this chapter is to present the following 

Theorem 3.1 Let M = (M, D) be a S-element algebraic matrix satisfying (1). Then 

SDt is nonfinitely axiomatizable iff VJl is isomorphic to fJRj or SJlg. 

Proof. The proof will be completed by proving the following two lemmais. 

Lemma 3.2 Fori = SDl,- is finitely axiomatizable. 

Lemma 3.3 The matrices Mj, flJls nonfinitely axiomatizable. 

For n = 1,S let 0„ : Te —> Mn be the unique valuation such that 0„(a:) = 0, 

for each variable x 6 Var. 

Proof of Lemma 3.2. For each of the matrices SJl,- mentioned in the Lemma 

we provide a finite set Ri of rules which axiomatizes the matrix. Note that for 

i = 1.3,4,6 all the rules are axiomatic. 

(I). The matrix OTi is axiomatized by R i  = { x { y z ) ] .  

Proof. The valuation 0 shows that no term of the form 3a:, where 5 £ Te and 

X G Var, is a tautology of OTli. Since x 0 E{Mi) it follows that each tautology is of 

the form ri, where r, t are terms, i.e. of the form r{us), where r, u, s are terms. Since 

a l s o  x { y z )  G  £ ( 9 J t i ) ,  w e  c o n c l u d e  t h a t  R i  a x i o m a t i z e s  M i .  

(II). The matrix DJI2 is axiomatized by R2 = {a:(?/2), {x,xy)]. 

Proof. Note that every term is of the form (p = xpvi • • • for some n > 0 

and Vi,... ,Vn € Var, where ^ is either a variable or is the longest subterm of of 
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the form V' = t { r s ) .  The valuation 0„ shows that no term of the form vqV i • • - V n  for 

" > 0, Vi 6 Var, where i = is a tautology of 9712. Hence every tautology of 

9Jl2 is of the form 

(p = r{ts)viv2 - • - Vn, 

where n > 0 and r , t , s  £  F  and for i = 1,..., n, u,- 6 Var . Such a formula clearly 

is in Cn(i?2)0)- Also, R2 is valid in M2, which shows that R2 axiomatizes OT2. 

(III). The matrix OT3 is axiomatized by R z  = { x { y z ) ^  { x y ) z } .  

Proof. Since x and x y  are not tautologies of SJls for any pair of variables x , y ,  

each tautology must be of the form r{st) or {rs)t, so £{^3) C Cn(i?3,0). Clearly, 

all rules of R^ are valid in 9JI3, so = Cn(i?3,0). 

(IV). The matrix OT4 is axiomatized by R 4  = { x x , x { y z ) } .  

Proof. It is easy to see that every rule of R 4  is valid in M 4 .  Let t  6 £ { ^ 4 )  

and suppose that t is not a substitution instance of either axiom in R4. Since a 

tautology of VJI4 cannot be a variable, t = sx for some s 6 Te, s ^ x and x 6 Var. 

Also , 3 ^ Var, bccause yx ^ E{^j14^ for any variable y. Therefore 04(^) ^ Oj litjiict: 

04(f) G {1 0 0,2 0 0} = {!}. This contradicts the choice of t. 

(V). The matrix SJls was used in [63] to show that the consequence operation of a 

finite matrix need not be finitely based. It was shown in [4-5] and independently in [61] 

t h a t  t h i s  m a t r i x  i s  f i n i t e l y  a x i o m a t i z a b l e  b y  t h e  s e t  R 5  =  { x x ,  x { y z ) ,  ( x ,  x y ) ,  { x y ,  x z y ) ]  

(VI). Clearly, SJle is axiomatized h y  R e  =  { x y } .  •  

Proof of Lemma 3.3. Since 9H7 and Mg differ only in OoO, they have many common 

properties. Some of these properties are listed in the following proposition. 
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Proposition 3.4 Let n = 7 or 8 and let a,b,c^ {0,1,2}. Then 

al = a2 = 2 

I f  m , n  >  0 and m = n {mod 2) then aOi^ = aO" 

Proof. By inspection of the multiplication tables VII and VIII. 

For each natural number k we define terms 

•— ^2k-\-\^2k ' ' ' X2^'l 

and 

• =  X 2 k X 2 k - \  •  •  •  X 2 X 1  

Observe, that for n = 7,8 and for any natural A; > 0 

On('^n,A:) — 
000 = 2 if n = 7 

00 = 2 if n = 8 

by (9) and (8). This implies the following 

Proposition 3.5 Let m > 0, ui,... G Var and let 

t — 

be a tautology of^JJln {for n = 7 or 8). Then m is even. 

Proof. Since i is a tautology, 

2 = 0„(i) = 0„(Q„,fc)0„(ui) • • • Ojtw) = 20"^ 

If m = 0, then m is even, and if rn > 0, then m is even by (3.3). 



For every positive integer k  and n  =  7 , 8  let Gn,k be the set of all left-associated 

tautologies of SJln, which have a subterm <yn,k- Thus an element of Gn,k is a tautology 

of the form 

Oln,kVlV2 •••Vm 

for some m > 0, where vi, - ,Vm G Var. By Proposition 3.5, m must be even. We 

next show that, for every k and n = 7,8, Gn,k 0- Let 

t  . —  O l T i ^ k X \ X \ X 2 X 2  •  •  •  ^ 2 k ^ 2 k ^ 2 k + \ ^ 2 k - \ - \ -

Then t is left-associated and for any valuation /, if /(x,) / 0 for some z = 1,..., 2/;+1, 

then f{t) = 2. If f{xi) = 0 for each i = 1,..., 2^ 4-1, then 

f { t )  =  O n { t )  =  = 20''--+2 = 2 0' = 2 

by (3.3). This shows that f is a tautology and thus t G Gn,k-

From now on, let us fix n = 7,8. We will write 0, a/., and Gk for and 

Gn,k-, respectively. 

Claim 4 I f  t  E  G k ,  t k e v , ,  f o r  e a c h  e v e n  i  <  2 k  ,  X i  o c c u r s  i n  t  o u t s i d e  o f  

Proof of Claim 1. Let t 6 Gk- Then 

t  —  C X f z U \  '  "  •  V f j i ,  

for some V i , . .. ,Vm G Var. By Proposition 3.5, m is even. Let i be an even index, 

0 <  z  <  2 k .  T h e n  m  +  i  —  1  i s  o d d .  D e f i n e  a  v a , l i i a . t i o n  /  b y  f ( x ; }  =  2 ,  f o r  e v e r j /  x ;  

occurring in and f{v) = 0 otherwise. If X{ does not occur among the vj^s, then by 

(3.2) and (3.3) 

f ( t )  =  g_^ 20_^0^^= 20'"+'-^ = 20 = 1. 

l a f c l  - i  i - 1  ^  
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This contradicts the assumption that t E Gk C so x,- must occur in t 

outside of Ok- • 

It follows from Claim 1 that 

for every t  G G k  the length of t  is at least Z k .  (3.4) 

Now let i? be a finite set of rules admissible and therefore, by Lemma 2.8, valid in 

and let k be an integer such that |5| < k for every rule {X,s) G R. In order to 

complete the proof we want to show that R does not axiomatize Notice that 

since 0 7^ C E{Mn)-, it suffices to prove that that 

E(VJln) \ Gk is closed under R. 

To prove this by contradiction, assume that (X, s) £ R and that cr is a substitution 

such that 

a { X )  C E{mn) \ Gk (3.5) 

and (7(s) e Gk- Then <7(s) is left-associated, so there is some m = 0,1,... and some 

uo, • • •, Vm G Var such that 

s = V o V i - - - V m ,  (3.6) 

cr(z;i),... ,cr(t;^) G Var, and (3.7) 

(j(uo) is left-associated. (3.8) 

By the choice of k 

A: > l^i = 1 -f m, 
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and by (3.4) 

m 
Zk < 1^1 = |(7(5)1 = lcr(uo)| + YJ = k(uo)| + m 

^ |(7(vo)| + ^ — 1 < |<7(t;o)| + k. 

Hence 2k < |(t(i7O)|, which implies that cr(uo) ^ Var and that 

Qffc is a subformula of cr{vo) .  (3.9) 

Thus, 

Vo ^ Vj for every i = 1, (3.10) 

Claim 5 Let a and vq be as above. Ifr = vqZ i •  •  •  ̂ p ,  f o r  s o m e  p > 0 and z-[,... ,Zp G 

Var such that, for each i = 1,... ,p, cr{zi) 6 Var, and cr(r) is a tautology of then 

Claim 5 follows immediately from (3.8) and (3.9). Consider now the valuation / : 

Te —)• M„ such that f{vo) = 1 if m is even, /(uo) = 2 if m is odd and f{z) = 0(a-(2:)) 

for every variable 2 ^ vq. Note that 

by (3.7) and (3.3). Observe that for any term r not containing Un. /(r) = 0(cr(r)). 

Also, if Uo occurs in r at the position other than the leftmost one, or if a{r) is not 

l e f t - a s s o c i a t e d ,  t h e n  / ( r )  =  0 ( c r ( r ) ) .  T h i s  i m p l i e s  t h a t  i f  / ( r )  ̂  0 ( c 7 ( r ) ) ,  t h e n  c r ( r )  

is left-associated and vq occurs on the leftmost position in r, hence r = UQ;::! • • • % for 

some p > 0 and some variables zi,... ,Zp such that cr(zi) E Var. Therefore we have 

o-(r) G Gk-

f { s )  = lO'" = 1 if m is even 

20"^ = 1 if m is odd 
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Claim 6 For any term r, if f{r) ^ 0(<T(r)), then there isp>0 and variables Zi... Zp 

such that r = vqZi • • • and, for each i = 1,... ,p, cr{zi) E Var. 

Since f ( s )  = 1, we must have /(r) ^ 2 for some r G X, as the rule { X ^ s )  is valid. 

B u t  a { r )  i s  a  t a u t o l o g y  o f  9 J l „ ,  s o  / ( r )  ^  0 ( < T ( r ) ) .  B y  C l a i m s  6  a n d  5  a { r )  G  G k -

This contradicts (3.5) and completes the proof of Theorem 2. • 

Remark 1 As in [60], [61] and [10], our proof shows, that for any set R of rules 

snch that the length of the conclusion of any rule from R is not greater than k, no 

tautology of Gk is derivable from R. 

Remark 2 Our proof can also be applied to matrices, with one binary operation 

satisfying {xy)z rather than x{yz). Every nontautology of such matrix must be 

right-associated. 
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CHAPTER 4. RAUTENBERG-WRONSKI PROBLEM 

4.1 Introduction to the Rautenberg-Wroiiski conjecture 

Wojtylak's example of a nonfinitely axiomatized finite matrix ([61]) motivated 

the following two problems, stated in as questions by Rautenberg [46] and, indepen

dently, as conjectures by A. Wroiiski; see [42]. 

(Cl) Every finite algebra A is finitely based over some first-order equational sys

tem that is obtained from S by adjoining finitely many new first-order rules 

(necessarily sound for A). 

(C2) Every finite algebra A is finitely based over some first-order equational system 

lliaL is oblaiaecl from o by adjoining finitely many new first-order rules that 

are valid in A. 

The second conjecture is stronger in the sense that a positive resolution would 

automatically give a positive resolution of the first. The first conjecture was only 

recently disproved in [21]. Most of the well-known finite, nonfinitely based groupoids, 

those of Lyndon [27] and Murskii [32] in particular, have been shown to be finitely 

based over some extension of 13 by finitely many rules. So we would like to know if 

nonfinitely axiomatizable matrices of the size smaller than 18 exist and in particular, 

if a 3-element algebra with this property exists. 
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In this chapter we show that the underlying algebra of the nonfinitely axiom

atizable matrix 2U considered in [61] and the underlying algebras of the nonfinitely 

axiomatizable matrices considered in the previous chapter satisfy both (Cl) and (C2) 

and moreover all these algebras are even finitely based. In the first section we show 

this for all 3-element left-associative algebras and in the second section for the un

derlying algebra of the Wojtylak's matrix. 

Theorem 4.1 Every three-element left-associative algebra is finitely based. 

For i = 1,..., 8 let Aj be the 3-element algebra ({0,1,2}, o,), where o is the 

operation determined by the table of Lemma 2.5. To prove Theorem 4.1, for each 

A,-, z = 1,..., 8, we will demonstrate a finite equational basis 5,-. 

We first list all the Bi and then we prove the lemmas that Bi is a basis for A; 

for those cases for which this is not obvious. 

• Bi = {xz « yz}. 

« B2 is the set of the following equations: 

4.2 Three-element ieft-associative algebras 

x { y z )  R; U{VW) (4.1) 

x { y z ) u  ^  x { y z )  (4.2) 

x y z  «  x z y  (4.3) 
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x y y  ~  x y  (4.4) 

x x y  ~  y y x  (4.5) 

The algebra A3 is the 3-nilpotent commutative semigroup discussed by M. Sapir 

i n  [ 5 1 ]  a n d ,  a s  o b s e r v e d  t h e r e ,  i s  b a s e d  b y  { x { y z )  «  { x y ) z , x y z  w  u u u , x y  ̂  y x ]  

o r  e q u i v a l e n t l y ,  b y  { x { y z )  «  { u v ) w , x y  y x } .  

B 4  —  { x x  ̂  u { v z ) , x y z  u v z } .  

B5 is the following set of equations: 

That Bs is a basis for A5 has already been noticed in several places by W. Raut-

enberg, see for example [47]. For selfcontainment, and also because the proof 

in [47] contains a type error, we present below (lemma 4.3) our proof of this 

x { y z )  ~  u u  (4.6) 

x y z  ~  x z y  (4.7) 

x y y  w  x y  (4.8) 

fact. 

A  „ i  1 . . 1  1  u . .  r  j-jLg IS cicaiiy iiiiioci}' uaoou uy ~ 

Bi consists of 

X X X  K ,  U U U  (4.9) 

x { y z )  ̂  U U U  (4.10) 
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x y y y  ~  x y  (4.11) 

x y z z  f a  x z y y  (4.12) 

x y x  s s  y y x  (4.13) 

x y z y  R;  x z z y  (4.14) 

x y z u y  x z z u y  (4.15) 

• let Bs consist of the following set of equations: 

X X  w  u u  (4.16) 

x [ y z )  w  u u  (4.17) 

and of (4.11), (4.12), (4.13), (4.14) and (4.15). 

We claim that for each i, Bi is a basis for the equational theory of A,-. This is 

straightforward for i = 1,3,4,6. For i = 2,5,7,8, this is the content of lemmas 4.2-

4.2.1 Proof for A2 

L e m m a  4 . 2  A 2  i s  b a s e d  o v e r  B 2 .  

Let < be a non-leftassociated term. Then t  has a subterm of the form .sfr?/) a.nd 

{(4.2), (4.1)} h f Note that if x{yz) « 5 E Id(A2) then 5 cannot be left-

associated. For otherwise the valuation u(a:) = 0 for all variables x  would map 5 to 1 

while it maps x{yz) to 2. Therefore if f or 5 is not left-associated and t ^ s G Id(A2) 

then B2 1~ i ~ 5. 

4.15. 

Xll CLli UllV^ V LiiCtt JL/i 
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Let now both t and 5 be left-associated and assume that t ^ s E Id(A2). So 

t = Xi • • • Xn and s = ?/i •••?/„ for some n,m> 1 and t m s £ Id(A2). Our first claim 

is that = {?/i,..., t/^}. 

Notice that for any variable u, the only term to which v can be identically equal 

in A2 is V itself. So assume that n,m > 1. Consider a valuation / such that for 

1 < i < n f{xi) = 0 and f{x) = 2 for any other variable x. Then f{t) = 1 and 

therefore f{s) = 1. But this is only possible if for every j < m f{yj) ^ 2, so 

{yi,---ym} C Similarly, {xi,...,x„} C {yi, -.., j/m}. 

Our second claim is that also {x2,---5a:n} = {y2i • • • ,ym]- For let u(xi) = 

l,u(x) = 0 for every variable x ^ xi. If for some i I, yi 0 {x2,... ,a:„} then by 

our first claim yi = Xi and u(s) = 2. Therefore v{t) = 2 and whence Xi = xj for 

some j ^ 1. Thus ?/i = xi = Xj € {x2,.. -, Xn}- We have shown that {j/2, • - • J/m} Q 

{x2,..., x„}. The claim now follows by the symmetric argument. 

It follows from the above claims that ^2 I" ^ ~ 5. For if Xj = y\ then t a .$ 

is derivable from (4.3), (4.4), as {x2,...,x„} = {1/2, • - • ,J/n}- If ^ Z/i then by 

Claims 1 and 2 .tj = = x:, yi = x; = yj^ for some 7^ i. Using (4.3) and 

(4.4) again, we can assume without the loss of generality that i = j = 2, k = I = 3,i.e., 

t = X1X1X3X4 • • • x„ and that 5 = X3X3X1X4 • • • x„. But (4.5)1- X1X1X2 X2X2X1. So 

B 2 ^  t  ̂  s .  

Lemma 4.3 3$ is a basis for Id(A5) 

Proof First, the following is derivable from 

x x y  ̂  u u  (4.18) 
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Let R be the reduction determined by the following rules: 

x { y z )  — >  u u ,  

x x y  u u ,  

^ y i  •  •  •  V n X  — > •  u u  for all 7Z > 1 

xi - • • XnXk x\ - • • Xn, for all n > 1, 1 < A: < 72. 

A term t is reduced if none of its subterms is a substitution instance of any of the 

left-hand-sides of the above reductions, i.e., if the reduction cannot be applied to any 

subterm of t. The following statements are easy to verify: 

1. every reduced term is left-associated; 

2. a reduced term of length greater than 2 has all of its variables distinct; 

3. for every reduction rule t s, B5 t ^ s; 

4. for every term i there is a reduced term i' such that Bp. t ^ i': 

5. to show that is a basis for A5 it is enough to show that for every pair of 

r e d u c e d  t e r m . s  5 ,  i f  t  «  s  £  I d ( A ) 5 ,  t h e n  B ^ b  t  ̂  s .  

Let t , s  be reduced and t  ^  s  ^  Id(A5). S o  t  =  x i  •  •  •  x„, s  =  for some 

variables ,ri,..., x-^^, 2/1,... y—.. If 7? = rr? = 2 and TI = X2, yi = y2^ then clearly, Br, 

t w s, since from (4.6) one derives xx w yy. So suppose that all variables in one of 

the terms, say f, are distinct. We claim that xj = yi and {0:2, •.., x„} = {7/2, • • •, Z/m}-

Let V be a valuation such that u(a;i) = l,?;(a:i) = 0 for all i = 2, ...,n and 

v{y) = 2, for all variables y distinct from a:i,...,x„. Then v{t) = 1 and therefore 
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i;(^) = 1, which implies that y\ = xi and that {1/2,... ,?/m} Q {x2-, • • • It also 

implies that yi is distinct from all the other variables in s, so the above argument 

may be repeated with the roles of t and s interchanged to show the reverse inclusion. 

This proves the claim. It follows from the claim that the equality t ^ s can be derived 

using just (4.7). This finishes the proof that 3$ is the basis for A5. 

4.2.2 Proof for A? 

Lemma 4.4 Bj is a basis for A7 

For a term i  by W a x t  we understand the set of all variables occurring in t .  Consider 

the following equations: 

Proposition 4.5 (4.19), (4.20), (4.21) are derivable from and moreover, (4.19) 

iS dtrivable from (4.12) and (4.14) ottly. 

Proof Using (4.12) and then (4.14), we get the following derivation of (4.19): x y y z z  «  

xyzyy ~ xzzyy. (4.20) is immediate from (4.9) and (4.11) and (4.21) from (4.12) 

and (4.13). • 

x y y z z  T n  x z z y y  (4.19) 

uuux R; XX (4.20) 

x x y y  f t ;  y y x x  (4.21) 

X y V n V n - l  • • • V i X ^  y y V n V n - \  "  '  "  ( 6„) 

is derivable from (4.13), (4.15) and (4.11) and the identity 

x y z v n  • • • v i y  ̂  x z z v ^  •  •  •  v - ^ y ,  
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is derivable from (4.14), (4.15) and (4.11). 

Proof Note that (4.13), (4.14), (4.15) are (6o), (7o), (7i), respectively. It suffices 

to show that for every n > 1, the identity (6n) is derivable from (6„_i), (4.15), and 

(4.11) and that for every n > 2, the identity (7„) is derivable from (7„_i), (4.15) and 

(4.11). The following derivation using (4.11), (4.15), (6„_i), demonstrates the first 

of the above claims; 

x y V n V n - i  . . . V i X R i  by (4.11) 

xyVnVn-i • • • V2V1V1V1X « by (4.15) 

xyVnVn-i • • • V2XV1V1X ^ by (6„_1) 

yyVnVn-i ... V2XV1V1X « by (4.15) 

yyVnVn-i •••V2V1V1V1X ^ by (4.11) 

y y V n V n - i . . . V i X .  

ihe following derivation using (4.11), (4.15), (7„_i), (4.15), (4.5), in this order, 

demonstrates the second of our claims: 

xyzvn...viy^ by (4.11) 

xyzVn..-V2ViViViy by (4.15) 

xyzvn...v2yviviy ^ by(7„_i) 

xzzvn •. • v2yviviy Tn by (4.15) 

xzzVnVn-iVn2 • • • V2ViViViy ^ by (4.11) 
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XZZVnVn-\Vn-i...Vxy. U 

A left-cLSSociated term t = • • • Xi is reduced (with respect to Bj), if either 

n = 3 and xi = X2 = X3, or 

Xi = Xj implies jz — j] < 1, 

i.e., every variable occurs in t at most twice and these occurrences are consecutive. 

Two terms t and s are called equivalent (with respect to B7) if the equality t ^ s 

is derivable from B7 using the BirkhofF's rules. 

Lemma 4.7 For every term t there exists a reduced term s such that t and s are 

equivalent. 

Proof Use (4.10) to get a left-associated term equivalent to t. To this term, use (7„) 

and (6„) (possibly several times) to get an equivalent term in which all occurrences 

of a given variable are consecutive. Then, for every variable other than the leftmost 

one, if this variable occurs more than twice, use (4.11) to get an equivalent term with 

no more than 2 occurrences of this variable. Finally if the leftmost variable occurs 

at least 3 times and the length of the term is more than 3, use (4.9) and (4.20) (an 

appropriate number of times) to get a reduced term. • 

Let A denote the empty term, so that X x  =  x .  

1  t ^ i t , — a . , - , . .  
JL  ±  I  uu / iAC-uu .  i n .  L  t / i t c ,  i j j  VI  i c  J^J l lOwi l t - y  IS"  H  UC'  

1) t = uuu 

2) t is of the form t = tixp+ix"^ • • • xlxj. for some ti G TEX U {A}, some p > 0 and 

some pairwise distinct variables xi,...,xp+i G X, such that 
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a) = A or 

b) ti = Xp+i or 

c) G TeA' and Xp+i does not occur in ti. 

(it follows, from the fact that t is reduced, that none of Xi,... ,Xp occurs in ti 

in any of these cases). 

For a reduced term t of the form 2 define a valuation vt : TeVari —> A7 as follows: 

a) if t is of the form 2a, let Ut(xp+i) = 1, Ui(a:,) = 0, for alH = 1,..., p 

b) if t is of the form 2b, let Vt{xi) = 0, for all z = 1,..., p + 1 

c) if t  is of the form 2c let V t { x i )  = 0 for all i = 1,... ,p + 1 and V t { x )  = 2 for every 

variable x 6 Varii. 

Fact 4.8 For every term t of the form 2 ,  V t { t )  = 1 

• 

Lemma 4.9 //^ fs 5 £ Id(y47) and s are reduced, then t is of the form 1 iff s is of 

the form 1. 

Proof Suppose that t  is not of the form 1. Then V t { t )  —  1 and therefore V t { s )  = 1. 

But for every valuation u, v{uuu) = 2. So 5 cannot be of the form 1. • 

Lemma 4.10 Let t and s be reduced terms of the form 2, i.e., there exist k.p > 0 

and t\,Si 6 TEX U {A} such that t = s = Siyk+iVk' " vlvi 

the condition 2) on t,s holds. If t k, s ^ Id(i48); then k = p and {yi-, •. .yk+i] = 

{xi, . . . Xp^i j-. 
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Proof Note that if { y i ,  • .  -  y k + i }  = {2^1,.. .Xp+i}, then k = p hy the fact that t and 

•s are reduced. In order to prove the lemma it suffices to prove that {xi,..., Xp+i} C 

{ 2 / 1 ,  •  •  •  • !  V k + l } -

Suppose that for some i = l,...,p+ 1, x,- ^ {?/i,... and choose the minimal 

such i. Let u(x) = ^5(2;) if x £ Var5, and if u(x) = 2, otherwise. Observe that by 

the choice of v{xi) = 2 and u(xi) = ,.. = ?;(xi_i) = 0. So v{t) = 2 and u(s) = 1, a 

contradiction. It follows that {xi,..., Xp+i} C {j/i,..., yk+i}- ^ 

Lemma 4.11 I f t ^ s  a r e  r e d u c e d  t e r m s ,  s  i s  o f  t h e  f o r m  2a and t ^ s E Id(yl7) then 

1 is also of the form 2a. 

Proof By lemma 4.9 t cannot be of the form 1. Hence t = tixp+ix^ • • • By 

lemma 4.10 all variables of 5 are contained in {xi,..., Xp+i}. If t is of the form 2b 

or 2c, then Ui(xi) = ...i7((xp+i) = 0 and therefore Uj(5) = 2, a contradiction with 

t K, s E Id(A7) and Fact 4.8. Hence t is of the form 2a. • 

Lemma 4.12 I f t , s  a r e  r e d u c e d  t e r m s ,  s  i s  o f  t h e  f o r m  2b and t ^ s E Id(j47), then 

t is also of the form 2b. 

Proof By lemmas 4.9, 4.11 and Observation 1, < is of the form 2b or 2c. Suppose 

that t is of the form 2c, i.e., t = iiXp+iXp • • • Xj, where <1 is a term not containing 

any of the variables {xj,.., ,Xp+i}. Also, as Hs reduced, so must be t\. Moreover 

cannot be of the form 1, because then t would not be reduced. So t\ is of the forin 

2 and = 1. As {xi,... ,Xp+i} fl Var<i = 0, we can extend this valuation to a 

valuation u ; Varf —> A7 by setting v{xi) = Ofori = l,...,p+l. But then v{t) = 2, 

while u(5) = 1, by lemma 4.10. This contradiction shows that t must also be of the 

form 2b. • 
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Corollary 4.13 Let t,s be reduced terms such that t s is an identity 0/ A 7 ,  Then 

s is of the form 2i iff s is of the form 2i, for i = a, b, c. 

• 

Lemma 4.14 I f t ^ s E  Id(A7), then t ^ s is derivable from Bj. 

Proof By lemma 4.7 it is sufficient to assume that t and 5 are reduced. We will 

prove the claim of the lemma by induction on the minimum of |i|, |5|. Without loss 

of generality assume that t is no longer than s. If |i| = 1, then i is a variable, 

whence 5 = as no variable can be identically equal in Aj to any other term but 

itself. So in this case f « 5 is derivable from B7. Now assume that |i|, |5| > 2 and 

that every identity of A7 with at least one side shorter than t is derivable from B7. 

If both t and s are of the form 1 then the identity t ^ s is derivable using (4.9). 

Next consider the case that they are both of the form 2a, i.e., t = xp+ix^ - • • 

and s = yk+ivl' • -yl- lemma 4.10 Vart = Vars. If Xp+j ^ Vk+i, then Vt{s) = 

2, a contradiction with the assumption and Fact 4.8. So Xp^i = y^+i and t ^ 

s  f o l l o w s  f r o m  ( 4 . 1 9 ) .  I f  b o t h  t  a n d  s  a r e  o f  t h e  f o r m  2 b ,  t h e n  t  =  X p ^ - ^ - ' - x ^ ,  

s — yl+i'-'Vi and {xi,... ,a:p+i} = {yi,... So t ^ s can be derived from 

(4.21) and (4.19). Finally suppose that both t and s are of the form 2c, i.e., t = 

• • • xl and 5 = S\yk^\y\y\_^ "" • i/i-> where x^'s do not occur in <1 and j/i's 

does not occur in 51. Moreover, by lemma.4.18. p = k and {.ti, .. ..Tp} = {?/i,... ,yi}. 

So {(4.12), (4.19)} h .s « SiXp+iXp • • • Xj. Now observe that since x; ^ Var^i U Varsi 

for any i = l,...,p+ 1, u(ii) = u(-Si) for every valuation v. For otherwise letting 

w{xi) = 0 for all z = l,...,p+ 1 and w{x) = v{x) otherwise, we would have that 

w{t) ^ w(s), a contradiction. Hence ti sj is an identity of Aj and by the induction 
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hypothesis it is derivable from B7. But i a: 5 is derivable from ti Rs 5i by using the 

rule of replacement,so Bjh t ^ s. Corollary 4.13 ensures that we have considered all 

the cases. • 

4.2.3 Proof for Ag 

Lemma 4.15 Bg is a basis for As 

Let us observe that 

uuxx « uu (4.22) 

is derivable from Bs using (4.16) and (4.11) and that (4.19) is derivable from Bs. by 

Proposition 4.5. Similarly, by lemma 4.6 we have that (6„) and (In) are derivable 

from Bg-

We will say that a left-associated term t  =  X n X n - i  • • • Xi, is reduced (with respect 

to Bs), if t does not contain a subterm xxyy for any variables x, y and 

Xi = Xj implies |i — j\ < 1, 

i.e., every variable occurs in t at most twice and these occurrences are consecutive. 

Two terms t and 5 are called equivalent (with respect to Bs) if the equality t ^ s 

is derivable from Bs using the Birkhoff's rules. 

Lemma 4.16 For every term t there exists a reduced term s such that t and s are 

equivalent. 

Proof Use (4.17) to get a left-associated term equivalent to t. To this term, use (7„) 

and (6„) (possibly several times) to get an equivalent term in which all occurrences 

of a given variable are consecutive. Then use (4.16) and (4.11) to get an equivalent 
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term with no more than 2 occurrences of a given variable. Finally use (4.22) to get 

a n  e q u i v a l e n t  t e r m  w i t h  n o  s u b t e r m  x x y y ,  f o r  a n y  p a i r  o f  v a r i a b l e s  x . y .  •  

Let A denote the empty word, so that , \x = x. 

Observation 2 For every reduced term t one of the following is true: 

1) t is equivalent to uu 

2) t is of the form t = tiXp^iX^ • • • x\x\, for some p >0 and some pairwise distinct 

variables Xi,..., Xp+i G X, where either 

a) = A or 

b) 6 TeX and Xp+j does not occur in ti (it follows, from the fact that t is 

r e d u c e d ,  t h a t  a l s o  n o n e  o f  X i , . . .  , X p  o c c u r s  i n  t \ ) .  

Let i be a reduced term of the form 2 above. Define a valuation vt : TeVari Ag 

by i'j(xi) = ... = t;t(a:p+i) = 0 and Vt{x) = 2 for every x G Var^i. 

Fact 4.17 If t is of the form 2, then Vt{t) = 1. 

Lemma 4.18 Let t and s be reduced terms of the form 2, i.e., there exist k^p > 0 

and ii, £ TeX U {A} such that t = tiXp+iX^ • • • s = Siyi;+iyl • • • y^yl o,nd the 

conditions on x'-s and y'^s required by 2 hold. If t s ^ Id(A)8, then k = p and 

{ y i 5  •  •  •  y p + i ]  —  

Proof Note that if {yi,... yp+i} = {."Ti, ... x/t+i}, then k  =  p h y  the fact that t  and 

5 are reduced. So in order to prove the lemma it suffices to show that under our 

assumptions {xi,... ,a:fc+]} C {?/i,..., 
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Suppose that for some i = 1,..., A: + 1, x,- 0 {yi,..., j/p+i} and choose the minimal 

such i. Extend Vs to a valuation v : TeA'" —> As by setting v{x) = 2 for every variable 

X for which Vs is undefined. Note that v{xi) = 2 and thus v{t) = 2 while u(s) = 1, a 

contradiction. It follows that {xi,... ,Xi+i} C {?/i,..., j/p+i}. • 

Lemma 4.19 Let X be any of the 1,2a, 26. If t Ri s G Id(A8), then s is of the form 

X ifft is of the form X. 

Proof Similar to the combined proof of Lemma 4.9 and Corollary 4.13, using valua

tions Vt defined above. • 

Lemma 4.20 I f t  a n d  s  a r e  r e d u c e d  a n d  t  ̂  s  E  Id(>i.8), then t ^ s is derivable from 

Bs. 

Proof We prove the lemma by induction on the minimum of \t\, |s|. Without loss 

of generality assume that t is no longer than 5 and that s = ymVm-i '' 'Vii for some 

yi,... ,ym G X. First note, that if 1^1 = 1, then i is a variable and that any variable 

is identically equal in As only to itself. So in this case t ^ s is derivable. Suppose 

next that |i| > 2 and assume that every identity of Ag with at least one side shorter 

than t is derivable from Bs- If both t and s are equivalent to uu (recall that this 

means that i uu is derivable from Bs), then there is nothing to prove. 

If both t and s are of the form 2a, then Vavt = Var5 and moreover Xp+i = yk+i-

For if Xpxi = Vi for some i ^ k + I. then VgU) = 2, a contradiction with Fact 4.17 

and the assumption. But this means that t and 5 differ only by the order of variables 

xi,...,xp and t ^ s is a. consequence of (4.19). 

Finally assume that t  and s  are of the form 2b, i.e., there exist k , p >  0 ,  t i , s i  6 

TeJV and variables Xi,... ,Xp,yi,.. .yk such that t = ZiXp+iXpXp.j • - • Xj and ^ = 
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SiHk+iylvl^i •••J/i, where a:,'s do not occur in ti and ?/,'s does not occur in 5i. By 

lemma 4.18, p= and {a;i,... Xp+i} = {?/i,..., ?/i+i}. 

We claim now, that ~ 5i G Id(A). Consider any valuation v  and put w { x )  =  

u(x), if X ^ Xi for any i = l,...,p+ 1 and for every i = l,...,p+ l,i£;(xt) = 0. 

Then w{ti) = u(fi),= v(5i) and if w{ti) ^ w{si), then also w{t) ^ iu(s). But 

f ~ s G Id(A), so it follows that w{ti) = w{si) and therefore v{ti) = This 

proves that li w Si 6 Id(A). By the induction hypothesis, t-i « Si is derivable from 

Bs- But then also t Ri s h derivable using the Birkhoff's rule of replacement, (4.12) 

and (4.19). By lemma 4.19, the above argument covers all possible cases. • 

Thus Bs is a basis for the algebra As. 

4.3 Wojtylak's algebra 

We mentioned above that the first matrices with nonfinitely axiomatized theo

rems were introduced by P. Wojtylak in [60, 61]. 

We present this algebra here and show that the smaller of these algebras is 

finitely based. 

Definition 4.21 The algebra W is the groupoid where W = {0,1,2,3,4} 

and the operation o is given by the following table: 

o 0 1 2 3 4 
r \  U 4 r \  U 4 t 4 4 4: 
1 4 2 4 0 4 
2 4 2 4 0 4 
3 4 0 4 4 4 
4 4 4 4 4 4 
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Theorem 4.22 The algebra W is finitely based . 

ProofWe claim that the set S consisting of the following equations (4.23)-(4.27) is 

a finite basis of W. 

x { y z )  «  u { u u )  (4.23) 

u { u u ) x  a :  u { u u )  (4.24) 

x y z  f t !  x z y  (4.25) 

x x y  f t !  y x x  (4.26) 

XXX w XX (4.27) 

Lemma 4.23 The following useful identity can be derived from S 

y x x x  w y x x  (4.28) 

Proof 

y x x x  =  x x y x  by (4.26) 

=  x x x y  by (4.25) 

=  x x y  by (4.27) 

Lemma 4.24 W [= S. 

Proof By inspection of the multiplication table of W. • 

Definition 4.25 A term t is in normal form if it is right-associated and t = u{uu) 

or it is left-associated, no variable occurs in t more than twice and if twice then both 

occurrences of this variable are consecutive. 
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It follows from the above definition that a term in a normal form cannot have a 

p r o p e r  s u b t e r m  o f  t h e  f o r m  t ( s r ) .  

Lemma 4.26 For every term t there is a term t' in normal form such that S h f ~ Z' 

and therefore also t ^ t' G. Id(W). 

Proof Let 4 abbreviate the term u { u u ) .  We proceed by induction on the complexity 

of t. Clearly, each variable is a term in normal form: it is left-associated and the 

rest of the conditions follow trivially. So suppose that t = sr and assume that for 

every term less complex than t the lemma holds. So in particular, we can assume 

that s and r are in normal forms. If s is right-associated, i.e., s = 4, then t = 4r 

and S H f « 4, by 4.24. Similarly, if r is a term other than a variable, then we can 

use equation (4.23) to derive i 4 from S. So assume that s is left-associated, in 

normal form and that r is a variable, say r = x. Now if x is different from every 

variable occurring in $, then t is in normal form. So assume that x occurs in say 

t = Xi, - • • ,Xn and 1 < z < n is the largest index such that Xi = x. Then using (4.25) 

we can derive from S the equality r w .tj • • • • t?, and if ? = 1 or x 

then the right-hand-side of the above equality is in normal form and lemma is proved. 

Otherwise, x,_i = x and we can use (4.27 or (4.28) to derive equality of t with just 

s = Xi - • • Xm which is in normal form. • 

Lemma 4.27 If t s E Id(W), where t,s are in normal form, then S |= f 5. 

ProofFirst observe, that for every valuation v the value of the term 4 under v is 4. 

On the other hand, the valuation v such that for every variable x v{x) = 1 sends any 

left-associated term into 2. Hence if t.s satisfy the assumptions of the lemma, then 

either both of them are 4, in which case obviously S h i ss 5, or else they are both 
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left-associated. Let x  be some variable. Consider valuation v  such that v ( x )  = 3 and 

v(y) = 1, for every variable y ^ x. Then for every left-associated term r in normal 

form, the following statements are easy to check. 

1. If a: does not occur in r, then v ( r )  =  2. 

2. If X occurs in r exactly once, then i;(r) = 0. 

3. If X  occurs in r  twice, then v { r )  = 4. 

It follows that if terms t , s  in normal form are left-associated and W (= i 5, 

then the number of occurences of a variable a: in i is the same as the number of 

occurrences of a: in s. 

Thus t  and 5 differ at most by the order of occurrences of variables, i.e., t  =  

Xi...Xn-, s = ?/i,...,y„ where xi,..., ..., are variables and the strings 

xi,..., x„, ?/i,..., are permutations of each other. Notice, that if X i  yi then X i  

must occur in t twice. For if Xi occurs in t only once, let u be a valuation such that 

t;(xi) = 2 and v{z) = 1, for every 2 ^ Xi. Then v[t) = 2 while v{s) = 4. Hence 

if xi ^ ?/i, then both Xj and y\ occur in both t and 5 twice. If Xi = yi, then the 

equality t ̂  s follows from (4.25). If xj ^ t/j and both Xi,7/i occur in t and therefore 

in s, twice, then t k. s follows from (4.26) and possibly (4.25). 

This finishes the proof of the lemma. • 

Returning to the proof of the theorem, in view of lemma 4.24 it remains to show 

that every identity of W is derivable from S. Let < w 5 be an identity of W. Then 

by lemma 4.26, S H i ~ f',s « s', where t\s' are in normal form. It follows again by 

Lemma 4.26 that t' « s' is an identity of W and therefore, by lemma 4.27, S h i' rj 5'. 

Thus I! h / « 5, as desired. This finishes the proof that W is finitely based. • 
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CHAPTER 5. GENTZEN-STYLE AXIOMATIZATION OF 

EQUATIONAL LOGIC 
% 

5.1 Introduction 

This chapter presents result of a joint work of the author with her major pro-

fesor. The analogue of the Rautenberg-Wroriski conjecture in quasi-equational logic 

is considered and a Gentzen-style deductive system for quasi-equational logic is pre

sented. In this system, the sequents correspond to quasi-equations. We conjecture 

that every finite algebra gives rise to an extension of this system by a finite set of 

new Gentzen-style inference rules from which all (and only) quasi-identities of the 

algebra can be derived. This conjecture is verified for a class of algebras that includes 

all finite algebras without proper subalgebras and all finite simple algebras that are 

embeddable into the free algebra of their variety. 

5.2 Preliminaries and notation 

We use £,^,7 to represent equations and is.jh.'d to represent either equations or 

quasi-equations. For any equation £, e' and c'" will denote the left- and right-hand 

term of e, respectively. Recall that for any formula by Var((y:i) we denote the set 

of ail variables occurring in ip. and that by a substitution instance of an equation £ 
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we mean ere' « <T£'' for some substitution cr. If (/J is the quasi-equation 

e i  A - -  -  A C n  ̂  S ,  (5.1) 

where n is a natural number and 6,£i,... are equations, then <T(p = cre\ A ••• A 

ae-n —>• crS. 

The conjunction £i A - • • A£„ in 5.1 may be empty. It is convenient to treat it as a 

finite (possibly empty) set rather than a conjunction of equations. So we write 5.1 in 

the form { £i, ...,£„ } ^ 6; we often omit the set-building brackets and write simply 

£ l ,  6 .  

Other useful notational conventions for representing quasi-equations; Let £, 6 

be equations and F, A finite sets of equations. We write F, A ^ £ for F U A —> £ 

and F, ̂  —>• £ or F ^ £ for F U {6} ^ e. We identify the quasi-equation 0 —»• £ 

with the equation £; it is normally written in the form ^ £. The capital greek letters 

F, A will represent finite sets of equations and 0 finite sets of either equations of 

quasi-equations. 

5.3 Second-order equational logic 

In chapter 2, section 2.4, with every deductive system S we associated a cor

responding second-order deductive system, in which the formulas are the sequents 

representing the rules of S and the rules take the form of Gentzen rules. By contrast, 

S is called a first-order system. We consider here the deductive system of equational 

logic. The weakest second-order equational system we consider has the following 

axioms: 

(I) —>• a; fsi X, 
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(S) X  ^  y  y  K  X ,  

(T) X  ̂ y , y  ̂  z  ̂  X  ̂  z ,  

(R) x i  K  y i , . . . , x i  y i  0{ x i , . . . , x i )  % 0 { y i ^  •  •  •  - l y i )  for each /-ary operation 

symbol O, 

(U) £ ^ e, for every equation e. 

We also have the following inference rules: e and S represent arbitrary equations and 

r and A arbitrary finite sets of equations. 

r, ̂  ^ £; A —^ 6 
(C) 

(W) 

r, A —> £ 

r ^ £  

r , A ^ £  

The axiom (U) is called tautology, and the rules (C) and (W) cut and weakening, 

respectively. 

This second-order equational system is essentially the one given in Selman [52]; 

we will refer to it in the sequel as «S. A closely related system was formulated by 

Los and Suszko [28]; see [46], section 6. The following completeness theorem for 

second-order equational logic is established in [52]: for every sequent 4' and ever}^ set 

of sequents 

$ ^ iff $ 

r 
Every first-order rule — can be associated with a sequent F —> £ and vice-versa. 

Trivially, the rule is valid in an algebra A iff its associated sequent is a quasi-identity 

of A and this rule is sound in A if the associated sequent is a quasi-identity of the 

free denumerably generated algebra. This correspondence between first-order rules 
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and second-order formulas extends much further, as was first observed by Rautenberg 

[46]. Let be a finite set of first-order rules and ,..., their associated 

sequents. Let T be the first-order system obtained by adjoining the rules $i,..., 

to B. It is not difficult to show that, for any system £i,..., ^ of equations, 

Because of this equivalence and the completeness theorem for second-order equational 

logic, the two Rautenberg-Wroriski conjectures above can be reformulated as follows: 

(Cl) For every finite algebra A there is a finite set {c^i,..., of sequents such 

that £ is an identity of A iff t^i,..., £• 

(C2) For every finite algebra A there is a finite set {ipi,..., of quasi-identities 

of A such that e is an identity of A iff c^i,..., 

The problem of whether a finite algebra is finitely-based over a first-order system 

has an analogue in second-order equational logic. 

Let T be a second-order system obtained by extending S by new second-order 

(Gentzen) inference rules. An algebra A is finitely q-based over T if there is a finite 

set $ of sequents (quasi-equations) such that, for any sequent il\ € Qld(A) iff 

$ Hx It is finitely q-based if it is finitely q-based over the weakest second-order 

system S. 

An arbitrary second-order rule ^ is said to be sound or admissible for 
ip 

an algebra A if, for every substitution cr, either crc/?,- fails to be a quasi-identity of A 

for some i, or atp is a quasi-identity of A; the rule is valid for A if, for every valuation 

z;: Te{X) ̂  A, either v fails to satisfy (pi for some i. or it satisfies xb. Clearly every 

valid rule is sound. 
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If A is finitely q-based over some second-order system T that is obtained from 

«S by adjoining finitely many new second-order rules, then we say that A is second-

order finitely axiomatizable. If all rules of T are valid for A, then we say that A is 

second-order finitely axiomatizable by valid rules. 

We make the following two conjectures: 

(C3) Every finite algebra A is finitely q-based over some second-order system that is 

obtained from S by adjoining finitely many new second-order rules (necessarily 

sound for A). 

(C4) Every finite algebra A is finitely q-based over some second-order system that 

is obtained from S by adjoining finitely many new second-order rules that are 

valid for A. 

The two conjectures can be equivalently formulated as follows 

(C3) Every finite algebra is second-order finitely axiomatizable. 

(C4) Every finite algebra is second-order finitely axiomatizable by valid rules. 

As was the case for the two first-order conjectures, verification of the second 

would automatically verify the first. In section 5.5 this chapter we verify both con

jectures for a large class of algebras, namely we prove 

Theorem 5.1 Let A be a finite algebra. Suppose that A has no proper non-trivial 

subalgebras, i.e., for every algebra B 

B G 'S'(A) implies B = A or \B\ = 1. (5.2) 

Then the conjecture (C4) holds for A, i.e., A is second-order finitely axiomatizable 

by valid rules. 
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Theorem 5.2 Let A be a finite algebra such that no proper subalgebra of A is a 

homomorphic image of A, i.e., for every algebra B 

B 6 f i { A )  n 5(A) implies B = A. (5.3) 

Assume in addition that 

A is isomorphic to a subalgebra of F, (5-4) 

where F is the free algebra on denumerably many generators in HSP(A). Then the 

conjecture (C4) holds for A ,i.e., A is second-order finitely axiomatizable by valid 

rules. 

A corollary to any of the above theorems is that (C4) holds for every finite algebra 

whose every element is an algebraic constant. This corollary was chronologically the 

first result of this paper. We proved it by generalizing Kalmar's proof (see e.g. [31], 

pages 36-37) of completeness theorem for classical prepositional logic. By a further 

generalization we obtained the proofs of Theorems 5.1 and 5.2. We believe that it 

will be instructive to present these results here in the same order: In section 3 we 

sketch the direct proof of the special case mentioned above and in section 4 we prove 

our main results. 

5.4 Special case 

Let us say that an element a of an algebra A is an algebraic constant^ if there 

is a term a such that, for every valuation v : Te(X) A, t;(a) = a. Observe 

that if every element of the algebra A is an algebraic constant, then A cannot have 

proper subalgebras. In particular, it can neither have proper nontrivial subalgebras 
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nor proper subalgebras which are homomorphic images of A. Also, such an algebra 

is embeddable in the free algebra in the variety generated by A. This means that the 

assumptions of both Theorem 5.1 and Theorem 5.2 are satisfied and that we have 

two ways of proving the following 

Corollary 5.3 Let A  be a finite algebra such that every element a £ A is an alge

braic constant. Then the conjecture (C4) holds for A, i.e., A is second-order finitely 

axiomatizable by valid rules. 

In this section we will sketch a direct proof of this corollary in the case when the 

language of our algebra A has only one non-constant operation and this operation 

is binary. It is easy to see how this proof works in the case of arbitrary type (with 

algebraic constants for elements of A). Thus we are proving the following 

Corollary 5.4 Let Q, be a type of some constants and one binary operation. Let A  

be a finite algebra of this type such that every element a £ A is an algebraic constant. 

Then the conjecture (C4) holds for A, i.e., A is second-order finitely axiomatizable 

by valid rules. 

Proof Let A = {ai,...,a„}. Let T be the Selman system «S extended by the 

following rules: 

—>• a,- • aj ^ afc for all a,- aj = a^ in A, (5.5) 

a,- w aj —>• X ^ y for all ^ aj in A (5.6) 

a:Riai,A—> y ^ z, •••, a:fs:a„,A—> y z 
T  ( 5 . n  
A —)• y z 

Let us note that (5.5) and (5.6) represent finite sets of a.xioms, while (5.7) rep

resents one rule. It is not hard to see that these axioms and rule are valid. To see 
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the completeness, let x\,...,xk be some fixed variables and let a = (a,j,..., 

For a term t{xi,..., Xk) let = b, where b = For an equation e let 

e" = (e')" « (e'")" and for a set of equations F let F® = {e" : e G F}. For example if 

F —)• £ is 3:1 •0:2 ^ X3-X2 —>• « X3 then F® —>• e°' is a,j -SLi^ « a,-3-a,2 —> « ai,. 

Finally, for given a let Aj be the set of equations: xi « a,j,..., Xk ~ a,-^. By induc

tion on the complexity of term t and using rules (5.5) one can prove without much 

difficulty the following 

Claim 7 For each k, each a E A'' and each term t G Te( a : i , . . .  , X k ) ,  

Hr Aj —> t « r. 

It follows from Claim 7 that for every equation s 

1-7- A^, £ —> e" and hr Aj, e" —> £. 

This observation can be used to prove 

C l a i m  ^  ihprt / \  -  F  c *  ^  W - J  J ^  ^  v .vw. -  .  J  —W.  .  

Using this claim, and the rule (5.7) by induction on k one proves that 

Claim 9 Assume that Var(F —»• £) C and that for every choice of 

a  =  ( g ; ,  , . . . ,  C i j ^ )  w e  h a v e  h r  F °  — > •  £ " .  T h e n  \ - r  F  — > •  e .  

T^ir>:allTr lof A • v.' 

Claim 10 I f T  —> e  G Qld(A), Var(F —> e )  C { x i , . . . , x k }  t h e n  f o r  a l l  a  e A'', 
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Proof Let a  = (ajj,..., Since F —>  e  G Qld(A), either 

A ^ 7(0,1,... ,aaj for some 7(xi,...,xfc) e r or 

A [=£(ii,...,aaj. 

If A ^ 7(0,1,..., Oa J, i.e., 7'(a.i,...,a,J ^ 7'"(a,i,... in A, then 7°is Hp Si a, 

for some p, g such that Up ^ a,. So by a rule (5.6) Fr 7" —s- £" and by (W) 

hr T" —> 

If A 1= £(0,1,... -Ojfc), then e'(a) = £'"(a), i.e., £" is ap « ap for some p. Hence by (I) 

and (W) I-7- F" —> £". This finishes the proof of the Claim. The Corollary follows 

from Claims 9 and 10. 

5.5 Main theorems 

In this section we prove Theorems 5.1 and 5.2. Each of these theorems gives a 

sufficient condition for a finite algebra to be finitely q-based over some second-order 

system. The two conditions are incomparable in their strength, but both theorems 

are proved by essentially the same technique presented in Lemmas 5.5-5.8 below. 

These lemmas generalize Claims 7-10 from the previous section. We also observe 

(Propositions 5.9 and 5.10) that our conditions are sufficient neither for a finite 

algebra to be finitely q-based (over S) nor for a finite algebra to be finitely based 

(over B). 

Recall that X = {arj, X25. • -} is a set of variables. Let Z = {x, y, ZI, 2:2,...} be a 

denumerable set of new variables, i.e., X fl Z = 0. The variables of Z (and only these 

variables) will occur in the descriptions of second-order systems T, TZ below. In the 
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sequents whose derivability we will discuss both the variables of X and of Z will be 

used. 

Let F be a free algebra freely generated by Z in some variety. Then F can be 

identified with the quotient of the term algebra Te(Z) by a congruence = where 

for <,5 G Te(X), t = s t ^ s £ Id(F). Let G be a finite subalgebra of F, 

and let To := Q Te(Z) be a set of representatives of the elements of 

G, so that G  = •  9 i  € T o }  and g i  ^ g j  for i  ^  j .  Then there is m  such 

that g i  = g i { x ,  ?/, 21,..., Z m )  for every i  = 1,..., n. Let z  represent the sequence of 

v a r i a b l e s  . . .  S m -  F i n a l l y ,  l e t  s  6  Z  b e  d i s t i n c t  f r o m  x , y ,  z .  

Define the second-order system T to be the extension of S  by the axioms; 

^ if.-,) Wfifi (5.8) 

for every /-ary operation symbol 0 and every choice of terms ,..., g^.Qi G To such 

that 0{gi^,...,gi^) ^ gi E Id(F); and rule 

^ ~ A -> x  ^  y , . .  . ^ z  v  g , , { x , y , z ) , A x  k ,  y  

A —^  X  ^  y  

This is a single rule since A is viewed as a second-order variable ranging over 

finite sets of equations. Thus the system T is obtained from S by adding only finitely 

many axioms and a single rule. 

Let a  = { g i ^ , . . . , g i f . )  be a sequence of elements of T c -  Then for a term t G 

T e ( a : i , . . .  t h e r e  e x i s t s  a  u n i q u e  t e r m  t ° '  G  T q  s u c h  t h a t  t { g i ^ , . . .  , g i ^ )  ^  1 °  £  

Id(F). Observe that, if i = 0{ti,... ,ti), then 0(<°,...,<f) ^ E Id(F) and hence 

\ - q — > •  0 { t ^ , . . .  , t f )  ̂  1 ° "  b y  o n e  o f  t h e  r u l e s  ( 5 . 8 ) .  A l s o  o b s e r v e  t h a t  =  g i { x , y , ^  

f o r  s o m e  z  =  1 , . . . ,  n .  
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For a as above, let be the following set of equations; 

Aa := {xi ^  g i , , . . . ,  X k  « 

Lemma 5.5 Let t E Te(X) and assume that all variables oft are among Xi,..., Xk. 

Then for every sequence a = {gin - • • ^gik) of elements of To 

hr Ao —>• t Ri t°. 

Proof We prove the lemma by induction on the complexity of t. If i is a variable, 

i.e., i = Xj, for some j, then i" = gi^ and the statement is clear. So suppose that 

t = 0(<i,...,f/) for some operation symbol O and some G Te(a;i,... ,a:fc), 

for which the lemma has already been proved. Thus for each i = 

1-T A« -> t i  ^  t i ,  

and by the rules (R) and (C) of S  we get 

I A ^ ^ ^ ̂ •Ci\ ' r j -  - J -  ( y u i . . . . .  r . r j  ^  •  - J ;  

hr A, (5.10) 

As we observed earlier, 

l - r O ( < ^ . . . , ^ r ) « ^ ^  ( 5 . 1 1 )  

.Applying (W), (T) and (C) to (5.10) and (5.11) we get 

hr A„ —>• t^ i°. • 
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Lemma 5.6 Let t,s E Te(X) and assume that all variables of t and s are among 

xi,.. .,Xk- Then for every a £ Tq , 

I-7- Aa, t K s ^ t°' K s" and hr A^, « 5°" —> i 5. 

Proof By Lemma 5.5 we know that 

FT Aa —»• 5 « s" (5.12) 

hr Aa ^ i ~ t". 

The last line is equivalent (by (S) and (C)) to: 

h r A a ^ f " « i .  ( 5 . 1 3 )  

Also, by (T); 

I-7- i w s,5 « 5" —>• i w 5°. 

Applying the cut rule to (5.12) and the last sequent, we derive 

T t  ̂ Aa —>• t ~ 5'^. (5.14) 

By (T), 

L_  ̂  ̂ ^o- . ĵ cx  ̂I O ~ ~ r t '-w 

and applying (C) to this last sequent and to (5.13), 

\-r Aa, t  ̂ s°'  ̂  ̂ s°'. 
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Applying (C) again to this sequent and to (5.14), 

hr aq, t ^ s ^ t°' ri 3°. 

The second claim of the lemma is proved similarly. • 

For a sequence a G and for an equation e with variables contained in 

{ari,..., Xfc}, let e°' be the equation 

{s'r = 

For a finite set of equations F = {si,... ,£/}, let 

r:= 

We say that a second-order system 7^ is a (finite) extension of T if 7?. results 

from T by adding (finitely many) new axioms and rules. For a set of equations A let 

Var(A) denote the set of all variables occurring in the elements of A. 

Leiiima 5.7 Ltl a accoud-ordtr nysiem 7c be an extension of T. Lei a ^ Tq and 

assume that Var(FU{£}) C {xj,... Suppose that l-fiF" —>• Then ^-^Ac,, F —»• 

£. 

Proof By Lemma 5.6 and the weakening rule 

h/jAa, F —> for every 6 6 F. 

By the hypothesis 

FRF" _ 
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Applying the cut rule several times (once for each equation in F), we get 

^"rAq, r —> e". 

Using now the second statement of Lemma 5.6 and the cut rule, 

h H A , , r - . £ .  •  

Lemma 5.8 Suppose that the second-order system TZ is an extension of T. Let 

r —)• £ 6e a sequent such that Var(r U {e}) C {xj,... ,0:^}. Assume that —>• e°, 

for every a = . .gi^) € T^. Then I-rT ^ £. 

Proof Let e  =  t  ̂  s .  Recall that for z = 1,..., m, g ,  =  5,(0:, y ,  z ) .  Also recall that 

x,y, z,z,Xi,..., Xk are all distinct. Let g[ be the result of substituting t for x and 5 

f o r  y  i n  g i ,  i . e . ,  g \  : =  g i { t ,  s ,  z ) .  

Using induction on j = 1,..., ̂ :+ 1, we prove that for all choices of gi^, • • • ^gi^ ^ 

TG 

^  g { . , . . . X k ^  g ' i . . , r  - »  £ .  j 

Notice that this claim with j = ^: + 1 is the conclusion of the lemma. 

First, let j = 1. By Lemma 5.7, 

, • • •,Xk ~ 5^^, r £. 

Applying the substitution x <->• s to the last sequent, we get 

«  5 - ^ , . . . ,  Xk ^ g'i^.r -> £. 

Thus for j = 1 the claim holds. 
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Assume next that the claim is true for some j < k, and let ,... € Tq-

Then hflZj « g-, ij+i « ,... ,Xk ^ g-^,T -> £, i.e., 

^RXj « gi{t, s, 5), Xj+i « ,..., Sfc « , r ̂ txs 

for every i = 1..., n. But this sequent is the value of the substitution x <r-y t,y 

s,z Xj in the z-th premiss of the rule (5.9) where 

A = {xj+i w . ..,Xk^ g'iJuT. 

Applying rule (5.9), we get the conclusion of the lemma for j + 1. • 

Lemma 5.8 says, that in order for an extension TZ oi T to be complete for the 

quasi-identities of A, it is enough to "encode" into its rules and axioms all the quasi-

identities of the form F" —> e". We use this in the proofs of our criteria for finite 

second-order axiomatizability. 

Proof of Theorem 5.1 Let G = F2 be the free algebra in HSP(A) on gener-

o + -r TV, or> ic Q C11 Kpl <ToKr5i OT-pKl •\r rr^anorpf<3/4 -Troo pl<roKT*p KA/\J \y i. tj VL/ ^  ̂» JL, 4.*^ XI. A O Cv  ̂CwX^S.' X VXXN.' V4N^XX VAXXX VW ̂  ^s^xx\^x Cw V XX C*-X^^ *-/ X C*> 

F in the variety generated by A. Thus T g  = { g \ { , x , y ) ^ . . .  , g n { x , y ) ]  for some n  and 

s o m e  t e r m s  g i { x , y ) .  

Let nov; T be defined with respect to this G (by adding the axioms (5.8) and 

the rule (5.9) to S ) .  Consider the extension 7?. of T by the set of all axioms of the 

lonuvviiig iv^nn 

(5.15) 

for all natural numbers fc, all F —>• e £ Qld(A) such that Var(F U {e}) C {xi,... 

and all a eTq. Notice, that since Tg is finite, there are only finitely many different 
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sequents f —^e°'. Thus we have adjoined only finitely many new axioms to T and 

therefore only finitely many axioms and a single rule to S. 

We first show that these axioms and rule are valid. This is clear for the axiom 

(5.8). To see that axioms of the form (5.15) are valid, recall that, 

by definition, F" —> e °  is equivalent to some substitution instance of F e .  

Thus if F —> e E Qld(A), then also F'* —> e" G Qld(A). 

For the rule (5.9) assume that A is a finite set of equations. For each i = 1,..., m 

let 

i p i : =  z ^ g i , A - ^ x ^ y  

and let 

(^ := A X  ^  y .  

Consider a valuation v : Te(X U Z) A of terms into the algebra A and assume 

that V satisfies each and also that v satisfies A. By the hypothesis (5.2) the set 

{^(^i)),..., v{gm)} is either the entire set A or has one element. If it has one element, 

t h e n  v ( x )  —  v ( y ) .  i n  w h i c h  c a s e  u  s a t i s f i e s  x  ~  ? / .  O t h e r w i s e ,  f o r  e v e r y  e l e m e n t  n  

of A, there is an i such that a = v{gi). Therefore v{z) = v{gi), for some i. Since 

ipi 6 Qld(A), it follows that v{x) = v{y), which finishes the proof that the rules 

axiomatizing TZ are valid. 

It follows from the above that every sequent F —> e derivable in 72. is a quasi-

identity of A. To complete the proof of the theorem, we need to show that every 

quasi-identity ^ of A is derivable in TZ. Let F —> e G Qld(A). Assume, without loss 

of generality, that Var(r U {E}) C {A:I,..., XT}. Then by axiom (5.15) I-RF" —> 

for every a 6 Tq. Thus h/jF —> e by Lemma 4. • 
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Remark 1 An immediate corollary to the above theorem is the fact that if a finite 

algebra A does not have proper nontrivial subalgebras, then there is a second order 

deductive system TZ with finitely many axioms and rules such that an equation e is 

an identity of A iff H;? —> e. Actually, the system T discussed at the beginning of 

this section is sufficient for this purpose, i.e., the following is true: 

£ G Id(A) iff 1-7—> £, for every equation £. 

This can be proved as follows. Using the method similar to the one used in the proof 

of Lemma 5.6, we can show that for every identity £ of A and every a E.Tq 

\-r Ac -> £. 

Then using the rule (5.9) as in the proof of Lemma 5.8 we show that for every 

£ e Id(A) 

£. 

The converse follows easily from the validity of rules (5.8) and (5.9). 

Proof of Theorem 5.2 By assumption, A is isomorphic to some finite sub-

algebra G of the free algebra generated by {z\,z2,.-.} in HSP(A). Therefore G 

is also a finite subalgebra of F, the free algebra in HSP(A) generated by Z. Also, 

T g  =  { f f i :  -  •  -  9 n ] ^  f o r  s o m e  t e r m s  g i ^ . . g - n - ,  w h o s e  v a r i a b l e s  a r e  a m o n g  ^ i ' s , i . e . ,  x ,  y  

do not occur in o.'s. Let now T be defined with respect to this G (by adding the 

axioms (5.8) and the rule (5.9) to «S). Consider the extension TioiT by the axioms: 

9 i  ~  9 2  X « y. (.5.16) 
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for all Q i ^ Q j  6 Tq such that i  ^  j .  Note that in forming TZ we have adjoined only 

finitely many axioms to T and therefore only finitely many axioms and a single rule 

to S. 

We first show, that these axioms and rule are valid. It is clear for axiom (5.8). 

For the other axioms and rule note that for every valuation v : Te(X U Z) A 

the set {u(£ri), •. • ,i'(5'n)} is a homomorphic image of G and therefore of A. Hence 

{^(^i),... ,t^(5n)} = A by (5.3). Thus v{gi) v{gj) for i ^ j, from which it follows 

that (5.16) is valid. It also follows that v{z) = v{gi) for some i, which implies that 

(5.9) is valid. 

It follows that if \-R(p, then (p G Qld(A). It remains to show that every quasi-

identity of A is derivable in TZ. We verify the assumption of Lemma 4. 

Let r —> £ 6 Qld(A) with Var(r U {e}) C {xi,..., x^} and let A £ Tq. Also, let 

ehet ^ s. Recall that by definition of 7g, Qi ~ gj 6 Id(A) iff gi = gj. It follows from 

the definition of and that F" —>• 6° is also a quasi-identity of A and therefore 

of G, as G is isomorphic to A. Thus if, for every Si w ti £ F, sf is the same term as 

if, then P is the same term as In this case we have ~ by (I), aiiu then 

by (W) 

(5.17) 

On the other hand, if for some U 5,- £ F, U / 5,-, then (5.17) follows by the 

rule (5.16) and (W). This verifies the assumption of Lemma 4. By Lemma 5.8, every 

quasi-identity of A is derivable in TZ, which finishes the proof. • 

Remark 2 The system TZ that we used in the proof of the Theorem 5.1 could 

also be used in the proof above. However the system we did use in the proof of the 
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Theorem 5.2 has in general a smaller number of axioms. On the other hand, note 

that the quasi-identities (5.16) are not, in general, valid under the assumptions (5.2). 

Thus, in the proof of Theorem 5.1, we could not replace (5.15) by (5.16). 

Remark 3 Analogously to Theorem 5.1, an immediate corollary to Theorem 5.2 is 

that if no proper subalgebra of a finite algebra A is a homomorphic image of A, then 

there is a second order deductive system TZ with finite number of axioms and rules 

such that an equation e is an identity of A iff h/? —»• e. Again, the weaker system T 

from the beginning of the section is sufficient for this purpose. 

Recall from the previous section that the assumptions of both Theorem 5.1 and 

5.2 hold for a finite algebra A whose every element is an algebraic constant. In [51] 

M. Sapir presented a three-element semigroup T that is not finitely q-based. Let Q. 

be a language consisting of the binary multiplication symbol and of three constants, 

one for each element of T. Let T' be an fi-algebra, with T" = T", the multiplication of 

T' the same as that of T, and each of the constants interpreted as its corresponding 

element. The fact that T' is not finitely q-ba.sed can be obtained as a. corollary of the 

proof in [51]. Thus we have 

Proposition 5.9 Neither condition (8) nor the conjunction o/(ll) and (12) is stif-

ficient for a finite algebra A to be finitely q-based. 

In spite of not being finitely q-based, the algebra T' is finitely based. It turns 

out, however, that neither (5.2) nor the conjunction of (5.3) and (5.4) is sufficient 

for a finite algebra to be finitely based. In [40] it is shown that every finite non-

finitely based groupoid A, whose equational theory is regular, can be extended by 

adding three elements and a finite number of constants to a finite, nonfinitely based 
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groupoid B all elements of which are algebraic constants. Since there exist finite non-

finitely based groupoids whose equational theories are regular, we have the following 

proposition: 

Proposition 5.10 Neither condition (8) nor the conjunction of (11) and (12) is 

sufficient for a finite algebra A to be finitely based. 

Acknowledgment Prof. M. Sapir called our attention to the algebra T presented 

above and pointed out why T' also fails to be finitely q-based. 
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SUMMARY 

In this part we settled down the question of finding the smallest possible matrix 

that is non-finitely axiomatizable. Our method was to first list all the three-element 

matrices satisfying certain tautology and then to examine which of them are finitely 

axiomatizable and which are not. Piotr Wojtylak, in his letter to the author, sug

gested that it might be interesting to look also at other tautologies and examine the 

finite axiomatization problem for the classes of matrices satisfying these tautologies. 

The Rautenberg-Wroriski problem has been settled in [21]. We would like to 

know, however, whether there are algebras of smaller size than the 18-element algebra 

found in [21], that do not satisfy the conjectures (Cl) and (C2) stated in Chapter 4. 

In particular, what is the smallest size of such algebra? It is known, [26]. that every 

2-element algebra is finitely based and therefore it satisfies both (Cl) and (C2). So 

we would like to ask 

Is there a Z-element algebra that does not satisfy conjecture (Cl)? Is there a 

Z-element algebra that satisfies (Cl) but does not satisfy (C2)9 If not, what size are 

the smallest algebras with Ihtst proptriits? 

We have checked that every 3-element left-associative algebra must be finitely 

axiomatizable, in fact, even finitely based; although not all of them are finitely q-

based ([51]). The finite axiomatizability is associated with the existence of some finite 
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number of "patterns" in the set of all identities such that every identity of the finitely 

axiomatizable algebra is of some of those "patterns"; and moreover the "patterns" 

are captured by quasiidentities, that must be sound n the algebra. We are wondering, 

if the arguments of Chapter 4 can somehow be extended for left-associative algebras 

of more than 3-elements and whether all finite left-associative groupoids must be 

finitely axiomatizable. 

So we would like to propose the following conjecture 

Conjecture Every finite left-associative algebra satisfies (Cl), i.e., its identities 

are derivable from a finite set of quasi-identities sound in the algebra. 

In Chapter 5 we have also asked whether every finite algebra must be finitely 

second-order axiomatizable. 
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CONCLUSION 

In this dissertation we have generalized certain results on semantics of universal 

Horn logic without equality to Gentzen systems. We introduced the notion of a K-

deductive system which unifies these two concepts and therefore also extends to the 

deductive system in the standard sense and to the deductive system of equational 

logic. 

Our main results fall into three, related, categories. First, we investigated the 

general properties of A'-deductive system with the emphasis on the existence of cer

tain sets of connectives in these systems. For example, in part I, Chapter 3, The

orem 3.10 we characterized the protoalgebraic /i'-deductive systems as those which 

have a so-called finitarj' sj'stem of equivalence A'-formulas. This theorem corrects and 

extends the results on protoalgebraic fc-deductive systems claimed in [4]. We then 

analyzed some strengthenings of this theorem in the case of protoalgebraic Gentzen 

systems. 

Another main result of Part I is our algebraization Theorem 5.19. It extends the 

~  „ i  ,  
a.iz»<xuiiJ ojc ct vc CsjSlClll UI j^'JJ tU ClldlCtCtCi 1Z>C Ct 

large class of equivalences between a A'-deductive system and a L-deductive systems, 

when the latter is so-called Birkhoff-like. It also gives some necessary conditions in 

a more special, but also quite general case. 



317 

We use this theorem to analyze the existence of the implication connectives in 

a 1-deductive system, Part I, Chapter 6. We believe that the algebraization theorem 

will find also other applications. 

The main result of Part II is the finite basis theorem for protoalgebraic filter-

distributive deductive systems with finitely many "truth" predicates. We call such 

systems fc-deductive and they are also the deductive systems of the universal Horn 

logic. The theorem states that every protoalgebraic filter-distributive and deter

mined by a finite set of finite matrices A'-deductive system, has finitely based conse

quence operator. This theorem extends the theorem of [42] for relatively congruence-

distributive finitely generated quasivarieties and thus also the finite basis theorem 

for finitely generated congruence-distributive varieties of Baker. An important open 

question associated with the finite basis theorem is the question proposed by D. Pigozzi 

whether a similar result can be proved for filter-modular A'-deductive systems, i.e., 

whether a protoalgebraic filter-modular /'i'-deductive system determined by a finite 

set of finite matrices is finitely bcised. It is known (R. McKenzie, [30]) that the 

theorem is true for varieties provided the variety is residualiy bounded, but for qua

sivarieties the question is open. 

In the Part III we investigate finite axiomatization of finite matrices in the special 

case of 1-deductive systems and in the special case of finite algebras. We also consider 

this question in the second-order equational logic. Chapter 3 contains the optimal 

solution to the question asked by Rautenberg, Wojtylak and Dziobiak to find the 

smallest and "simplest" possible nonfinitely axiomatizable matrix. In Chapter 4 we 

showed that the algebras associated with some of the finite nonfinitely axiomatizable 

matrices are finitely based. In Chapter 5 we proposed two second-order conjectures 
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concerning finite axiomatization of finite algebras and we proved that they hold for 

two large classes of algebras. 

Research presented here suggests several open questions and new topics. For 

example, our study of the possible equivalent semantics for systems with a set of 

implication connectives shows that the problem of a proper definition of implication 

is more difficult that the problem of defining the equivalence. This only makes the 

problem more interesting and we are hoping that our observations will be a basis for 

the future research. 

As we already mentioned, we believe that the algebraization Theorem 5.19 can 

be used for future study of connectives other than equivalence or implication and 

also that it may have applications beyond just the study of connectives. Some other 

open questions are suggested in Part I, Chapter 3. A list of open questions related 

to the Rautenberg-Wronski problem can be found at the end of Part 3. 
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