Influence of wave phase difference between surface soil heat flux and soil surface temperature on land surface energy balance closure
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Abstract
The sensitivity of climate simulations to the diurnal variation in surface energy budget encourages enhanced inspection into the energy balance failure encountered in micrometeorological experiments. The diurnal wave phases of soil surface heat flux and temperature are theoretically characterized and compared for both moist soil and absolute dry soil surfaces, indicating that the diurnal wave phase difference between soil surface heat flux and temperature ranges from 0 to π/4 for natural soils. Assuming net radiation and turbulent heat fluxes have identical phase with soil surface temperature, we evaluate potential contributions of the wave phase difference on the surface energy balance closure. Results show that the sum of sensible heat flux (H) and latent heat flux (LE) is always less than surface available energy (Rn – G₀) even if all energy components are accurately measured, their footprints are strictly matched, and all corrections are made. The energy balance closure ratio (ε) is extremely sensitive to the ratio of soil surface heat flux amplitude (A₄) to net radiation flux amplitude (A₁), and large value of A₄/A₁ causes a significant failure in surface energy balance closure. An experimental case study confirms the theoretical analysis.

1 Introduction
The energy balance equation is widely applied to examine ground and canopy surface temperatures in land surface models which are usually coupled in mesoscale and climate models (e.g., Sellers et al., 1996; Chen and Dudhia, 2001; and Gao et al., 2004). The land surface energy balance equation includes the following major components of the surface energy budget: net radiation Rn (in both the visible and infrared part of the spectrum), sensible heat flux H (exchange of heat between the surface and the atmosphere by conduction and convection), latent heat flux LE (evaporation of water from the surface, where L is the latent heat of vaporization, and E is the vaporization), and heating G₀ of materials on the surface (soil, plants, water, etc.) with a small fraction
converted to chemical energy when plants are present. i.e.,
\[ Rn - G_0 = H + LE. \] (1)

Unfortunately, from early measurements (Elagina et al., 1973, 1978), the First International Satellite Land Surface Climatology Project (ISLSCP) Field Experiment (FIFE) (Kanemasu et al., 1992), to a recent energy balance experiment (EBEX-2000) (Oncley et al., 2007), surface energy imbalance has been observed. Foken et al. (1999) pointed out that the causes of the imbalance in the energy budget were usually related to the errors in the individual energy component measurements and the influence of different footprints on the individual energy components. Recently, Oncley et al. (2007) characterized the imbalance results obtained in the EBEX-2000, a study examining the ability of state-of-the-art measurements to close the surface energy balance for a flood-irrigated cotton field on uniform terrain. They concluded that (1) the EBEX dataset still indicated an energy imbalance on the order of 10% (the signed diurnal average), despite critical attention to calibration, maintenance, and software corrections of data for all sensors; and (2) the nighttime energy budget closure was good, so most of the observed imbalance was during the day. The imbalance quickly grows to nearly its midday value, suggesting that the cause does not simply scale with any one of the energy balance terms. Jacobs et al. (2008) examined the surface energy budget over a mid-latitude grassland in central Netherlands by taking account of all possible enthalpy changes and by correcting soil surface heat flux, resulting in a closure of 96%, which demonstrated that the correction to soil surface heat flux was important to obtain surface energy balance closure. Su et al. (2008) examined the energy closure for both 10-min and 60-min averaged fluxes collected in the intensive field campaigns carried out at the Barrax agricultural test site in Spain during 12–21 July 2004 (SPARC 2004), and found that the energy closure is not reached, with the sum of the turbulent fluxes \((H + LE)\) measured by the eddy covariance system being 10% higher than the available energy \((Rn - G_0)\).

Soil surface heat flux \((G_0)\) was determined by summing the heat flux at a reference depth \((z)\) few centimeters below the surface and the rate of change of heat storage in the soil above \(z\). Ochsner et al. (2006) experimentally demonstrated that heat flux plates underestimated soil heat flux, Sauer et al. (2006) investigated the impact of heat flow distortion and thermal contact resistance on soil heat flux plates, and Ochsner et al. (2007) further investigated how choices regarding \(z\), soil volumetric heat capacity measurements, and heat storage calculations all affect the accuracy of heat storage.

Persistent concerns regarding surface energy balance closure encourage increased scrutiny of potential sources of errors (Sauer et al., 2006). However, can the surface energy components achieve balance closure if (1) they are accurately measured, (2) their footprints are strictly matched, and (3) all corrections are made? To answer this question, the objective of present work is to characterize the phase difference between soil surface heat flux and temperature and to investigate whether it influences land surface energy balance closure by using theoretical analysis and experimental evaluation.

2 Theoretic analysis

2.1 Phase difference between soil surface heat flux and soil surface temperature

2.1.1 Moist soil surfaces

Gao et al. (2003) considered soil thermal conduction and convection as follows,

\[ \frac{\partial T}{\partial t} = k \frac{\partial^2 T}{\partial z^2} + W \frac{\partial T}{\partial z}. \] (2)

where \(T\) is the soil temperature at a reference depth \(z\) (the vertical coordinate positive downward), \(t\) is time, \(k\) is the soil thermal diffusivity, \(W = \frac{g_s}{c_p} - \frac{C_W}{\rho} w \varphi\) where \(C_W\) is the volumetric heat capacity of soil, \(C_W\) is the volumetric heat capacity of water, \(w\) is the liquid water flux \((m^3 s^{-1} m^{-2})\) (positive downward), and \(\varphi\) is the volumetric water content of the soil. Assuming semi-infinite space with surface temperature boundary...
condition:

\[ T(0, t) = T_1 + A \sin \omega t, \quad (t \geq 0). \tag{3} \]

where \( T_1 \) is the mean soil surface temperature, \( A \) is the amplitude of the diurnal soil surface temperature wave, and \( \omega \) is the angular velocity of the Earth’s rotation and \( \omega = 2\pi/(24 \times 3600) \) rad s\(^{-1}\). The solution to Eq. (2) is

\[ T(z, t) = T_1 + A \exp \left( \frac{-W}{2k} - \frac{\sqrt{2}}{4k} \sqrt{W^2 + \sqrt{W^4 + 16k^2\omega^2}} z \right) \sin \omega t - \frac{\sqrt{2}}{\sqrt{W^2 + \sqrt{W^4 + 16k^2\omega^2}}} \left( \omega t - \frac{\sqrt{2}}{\sqrt{W^2 + \sqrt{W^4 + 16k^2\omega^2}}} \right) \]

Letting \( M = 1/(\frac{W}{2k} + \frac{\sqrt{2}}{4k} \sqrt{W^2 + \sqrt{W^4 + 16k^2\omega^2}}) \) and \( N = \frac{\sqrt{W^2 + \sqrt{W^4 + 16k^2\omega^2}}}{\sqrt{2}W} \), Eq. (4a) becomes

\[ T(z, t) = T_1 + A \exp(-z/M) \sin(\omega t - z/N). \tag{4b} \]

Based on Van Wijk and De Vries (1963), the subsurface heat flux \( G(z, t) \) at depth \( z \) may be written,

\[ G(z, t) = -\lambda \partial T/\partial z, \tag{5a} \]

where \( \lambda \) is the thermal conductivity. Substituting Eq. (4b) into Eq. (5a) yields

\[ G(z, t) = \frac{1}{M} \exp(-z/M) \sin(\omega t - z/N) + \frac{1}{N} \exp(-z/M) \cos(\omega t - z/N) \tag{5b} \]

\[ = \lambda A \exp(-z/M) [\frac{1}{M} \sin(\omega t - z/N) + \frac{1}{N} \cos(\omega t - z/N)] \]

\[ = \lambda A \exp(-z/M) \frac{\sqrt{M^2 + N^2}}{MN} \sin(\omega t - z/N + \delta) \]

where we define \( \sin \delta = \frac{M}{\sqrt{M^2 + N^2}} \) and \( \cos \delta = \frac{N}{\sqrt{M^2 + N^2}} \). Comparing Eq. (5b) against Eq. (4b) shows that the wave phase difference between soil heat flux \( G(z, t) \) and soil temperature \( T(z, t) \) is \( \delta \) rad and that \( G(z, t) \) reaches its peak earlier than \( T(z, t) \).

In micrometeorological experiments, soil heat flux \( G(z, t) \) is directly measured by soil heat flux plates at a depth \( z \), and the soil surface heat flux \( G(0, t) \) (which is same as \( G_0 \) in Eq. 1) is then calculated by

\[ G(0, t) = G(z, t) + C_{ov} \partial T_g/\partial t, \tag{6} \]

where \( C_{ov} \partial T_g/\partial t \) is the soil heat storage in the soil layer immediately above the heat flux plates, and \( T_g \) is the vertically averaged soil temperature of this soil layer, which is usually measured by using soil temperature probes.

Theoretically,

\[ T_g = \frac{[T(0, t) + T(z, t)])/2.} \tag{7} \]

Substituting Eqs. (5b) and (7) in Eq. (6) yields

\[ G(0, t) = \lambda A \frac{\sqrt{M^2 + N^2}}{MN} \sin(\omega t + \delta). \tag{8a} \]

Comparison of Eq. (8a) against Eq. (3) indicates that there is a phase difference between \( G(0, t) \) and \( T(0, t) \) (i.e., \( \delta \), rad), and \( G(0, t) \) reaches its peak 120/π hours prior to \( T(0, t) \).

2.1.2 Dry soil surfaces

Under the circumstance with homogeneous soils in which it is assumed that soil thermal diffusivity is vertically homogeneous (i.e., \( \frac{\partial k}{\partial z} = 0 \)) and liquid water flux is negligible (i.e., \( w = 0 \)), we obtain \( \frac{\partial k}{\partial z} = \frac{C_p}{C_v} w \varphi = 0 \), therefore \( N = M = d = \sqrt{2k/\omega} \), and thus Eq. (4b) becomes

\[ T(z, t) = T_1 + A \exp(-z/d) \sin(\omega t - z/d). \tag{4c} \]
Eq. (5b) becomes
\[
G(z, t) = \frac{\lambda A}{d} \exp(-z/d) [\sin(\omega t - z/d) + \cos(\omega t - z/d)]
\]
\[
\frac{\sqrt{2\lambda A}}{d} \exp(-z/d) \sin(\omega t - z/d + \frac{\pi}{4})
\]
and Eq. (8a) becomes
\[
G(0, t) = \frac{\sqrt{2\lambda A}}{d} \sin(\omega t + \frac{\pi}{4}).
\]
We expect \( W = 0 \) for homogeneous soil experiencing conduction-only heat transfer, such as dry hot lake beds or deserts. Comparison of Eq. (5c) against Eq. (4c) shows that the phase difference between soil heat flux \( G(z, t) \) and soil temperature \( T(z, t) \) is \( \pi/4 \) (i.e., 3 h), and \( G(z, t) \) reaches its maximum values 3 h prior to \( T(z, t) \) in dry soils.

Similarly, comparison of Eq. (8b) against Eq. (3) shows that the wave phase difference between surface soil heat flux \( G(0, t) \) and surface soil temperature \( T(0, t) \) in dry soils is \( \pi/4 \) (i.e., 3 h), and \( G(0, t) \) reaches its maximum values three hours prior to \( T(0, t) \). The phase difference of \( \pi/4 \) between surface soil heat flux \( G(0, t) \) and surface soil temperature \( T(0, t) \) was also reported by Horton and Wierenga (1983). To illustrate these different variation patterns in \( G(z, t) \), \( T(z, t) \), \( G(0, t) \), and \( T(0, t) \) we respectively apply Eqs. (5c), (4c), and (8b) for a dry hot desert soil with typical parameters, e.g., \( z = 0.05 \text{ m}, k = 6.2 \times 10^{-7} \text{ m}^2 \text{ s}^{-1}, C_g = 1.16 \times 10^6 \text{ J m}^{-3} \text{ K}^{-1}, A = 30 \text{ K}, \) and \( T_i = 291.76 \text{ K}, \) resulting in \( d = 0.13 \text{ m}, \) and \( J = 0.72 \text{ J m}^{-1} \text{ K}^{-1} \text{ s}^{-1} \) (Gao et al., 2007). Figure 1 shows the temporal variations in \( T(0, t) \), \( T(z, t) \), \( G(0, t) \), \( G(z, t) \), and \( C_g z \partial T_g / \partial t \) during daytime when the peak of \( T(0, t) \) is set to occur at 12:00 (Local time). It is found that (1) the peak of \( G(0, t) \) occurs at 09:00 a.m., i.e., 3 h earlier than the peak of \( T(0, t) \); (2) the soil surface heat flux might exceed 230 W m\(^{-2}\) if the diurnal amplitude (4) of soil surface temperature in Eq. (3) is as large as 30 K in a dry hot desert soil; and (3) both of the peaks of \( G(z, t) \) and \( T(z, t) \) dampened \( z/d \) as compared with their corresponding surface peaks.

2.1.3 Assessment of \( \delta \)

It is worthy to quantify the range of \( \delta \) because it has a potential impact on surface energy balance, which will be later discussed. Since \( \sin \delta = \frac{M}{\sqrt{M^2 + N^2}} \) and \( \cos \delta = \frac{N}{\sqrt{M^2 + N^2}} \), the magnitude of \( \delta \) depends on the relative magnitudes of \( M \) and \( N \). Both \( M \) and \( N \) depend on \( W \), and for moist soil conditions, in response to surface soil water evaporation soil dries from the surface downward. The drying causes liquid water to move upward from the subsoil to the surface evaporation zone, and results in the soil to have a non-uniform water content vertically with depth. Due to the non-uniform water content the soil thermal diffusivity also varies with depth, and \( k \) tends to increase from the surface downward, i.e., the smallest value of \( k \) is at the dry surface and larger values of \( k \) occur in the moist subsurfaces. The direct result is that \( \partial k / \partial z > 0 \). As shown above, \( W = \frac{\partial k}{\partial z} - \frac{C_w}{C_g} \omega \phi \), where \( W \) is usually expected to be only a few millimeters per day of evaporation flux. The soil water flux responds to the evaporation boundary condition so one can expect only a few millimeters per day soil water flux \( (\frac{C_w}{C_g} \omega \phi) \), too. With this understanding, \( \partial k / \partial z \) should be the main contributor to \( W \). The fact that \( \partial k / \partial z > 0 \) results in \( W > 0 \), leading to \( N > M > 0 \) in the moist soils that experience evaporative drying. The fact that \( N > M > 0 \) directly causes \( \pi/4 > \delta > 0 \).

2.2 Influence of phase difference between soil surface heat flux and soil surface temperature on surface energy balance

In this section, we characterize the potential influence of the phase difference between soil surface heat flux \( (G_0) \) and soil surface temperature \( (T(z, t)) \) on surface energy balance closure. Usually, micrometeorologists tabulate the time series of energy components \( (R_n, H, LE, \text{ and } G_0) \), and then close them for each sample period. We assume that
\[
R_n = A_1 \sin[3600\omega (t_1 - 6)], \quad 18 \geq t_1 \geq 6;
\]
\[ H = A_2 \sin[3600\omega(t_1 - 6)]. \quad 18 \geq t_1 \geq 6; \]  
\[ LE = A_3 \sin[3600\omega(t_1 - 6)]. \quad 18 \geq t_1 \geq 6; \]  
\[ and \ G_0 = A_4 \sin[3600\omega(t_1 - 6)]. \quad 18 \geq t_1 \geq 6; \]  
where \( t_1 \) is time (in hour), \( A_1, A_2, A_3, \) and \( A_4 \) are diurnal amplitudes of \( Rn, H, LE, \) and \( G_0 \), respectively. For our purpose, we assume \( A_1=600 \text{ W m}^{-2}, A_2=300 \text{ W m}^{-2}, \) \( A_3=200 \text{ W m}^{-2}, \) and \( A_4=A_1-A_2+A_3=100 \text{ W m}^{-2}, \) for an idealized land surface where the phases of all the energy components are forced to be identical to that of soil surface temperature. Figure 2 shows (a) the diurnal variations of these energy components and (b) the scatter distribution of \( H+LE \) against \( Rn-G_0). \) It is apparent that energy balance closure occurs.

Net radiation \( (Rn) \) is usually obtained by \( Rn=DSR+DLR-OSR-OLR \) where DSR and DLR are downward short- and long-wave radiation and OSR and OLR are upwelling reflected shortwave radiation and long-wave radiation emitted by surface, respectively. \( OSR=\alpha \times DSR \) where \( \alpha \) is the surface albedo, so OSR and DSR have identical phase in their diurnal variations. This phase depends on the solar elevation angle. DSR is one cause of surface temperature change, and conversion of radiation to heat has a delay that depends on material properties. This delay is negligible in observation as later shown in Fig. 4. Meanwhile, because \( OSR=\alpha \times DSR \) where \( \alpha \) is surface albedo, OSR has identical phase with DSR. In this way, we assume that both OSR and DSR have identical phase with soil surface temperature. OLR is calculated via Stefan-Boltzmann law, and has identical phase with soil surface temperature. DLR usually has identical phase with OLR. In this way, we assume that \( Rn \) has identical diurnal variation phase with the soil surface temperature.

Sensible heat flux \( (H) \) is usually obtained by using the difference of soil surface temperature and air temperature at a reference height, so we assume \( H \) has identical diurnal variation phase with soil surface temperature. Latent heat flux \( (LE) \) is usually obtained by using the difference of the specific humidity at soil surface temperature and the specific humidity at a reference height, so we assume \( LE \) has identical diurnal variation phase with soil surface temperature too. Therefore, we assume that \( Rn, H, \) and \( LE \) have identical phases with soil surface temperature although, in reality, the phases of energy components (i.e., \( Rn, H, \) and \( LE) \) may not be strictly identical to that of soil surface temperature.

The phase of soil surface heat flux \( G_0 \) differs from that of soil surface temperature, as mentioned above. For a dry soil, soil surface heat flux \( G_0 \) can be expressed as

\[ G_0 = A_4 \sin[3600\omega(t_1 - 6) + \pi/4]. \quad 18 \geq t_1 \geq 6. \]  
Correspondingly, the surface energy balance becomes incomplete with a closure of 92.8% only. Moreover, this result indicates that the surface energy balance closure varies during different periods of time as

\[ H + LE > Rn - G_0, \quad 10.5 \geq t_1 \geq 6 \]  
\[ H + LE = Rn - G_0, \quad t_1 = 10.5 \]

and \[ H + LE \leq Rn - G_0, \quad 18 \geq t_1 \geq 10.5 \] as shown in Fig. 3a. The correlation coefficients \( (r) \) between \( H+LE \) and \( Rn-G_0 \) is 0.96. Our theoretical analysis on Fig. 3b suggests that the imbalance quickly grows to nearly its midday value, which is consistent with the experimental findings in Oncley et al. (2007). In Fig. 3b, the green line is obtained by linear regression analysis.

We define the energy balance closure ratio \( \varepsilon=(H+LE)/(Rn-G_0) \), i.e., the slope of the linear regression line which is forced to pass the origin of coordinates in Fig. 3b. When Eq. (9.4a) holds, the energy balance closure ratio \( \varepsilon \) is extremely sensitive to the ratio of \( A_4 \) to \( A_1 \) as shown in Table 1. Large values of \( A_4/A_1 \) cause a significant failure in surface energy balance closure.
3 Experimental evaluation

To evaluate the theoretical analysis presented above, the data collected at the Ando micrometeorological site on 22 June 1998 during Global Energy and Water Cycle Experiment (GEWEX) Asian Monsoon Experiment (GAME)/Tibet are used here. The Ando site was located in a flat prairie with sufficient fetch in all directions. Vegetation cover was short grass with canopy height of less than 0.05 m and LAI of less than 0.5. The soil at the site was of medium texture. Details on the instruments and various data processing techniques are provided at the Web site: http://monsoon.t.u-tokyo.ac.jp/tibet/data/iop/pbltower/doc/anduo.html. Fluxes of sensible heat (\(H\)) and latent heat (\(LE\)) were measured by eddy covariance using a triaxial sonic anemometer (CSAT3, Campbell Scientific Inc.), a krypton hygrometer (KH20, Campbell Scientific Inc.) and a finewire thermocouple. These instruments were mounted at 2.85 m above ground facing prevailing wind directions. Sampling rate was 20 Hz, and the raw data were collected for postdata processing. Appropriate corrections were made for nonzero mean vertical velocity, flux loss owing to sensor separation (0.15 m) between sonic anemometer and hygrometer, and density variation owing to simultaneous transfer of \(H\) and \(LE\) (Webb et al., 1980).

Net radiation was measured at 1.5 m above ground with CNR1 radiometer (Kipp and Zonen, Holland), which measures incoming short-wave/long-wave and upwelling short-wave/long-wave radiation separately. The thermal effects owing to sensor temperature were taken into account in calculating long-wave radiation components. The surface skin temperature was computed from the measured outgoing long-wave radiation with a downward facing radiometer of CNR-1. The Stefan-Boltzmann law was used with an infrared emissivity of 0.98. The volumetric water content of the surface soil layer (0–0.1 m) was measured by two soil moisture reflectometers (CS615, Campbell Scientific, Inc.). Soil heat flux was measured with two heat transducers (HFT3, Campbell Scientific, Inc.) buried 0.05 m below the ground. The heat storage above the transducers was calculated from the time variation of soil temperatures (at two depths: 0.05 m and 0.10 m) with their soil water contents.

Figure 4 shows (a) diurnal variations of surface radiation flux components, i.e., downward shortwave radiation (DSR), downward longwave radiation (DLR), upward shortwave radiation (USR), and upward longwave radiation (ULR) fluxes; (b) same as (a) but for net radiation (\(Rn\)), sensible heat (\(H\)), latent heat (\(LE\)), and soil heat (\(G_0\)) fluxes; and (c) surface effective radiative temperature (\(Tsfc\)) which is derived from surface emitted longwave radiation (ULR) with the assumption that the infrared emissivity \(\varepsilon=0.98\) for daytime on 22 June 1998 at Ando site of GAME/Tibet experiments. Two good reasons to use this day for a case study are that it is a sunny day which dramatically decreases the complexities caused by intermittent cloud, and \(LE\) is always less than 90 W m\(^{-2}\) which dramatically decreases the influence of measurement error in \(LE\) on surface energy budget closure.

DSR, USR, ULR, \(Rn\), \(H\), \(LE\), \(G_0\), and \(Tsfc\) varied diurnally, DSR, USR, ULR, \(Rn\), \(H\), and \(LE\) had phases similar to \(Tsfc\), and DSR, USR, ULR, \(Rn\), \(H\), \(LE\), and \(Tsfc\) reached their peaks at 15:00 (local time). \(G_0\) reached its peak at 12:30 (local time) yielding \(\delta=2.5\) h or \(2.5\pi/12\) in rad. Because of low soil water content (15\%), \(H\) is the main consumer of surface available energy (\(Rn–G_0\)). The maximum value (\(G_{0,max}\)) of \(G_0\) is 166 W m\(^{-2}\) and the maximum value of \(Rn_{max}\) is 708 W m\(^{-2}\). \(G_{0,max}/Rn_{max}=0.234\), which corresponds with \(A_4/A_1=1.4/6\) in Table 1. Figure 5 shows the comparison between turbulent heat fluxes (\(H+LE\)) and surface available energy (\(Rn–G_0\)) during the daytime of 22 June 1998 at the Ando site of the GAME/Tibet experiments. The slope of the regression line forced to pass through the origin of the coordinates is 0.85. It is similar to \(\varepsilon=0.883\) for \(A_4/A_1=1.4/6\) in Table 1.

4 Discussion

For most moist soil surfaces, the phase difference (\(\delta\)) between soil surface heat flux and temperature ranges from 0 to \(\pi/4\). However, in our equation derivation, we assumed that the surface boundary condition is sinusoidal as shown in Eq. (3). Actually,
the diurnal variation of soil surface temperature does not strictly follow symmetric sinusoids, e.g., Gao et al. (2007). For instance, in both morning and afternoon, the absolute values of soil surface temperature gradients in time are larger than that of the ideal sinusoid given in Fig. 1. This should help alleviate the overestimation in surface energy balance ratio ($\epsilon$) in the morning, and the underestimation in surface energy balance ratio ($\epsilon$) in the afternoon. Previous observations (e.g., Fig. 6 in Oncley et al., 2007) of surface energy components indicated a significant phase difference between soil surface heat flux ($G$) and turbulent heat fluxes ($H$ and $LE$). This difference may negatively influence energy balance closure.

Our theoretical analysis builds on assumption that $Rn$, $H$, and $LE$ have identical phases with soil surface temperature. Although this assumption is not strictly realistic in experiments, e.g., the phase of $LE$ is not strictly identical with that of soil surface temperature at the Ando site as shown in Fig. 4, the fact that the phases $Rn$, $H$, and $LE$ are similar to that of the soil surface temperature support our present assumption and analysis.

5 Summary

The phase difference between soil surface heat flux and temperature was characterized and found to range from 0 to $\pi/4$ for natural soils, where the diurnal variation in soil temperature was assumed to be sinusoidal. The impact of phase difference between soil surface heat flux and temperature on surface energy closure was theoretically examined for both moist land and dry soil surfaces. A case study was used for experimental evaluation.

We concluded that the phase difference of soil surface heat flux from those of net radiation, sensible heat and latent heat fluxes was an inherent source to soil surface energy balance closure failure. We showed that $H+LE$ was always less than $Rn-G$ even if all energy components were accurately measured, their footprints were strictly matched, and all corrections were made. The energy balance closure ratio $\epsilon$ was extremely sensitive to the ratio of soil surface heat flux amplitude to net radiation flux amplitude, and a large value of $A_s/A_R$ caused a significant failure in surface energy balance closure.
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Table 1. Sensitivity of surface energy balance ratio \( \varepsilon = \frac{H + LE}{Rn - G_0} \) to the value of \( \frac{A_4}{A_1} \).

<table>
<thead>
<tr>
<th>( \frac{A_4}{A_1} )</th>
<th>( \varepsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3/6</td>
<td>0.983</td>
</tr>
<tr>
<td>0.4/6</td>
<td>0.977</td>
</tr>
<tr>
<td>0.5/6</td>
<td>0.970</td>
</tr>
<tr>
<td>0.6/6</td>
<td>0.963</td>
</tr>
<tr>
<td>0.7/6</td>
<td>0.955</td>
</tr>
<tr>
<td>0.8/6</td>
<td>0.946</td>
</tr>
<tr>
<td>1.0/6</td>
<td>0.937</td>
</tr>
<tr>
<td>1.2/6</td>
<td>0.928</td>
</tr>
<tr>
<td>1.4/6</td>
<td>0.907</td>
</tr>
<tr>
<td>1.6/6</td>
<td>0.883</td>
</tr>
<tr>
<td>1.8/6</td>
<td>0.857</td>
</tr>
<tr>
<td>1.9/6</td>
<td>0.828</td>
</tr>
<tr>
<td>2.0/6</td>
<td>0.795</td>
</tr>
<tr>
<td>2.2/6</td>
<td>0.760</td>
</tr>
<tr>
<td>2.4/6</td>
<td>0.722</td>
</tr>
<tr>
<td>2.6/6</td>
<td>0.682</td>
</tr>
<tr>
<td>2.8/6</td>
<td>0.639</td>
</tr>
<tr>
<td>3.0/6</td>
<td>0.593</td>
</tr>
</tbody>
</table>

**Fig. 1.** Theoretical demonstration of temporal variations in soil surface temperature \([T(0, t)]\), soil temperature \([T(z, t)]\), soil surface heat flux \([G(0, t)]\), soil heat flux \([G(z, t)]\), and soil heat storage \(C_g z \frac{\partial T}{\partial t}\) during daytime.
Fig. 2. Theoretical demonstration of (a) temporal variations in surface energy components ($Rn$, $H$, $LE$, and $G_0$) during daytime, and (b) comparison between turbulent heat fluxes ($H+LE$) and surface available energy ($Rn-G_0$).

Fig. 3. Same as Fig. 2 but with a different distribution of $G_0$ and the curves and dots are in blue for the afternoon.
Fig. 4. (a) diurnal variations of surface radiation flux components, i.e., downward shortwave radiation (DSR), downward longwave radiation (DLR), upward shortwave radiation (USR), and upward longwave radiation (ULR) fluxes; (b) same as (a) but for net radiation ($R_n$), sensible heat ($H$), latent heat ($LE$), and soil heat ($G_0$) fluxes; and (c) surface effective radiative temperature ($Tsfc$) which is derived from surface emitted longwave radiation (ULR) with the assurance that the infrared emissivity $e=0.98$ for daytime on 22 June 1998 at the Ando site of the GAME/Tibet experiments.

Fig. 5. Comparison between turbulent heat fluxes ($H+LE$) and surface available energy ($R_n-G_0$) for daytime on 22 June 1998 at the Ando site of the GAME/Tibet experiments.