AUTOMATIC DETERMINATION OF ACOUSTIC PLATE SOURCE-DETECTOR SEPARATION FROM ONE WAVEFORM
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Abstract

We discuss an automated procedure for determining the separation between a transient acoustic source and a detector on a plate. We use a time-estimation algorithm based on the assumption that the detected signal is represented by a small finite number of discrete band-limited impulses. This is carried out using the MUSIC (MUltiple SIgnal Classification) algorithm in time-estimation mode to automatically estimate both the first arrival time of the lowest order antisymmetric ($A_0$) mode and the arrival time of the Rayleigh wave. Using the material and geometric properties of the plate and these two arrival times we calculate the distance to the source. This technique allows the automatic determination of source-receiver separation from a single transient waveform.

1 Introduction

Acoustic emission (AE) signals are the transient elastic waves emitted from a localized change of stress or strain in a material. As such, AE signals are emitted when deformation and failure processes occur in a specimen. Much research over the last four decades has focused on the processing of AE waveforms to recover the location and the characteristics of the acoustic source. AE processing has progressed from event counting to source location to model-based source characterization. AE analysis parallels closely the equivalent seismic problem of finding the epicenter of an earthquake [1]. Today, an experienced seismologist can usually locate a major earthquake accurately with a single seismogram. The different arrival times – of pressure, shear, Rayleigh, and mode-converted waves – can be used to accurately estimate the distance, and knowledge of likely earthquake zones is usually sufficient to determine the azimuth. Similarly, an experienced AE researcher or technician can identify multiple arrivals within an AE waveform and thereby determine the distance to the source.

In conventional AE waveform processing, a single arrival time is recorded for each transducer. Solving the source location problem in $n$-dimensional space requires at least $n + 1$ transducers because the event source time $t_0$ is unknown. With the large number of sensors in conventional AE systems, obtaining $n + 1$ signals is generally not a problem, but due to the dispersive nature of wave propagation in thin plates, the wave arrivals are not well defined. If two precise arrival times can be obtained from each transducer then that can improve the solution of the source location problem. Alternatively, transducer spacing can be widened, providing coverage equivalent to single arrival AE, but with fewer sensors. There are several established methods for extracting multiple arrival times from AE signals in two-dimensional plates. These exploit the dispersion of Rayleigh-Lamb guided modes to identify distinct arrivals as functions of time. We note in particular a patent [2] which describes a procedure for extracting multiple arrival times from a single AE waveform, and the work of Gorman [3], who discusses the utility of Lamb wave theory for detailed analysis of synthetic AE waveforms in plates.

Time-frequency representations have been used for Lamb wave analysis since the late 1990’s. Prosser et al.[4] applied the Wigner-Ville distribution in the context of AE waveform
processing to analyze simulated waveforms from an aluminum plate and experimental waveforms from a model source (pencil lead fracture) on a composite plate. Our own previous publication describes an explicit method for determining two arrival times from synthetic or experimental data based on the Wigner-Ville distribution [5]. Niethammer et al. [6] provides a detailed comparison of the characteristics and relative merits of different time-frequency representations, including the Fourier spectrogram, wavelet scalogram, Wigner-Ville distribution, and Hilbert spectrum. Hurlebaus et al. [7] introduced and Benz et al. [8] refined an autonomous correlation-based technique for locating a notch based on time-frequency analysis of notch-scattered laser pulse-generated Lamb modes.

In this paper we describe an automatic method for extracting a second arrival time from the waveform detected by each transducer on a thin two-dimensional plate. Given two arrival times $t_1$ and $t_2$, the material properties, and group velocities $V_{g1}$ and $V_{g2}$ calculated from Lamb wave theory, the source distance $d$ and event time $t_0$ can be directly evaluated:

$$d = V_{g1}V_{g2} \frac{t_2 - t_1}{V_{g1} - V_{g2}}$$

and

$$t_0 = \frac{V_{g1}t_1 - V_{g2}t_2}{V_{g1} - V_{g2}}.$$ 

The method we describe below works autonomously and does not require manual intervention other than initial parameter adjustment. It relies upon time-frequency analysis using the MUSIC (MUltiple SIgnal Classification) spectrum and root-MUSIC frequency identification algorithm [9] to measure distinct and physically meaningful arrival times for each signal in two different frequency bands. Elastic wave detection is with a miniature piezoelectric transducer. We use the fracture of a glass capillary (step unloading) as a model AE source and a glass plate as a propagating medium. Glass was chosen because it is a uniform, isotropic, well-characterized, low-attenuation medium, and not for any specific application. Real AE sources might be of lower amplitude and of different type than the capillary fracture signal leading to lower signal-to-noise ratio (SNR). Engineering metals such as aluminum or steel would behave similarly to glass, but with higher attenuation and the concomitant reduction in SNR at large distances. The algorithm we describe assumes that only an isolated source event is detected in each recorded waveform.

2 Time-frequency analysis of waveforms

Figure 1 shows the measurement geometry and a sample waveform (2000 samples, $f_s = 10$ MHz) generated by the fracture of a glass capillary on a glass plate of thickness $h = 0.4$ in (10.2 mm), with a source-receiver separation $d = 28$ in (711 mm, or 70$h$). When acoustic waves propagate in plates, only a discrete set of Rayleigh-Lamb modes propagate. These wave modes are dispersive, in the sense that their wavespeeds are frequency dependent, so that a propagating pulse distorts and disperses as it propagates along the plate. The dispersion relations of the modes can be calculated from theory given the material parameters [10], the group velocities $\partial\omega/\partial k$ as functions of frequency are easily calculated from the
Fig. 1. (a) Measurement geometry (b) sample waveform (distance $d=70$ thicknesses of $h = 0.4$ in thick glass)

Fig. 2. (a) Dispersion relations for glass (b) Group velocity curves for glass
dispersion relations. Fig. 2 shows the dispersion relations and corresponding group velocities for a glass plate. The measured impulse response after propagation will consist of a discrete pattern of arrivals at times inversely proportional to group velocity $T = d/V_g$. We will exploit the discrete nature of these arrivals by analyzing them with a discrete model and MUSIC.

3 MUSIC

The MUSIC algorithm was originally developed for the estimation of the direction of an electromagnetic signal impinging on an array of antennas [9]. It is an algorithm for estimation of the frequency of a signal in a noisy environment. MUSIC has the advantage of computational efficiency; the computation time for all the calculations described herein is just a few seconds on a modern 2 GHz PC. While MUSIC is, by now, a textbook algorithm (e.g. [11]), we will discuss it in some detail, both because its use is relatively rare in the acoustics community and because we are using it for time-estimation instead of frequency-estimation.

The MUSIC algorithm assumes that the signal to be measured can be modeled as a sum of $k$ harmonic waves plus additive white Gaussian noise $N(t)$. Given the stationary model,

$$x(t) = \sum_{i=1}^{k} A_i \exp(j2\pi f_i t) + N(t), \quad (3)$$

MUSIC generates a spectral analysis with maxima at or near the frequencies $f_i$ from the time-samples of $x(t)$. What is needed is a simple and effective method for finding those frequencies from the samples. The root-MUSIC algorithm accomplishes this by transforming the frequency estimation problem to a polynomial root finding problem, which is easily solved. MUSIC is useful for frequency-estimation because it provides higher resolution with less input than Fourier analysis.

We will apply MUSIC to time-estimation by performing frequency-estimation on the Fourier transform of our measured waveforms, thereby measuring arrival times instead of frequencies. We assume that a waveform is a sum of $k$ discrete impulses plus noise,

$$x(t) = \sum_{i=1}^{k} A_i \delta(t - t_i) + N(t), \quad (4)$$

where $t_i$ is the time of the $i$-th impulse, or equivalently in the frequency domain,

$$X(f) = \sum_{i=1}^{k} A_i \exp(-j2\pi ft_i) + N(f). \quad (5)$$

In the frequency domain we have a sum of harmonic waves, analogous to the time-domain MUSIC model of Eq. 3. Measuring the periodicity of these harmonic waves will give us the arrival times of the impulses. By operating on this model, MUSIC takes advantage of a priori
knowledge about the signal being analyzed. In contrast to Fourier analysis which assumes the signal to be an infinite sum of harmonic waves, MUSIC analysis assumes the signal to consist of a sum of a small number of discrete harmonic waves. By exploiting this a priori knowledge, MUSIC analysis is able to determine the frequency of those frequency-domain harmonic waves, and hence the times of the impulses, more precisely than possible with Fourier transform-based techniques. As will be discussed below, this is particularly suitable to the study of guided modes, where waves can only propagate at particular combinations of frequency and spatial wavenumber.

We start by obtaining \( N \) time samples of \( x(t) \), where \( f_s \) is the sampling frequency,

\[
x[n] = x \left( \frac{n}{f_s} \right), \quad n = 0, 1, \ldots (N - 1).
\]

(6)

The first and last 25 \( \mu s \) of these samples have been windowed with a raised cosine to avoid a transient between \( n = N - 1 \) and \( n = 0 \). The discrete Fourier transform (DFT) transforms these samples into the frequency domain, and yields

\[
X[f] = \sum_n x[n] e^{-j2\pi n f / N} , f = 0, 1, \ldots (N - 1).
\]

(7)

\( X[f] \) is a complex, discrete frequency domain spectrum consisting of \( N \) frequency-domain samples. The discretized frequency \( f \) has integer values and can be multiplied by \( (f_s/N) \) to obtain the actual frequency in Hz. We will look at the frequency domain samples \( X[f] \) in groups of \( M (<< N) \). By using only a subset of the frequency-domain samples, we are able to determine an arrival time corresponding to a limited frequency range, independent of arrivals in other frequency regions. We next define the covariance length \( L \), which is the number of frequency-domain samples over which we analyze for correlations. MUSIC requires the \( L \times L \) covariance matrix \( \hat{R} = E X X^T \), where \( E \) is the expectation operator and \( X \) is a set of \( L \) frequency-domain samples. The estimate \( \hat{R} \) of the covariance matrix \( R \) is constructed in Toeplitz form from the \((2L - 1)\) central samples of the autocorrelation of the \( M \) samples of \( X[f] \). Each element on the \( i \)-th diagonal of \( \hat{R} \) is set to the \( i \)-th element of the autocorrelation.

To perform MUSIC time-estimation, we construct the eigen decomposition of \( R \),

\[
U \Lambda U^T = R,
\]

(8)

where \( U \) is the matrix of eigenvectors and \( \Lambda \) is diagonal and contains the eigenvalues. It stands to reason that if \( X[f] \) comes from a sum of \( k \) harmonic waves plus noise, we would expect the eigenvectors of \( \hat{R} \) (columns of \( U \)) corresponding to the largest \( k \) eigenvalues (diagonal elements of \( \Lambda \)) to be related to those \( k \) harmonic waves and, further, the remaining \( L - k \) eigenvectors to be related to the noise. In MUSIC and root-MUSIC, we discard the ‘signal’ eigenvectors and focus on the ‘noise’ eigenvectors. These eigenvectors contain little energy at the particular frequencies of the \( k \) harmonic waves because energy at those frequencies is contained in the ‘signal’ eigenvectors.

We create a composite waveform \( W[f] \) by summing the autocorrelations of the \( L - k \) noise eigenvectors. As the noise eigenvectors have little energy at the signal frequencies, nor
will the sum of their autocorrelations. The MUSIC time spectrum, $C(t)$, is the reciprocal of the Fourier transform of $W[f]$,

$$C(t) = \frac{1}{\sum_{f} W[f] e^{j2\pi f f_s/N}}.$$  \hspace{1cm} (9)

The maxima in the MUSIC time spectrum $C(t)$, the zeros in the spectrum of $W$, are the estimated arrival times $t_i$ of the $k$ impulses. (Recall here that $f$ is discrete and has integer values so the quantity $ff_s/N$ is the actual frequency in Hz.)

To precisely identify these times, we must find the $k$ maxima of the MUSIC spectrum or alternatively the spectral zeros of $W$. The ‘root-MUSIC’ algorithm transforms this problem into one of finding the roots of a polynomial. We want to find the specific times $t_i$ such that the inner product of $W[f]$ with $e^{j2\pi t_i f_s/N}$ is zero, or equivalently

$$\sum_{f} W[f] e^{j2\pi t_i f_s/N} = 0.$$  \hspace{1cm} (10)

If $z = e^{j2\pi t_i f_s/N}$, then Eq. 10 is equivalent to

$$\sum_{f} W[f] z^f = 0,$$  \hspace{1cm} (11)

a polynomial in $z$, which is the $z$-transform of $W[f]$. We can find $z$ and hence $e^{j2\pi t_i f_s/N}$ by finding the zeros of this polynomial. The arrival times $t_i$ can then be calculated from those zeros of the polynomial which lie on the unit circle in the complex plane

$$t_i = \frac{N}{2\pi f_s} \text{imag}(\ln z_i).$$  \hspace{1cm} (12)

Eq. 12 gives the estimated arrival times $t_i$ of impulses present in the original signal $x(t)$.

4 Procedure

The MUSIC algorithm can be used to autonomously and automatically extract two arrival times from measured waveforms obtained from a simulated AE step source. We apply MUSIC, as discussed above, to the Fourier transform of a measured Rayleigh-Lamb waveform. We can create a MUSIC spectrogram by automatically sliding the frequency range window used for time-estimation and thereby determining the arrival times as functions of frequency. Fig. 3a shows calculated arrival time curves $d/V_g$ of Lamb modes for 711-mm propagation of an impulse source in 10.2-mm thick glass. Fig. 3b shows a MUSIC time-estimation spectrogram of the corresponding experimentally measured waveform of Fig. 1b ($f_s = 10$ MHz, $N = 2000$ samples). The MUSIC spectrogram shows estimated arrival time as a function of the center of the frequency range used for estimation, with parameters of $M = 48$ frequency-domain samples, equivalent to 235 kHz, and correlation length $L = 24$ samples, equivalent to 115 kHz. Since MUSIC requires knowledge of the number of frequencies to be estimated,
Fig. 3. (a) Calculated arrival times (excitation time t=-208.3 µs) (b) MUSIC spectrogram (c) Fourier spectrogram
we have added together normalized spectrograms assuming the number of signals \( k \) to be one, three, and six, so that the dominant arrivals are shown darker. Fig. 3c shows, a Fourier spectrogram calculated from the same data as that shown in Fig 3b. The spectrogram in Fig. 3c was generated with a 256 point Hamming window and has not been enhanced with contrast enhancement or any reassignment algorithm. This should not be considered a comparison with a state-of-the-art time-frequency representation, but as illustrative of some of the differences between a MUSIC spectrogram and a Fourier spectrogram. For example, the MUSIC time-estimation spectrogram does not in any way represent the energy of the signal as does the Fourier spectrogram, but it does show much finer resolution than the unprocessed Fourier spectrogram.

In the experiments carried out here we have found that two wave modes in particular are readily identifiable in the time-estimation MUSIC. The first A0 (lowest order asymmetric) arrival and the Rayleigh arrival (high frequency combination of lowest order asymmetric and lowest order symmetric) are in this case found to be the highest MUSIC-spectrum amplitude arrivals in their corresponding frequency bands, which can be determined by calculation from Lamb wave theory and optimized by using measured waveforms from a variety of source-receiver separations. These are the arrivals shown darkest in Fig. 3b at the selected frequency ranges of 90 to 330 kHz and .8 to 1.2 MHz respectively. In order for our algorithm for extracting two arrival times to work, these two modes must be dominant within their respective frequency bands. The presence of other modes will not necessarily inhibit determination of the arrival times, provided that other modal arrivals are weaker in amplitude in the selected frequency bands. A key advantage of using MUSIC is that with Eq. 12 it gives a direct (‘root-MUSIC’) estimation of the wave mode arrival times. Since the A0 and Rayleigh arrivals are the largest amplitude arrivals in their respective frequency bands, application of root-MUSIC to the windowed frequency-domain waveform will give the A0 and Rayleigh arrival times. Fig. 4 shows these estimated arrivals as vertical lines. The parameters for the root-MUSIC algorithm were window widths of \( M = 48 \) samples (235 kHz) and \( M = 80 \) samples (395 kHz) for the A0 and Rayleigh modes respectively, and autocorrelation lengths of \( L = 16 \) samples (75 kHz) and \( L = 30 \) samples (145 kHz) respectively for the two modes. These values are shown as brackets around these modes in Fig. 4. These values were the only manually selected parameters to the otherwise autonomously generated results to be described next.

Once the A0 and Rayleigh arrival times have been determined, then the distance to the source can be evaluated according to Eq. 1 from the known group velocities \( V_{g1} = 3.48 \, \text{mm/\mu s} \) and \( V_{g2} = 3.20 \, \text{mm/\mu s} \) of the A0 and Rayleigh modes at those frequencies. The excitation time \( t_0 \) can similarly be calculated from Eq. 2. This procedure is inherently limited to thin plate geometries where Lamb wave theory is applicable, but is otherwise independent of scale provided the wave propagation distance is many times the thickness.
5 Results and Discussion

With the calculation parameters fixed at the values specified in section 4, the automatic determination procedure was tested on waveforms detected by a small-aperture transducer from a simulated AE source over a range of source-receiver separations. Seventy-two waveforms were generated with glass-capillary-fracture step excitation on a \( h = 0.4 \) in (10.2 mm) thick glass plate and recorded with a 2-mm aperture piezoelectric transducer at distances ranging from \( 5h \) through \( 70h \), with the source on the same side of the sample as the detector, and at distances ranging from \( 20h \) through \( 70h \) with the source on the opposite side. The MUSIC algorithm was applied to each of these waveforms to estimate the source-receiver separation. Fig. 5a shows the measured separations \( \hat{d} \) as a function of actual distance \( d \). The relative error \( ((\hat{d} - d)/d) \) in percent is given in Fig. 5b. Excluded from Fig. 5b are the measurements for opposite-side sources at \( d = 20h \) and measurements for same-side sources at \( d = 5h \), because the method failed for these situations, in the sense that the relative error exceeded 100%. No data was recorded for opposite-side sources at \( d < 20h \) or for same-side sources at \( d < 5h \). Error bars in Fig. 5b indicate the peak error over 100 root-MUSIC calculations with the \( L \) and \( M \) parameters randomly varied by \( \pm 8 \) samples (\( \pm 35 \) kHz), except in the A0 estimation in which \( L \) varied by \( \pm 2 \) samples (\( \pm 5 \) kHz). It is clear from Fig. 5 that in this demonstration experiment the source-receiver separation was effectively measured at separations beyond \( 5h \) for a same-side source and beyond \( 20h \) for an opposite side source.

The method relies on measuring the time delay between the arrivals of the A0 and
Rayleigh wave modes, and therefore requires a substantial separation because otherwise the delay will be very small and thus a small absolute error will translate into a large relative error. This can be observed as a widening of the error bars in Fig. 5b for shorter distances with the largest relative errors at the shortest distances. We also note that same-side measurements are successful at smaller separations than measurements on the opposite side. This is a consequence of this method’s reliance on the Rayleigh mode arrival. The Rayleigh mode is primarily a surface wave and is most effectively generated by a source on the same side of the sample as the detector. Spectrograms of waveforms at short distances show the presence of higher order modes, and these can also cause interference to the MUSIC algorithm when their amplitude is large relative to the Rayleigh mode amplitude. Finally, it is clear from the figure that at large separations there is a bias of around $-5\%$ in the results and about $-10\%$ in the error bars. Our calculation of the distance from the arrival time difference of the two dominant modes assumes the shortest time/highest velocity for the A0 mode. However, in practice the A0 arrival is very narrowband in frequency. Therefore the measured arrival time will not be the shortest time, but an average time over the specified frequency band, hence the bias. The larger estimation ranges used in the error bar calculations exacerbate this effect and hence the bias appears larger in the error bars. Recognizing these facts, the bias could be trivially subtracted out.

Numerical experiments involving adding white Gaussian noise to the detected waveforms have indicated how this algorithm might perform on signals from weaker sources or signals propagating in more attenuative materials. In particular, it was observed that this method gave reliable and accurate results from the measurements reported above, as long as the signal-to-noise ratio was not reduced below approximately 3.0. With lower signal-to-noise
ratios this method yielded nonsense results, with very large and usually obvious errors such as negative source-receiver separations or relative errors exceeding 100%). As the signal-to-noise ratio is reduced on a single waveform, only a slight (typ. < 20%) increase in estimation error is observed until a point is reached when the algorithm entirely misidentifies one of the wave arrivals, which leads to a nonsensical result.

6 Conclusions

We have demonstrated the utility of the MUSIC algorithm and MUSIC analysis in a time-estimation mode for analyzing waves that have propagated in thin plates. We have described a specific method for autonomously extracting two arrival times from a single waveform. In the example shown the method extracted the arrival times of the A0 and Rayleigh wave modes. These two arrival times have then been used to calculate both the source-receiver separation and the excitation time in a plate of two-dimensional geometry.

The method has been demonstrated on one test series of seventy-two capillary-fracture-source waveforms with source-receiver separations ranging from 5h to 70h. The method correctly and autonomously determined the source-receiver separation for same-side excitation starting at 10h and for opposite side excitation starting at 25h. From this demonstration experiment, it is clear that when this method is implemented in practice, limits of applicability must be established under the conditions for which it is to be used to locate sources of acoustic emission in a thin plate.
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