1. Introduction

Constructing a quantitative picture of water’s cycling through its major reservoirs on our planet is a complex, challenging puzzle involving scientists of many disciplines. At present, we have only a rough, qualitative understanding of the earth’s large-scale hydrologic cycle (National Research Council 1991). However, water is a critical element of the earth’s climate system, so a quantitative understanding of the water cycle is greatly needed. The importance of constructing this quantitative understanding is underscored by the high priority the World Meteorological Organization has given to the Global Energy and Water Experiment (GEWEX; Chahine 1992), which is coordinating numerous water cycle research projects worldwide.

In this paper, we examine a quantitative depiction of one part of the water cycle, atmospheric water vapor transport. For a land region, this transport is critical because it links the local water cycle to the rest of the world. In this context, the most important part of the transport is its net input, or convergence, of water vapor into the region. Over periods of several years, water input by the atmosphere should match water output from these basins in streamflow. However, in both basins an imbalance between the two with biases with respect to streamflow approaching 40% is found. The accuracy attributed to river discharge measurements averaged over several years and the apparent lack of significant multiyear storage in the basins lead us to conclude that the bias is largely an inaccuracy in the atmospheric transport. Temporal variability of atmospheric input and streamflow output shows somewhat better correspondence, with statistically significant correlations occurring for both basins on interannual and several-day timescales. The overall behavior suggests that the temporal variability of water transport depicted by the reanalysis can be used to gain insight into the actual variability of atmospheric transport, at least for well-observed regions such as the United States.
based on rawinsonde measurements (e.g., Rasmusson 1967, 1968; Rosen et al. 1979a, b; Peixoto et al. 1981; Savijarvi 1988), which are available at irregularly spaced locations; other studies used gridded operational analysis (e.g., Roads et al. 1994; Chen et al. 1996b). However, operational analyses are subject to periodic alterations in operational procedures. These alterations can affect climatological computations such as water vapor transport, unless one restricts computations to relatively short periods in which the analysis system is unchanging. The U.S. National Centers for Environmental Prediction (NCEP) and the National Center for Atmospheric Research are performing a reanalysis of the atmosphere, reusing global weather observations collected over the past 40 yr as input into the contemporary computer tools that analyze the state of the atmosphere every 6 h (Kalnay and Jenne 1991; Kalnay et al. 1996). The reanalysis is applying a uniform procedure over the entire period from 1957 to the present, giving scientists one of the highest quality databases available for studying the earth’s climate and its variability.

Observing water vapor well for climate study is difficult (Elliott and Gaffen 1991), which may temper expectations for the insight the reanalysis can provide into the hydrologic cycle. Part of this difficulty is due to measurement limitations inherent in even the most accurate, routinely used instruments, rawinsondes (e.g., Pratt 1985; Wade 1994). Also, atmospheric water vapor exhibits substantial variability on relatively small horizontal and vertical scales (e.g., Houze and Hobbs 1982; Starr and Melfi 1991; Iselin and Gutowski 1997), thus impeding the ability of typical observation networks to capture water vapor’s three-dimensional distribution. The analysis scheme itself could introduce errors into analyzed water vapor. For example, the underlying forecast model may tend to evolve its hydrologic cycle toward a model, rather than real-world climatology (e.g., Donner and Rasch 1989 and references therein). These factors raise doubts about the quality of water vapor transport computed from atmospheric analyses. Indeed, Trenberth and Guillemot (1995) have suggested that even a state-of-the-art reanalysis may be deficient in this regard, although in observation-rich areas deficiencies may be minimized. Higgins et al. (1996) find general large-scale agreement in the moisture fluxes produced by two different reanalyses but regional differences.

We assess the accuracy of water vapor transport produced by the NCEP reanalysis by comparing its convergence in selected regions over multyear periods with river discharge from these regions. We focus on two regions in the United States where we might expect the density of routine operational observations to yield one of the most accurate depictions of atmospheric water vapor in the reanalysis.

2. Methodology and data

a. Water balance equations

We examine water vapor transport using the budget equations for water in the atmosphere and the ground. The budget equation for vertically integrated atmospheric water vapor can be written (Peixoto and Oort 1992)

$$\frac{\partial P_w}{\partial t} = C - (P - E),$$

where $P_w$ is the atmospheric precipitable water, $P$ is precipitation, $E$ is evaporation, and $C$ is horizontal convergence of vertically integrated atmospheric water vapor transport. More specifically,

$$C = -V \cdot Q,$$

where

$$Q = \frac{1}{g} \int_0^{p_{sc}} V q dp,$$

and $V$ is horizontal wind. The large-scale, vertically integrated budget equation for water in the ground and on the surface is (Schaake 1990)

$$\frac{\partial W}{\partial t} = (P - E) - S,$$

where $W$ is a general term including both surface and subsurface liquid and frozen water, and $S$ is the horizontal divergence of water flowing in the ground or at the surface. Combining (1) and (5) gives for the entire ground–atmosphere column
\[
\frac{\partial P_w}{\partial t} + \frac{\partial W}{\partial t} = C - S. \tag{6}
\]

On long timescales, such as several years, the storage becomes small and the terms on the right side of (6) should balance, that is,

\[
\bar{C} = \bar{S}, \tag{7}
\]

where the overbar refers to a long-term average. For shorter time periods, water storage, especially at and below the surface, may play a significant role in (6) and affect the relationship between \(C\) and \(S\). For example, storage could cause a pulse input of water through convergence to appear as a delayed and temporally dispersed response in the streamflow (Freeze 1972).

We compare \(C\) and \(S\) for two river basins described later, for which \(C\) is computed from the NCEP reanalysis output. For \(S\), we assume that subterranean groundwater losses and human water diversion from a region are negligible (cf. Roads et al. 1994). Under this assumption, \(S\) is then streamflow divergence, which we compute from river discharge records. We examine the degree to which (7) holds in the long-term average of our analysis data. We also note that streamflow in the United States generally reflects the variability of climate-forcing elements, such as atmospheric transport, precipitation, and temperature, by exhibiting a strong seasonal variation in the mean streamflow (Guetter and Georgakakos 1993). Thus we also examine the degree to which variability in atmospheric convergence corresponds with variability in streamflow divergence.

b. Analysis basins

In order to compare atmospheric water vapor convergence derived from the NCEP reanalysis with observed river discharge, or streamflow divergence, we defined two study basins according to the following criteria.

1) The basin must be large enough to contain many grid points of the NCEP reanalysis model.
2) The basin must have no permanent snow or ice reservoirs.
3) The basin must have a single river-outflow point.

The first criterion is to ensure adequate resolution. The second criterion allows us to ignore potential interannual storage of water in snow and ice reservoirs. The third helps to reduce the possibility of significant unrecorded streamflow from the basin. On the basis of these criteria, two study basins were defined: the Upper Mississippi River Basin and the Ohio–Tennessee River Basin (Fig. 1). The transform grid of the data assimilation’s spectral prediction model gives an approximate spatial resolution of the reanalysis (cf. Jarraud et al. 1981). On this basis, the Upper Mississippi Basin is resolved by 23 NCEP model grid points inside or within 1° of its border and the Ohio–Tennessee is similarly resolved by 25 grid points.

![Fig. 1. The (a) Upper Mississippi and (b) Ohio–Tennessee Basins (shaded regions).](image)
The Upper Mississippi River Basin covers parts of the five-state region of Illinois, Iowa, Minnesota, South Dakota, and Wisconsin, and includes the Upper Mississippi River and its major regional tributaries, such as the Black River, Cedar River, Des Moines River, Flambeau River, Illinois River, Iowa River, Minnesota River, Rock River, and Wisconsin River. Although the basin has a single river-outflow point, the distribution of operational stream-gauging stations forces us to estimate discharge from the Upper Mississippi River Basin as the sum of observed discharge for three subbasins: the Upper Mississippi River itself, measured at Keokuk, Iowa; the Des Moines River Basin, measured at Keosauqua, Iowa; and the Illinois River Basin, measured at Valley City, Illinois (Table 1). Keosauqua, Iowa, and Valley City, Illinois, are close to the outlets of their respective rivers. We define the outflow point of the basin as the confluence of the Illinois and Mississippi Rivers but ignore the small area of the basin so defined that is downstream from the measurement stations.

The Ohio–Tennessee River Basin covers parts of the 14-state region of Alabama, Georgia, Illinois, Indiana, Kentucky, Maryland, Mississippi, New York, North Carolina, Ohio, Pennsylvania, Tennessee, Virginia, and West Virginia. It includes the Ohio River, the Tennessee River, and their major regional tributaries, such as the Cumberland River, Green River, Holston River, Wabash River, and White River. Discharge for the basin is measured at Metropolis, Illinois (Table 1), near its outlet into the Mississippi River.

c. Data

Our analysis records cover the 10-yr period 1984–93. The NCEP reanalysis outputs used here are surface pressure and the horizontal wind and specific humidity computed for the 28 sigma layers of the reanalysis scheme’s underlying forecast model. Data assimilation is performed by NCEP using a three-dimensional variational analysis scheme in which analysis variables are closely related to the sigma-coordinate spectral coefficients of the prognostic variables in the forecast model (Parrish and Derber 1992; Derber et al. 1991). The assimilation aims at preserving the dynamical consistency of mass and momentum fields. Water vapor is analyzed separately from the mass and momentum variables. By using sigma-layer output as opposed to output on standard pressure levels, we can compute directly the vertically integrated water transport as produced by the reanalysis scheme for its forecast model. We also then avoid errors described by Trenberth (1991) that can occur when the analysis output is interpolated and extrapolated to standard pressure levels. Note, however, that by using sigma-layer output, we are working with surface topography at the resolution (T62) used by the reanalysis model. The basins for which we compute atmospheric water vapor convergence have relatively small topographic variation, so differences between model and actual topography should be small and give only minor contributions to differences between reanalysis and actual water transport.

All fields are available four times daily (0000, 0600, 1200, and 1800 UTC) on an approximately 1.9° lat × 1.9° long Gaussian grid (Kalnay et al. 1996). At each point, we computed the vertical integral for (4) by assuming output fields are sigma-layer averages and summing over the layers. The output’s Gaussian grid is highly suited for spectral transformation, so gridpoint quantities were transformed to spherical

<table>
<thead>
<tr>
<th>USGS station number</th>
<th>Station name</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Drainage area (km²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper Mississippi River Basin</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>05474500</td>
<td>Mississippi River at Keokuk</td>
<td>40°23’37”</td>
<td>91°22’27”</td>
<td>304 640</td>
</tr>
<tr>
<td>05490500</td>
<td>Des Moines River at Keosauqua</td>
<td>40°43’40”</td>
<td>91°57’34”</td>
<td>35 937</td>
</tr>
<tr>
<td>05586100</td>
<td>Illinois River at Valley City</td>
<td>39°42’12”</td>
<td>90°38’46”</td>
<td>68 462</td>
</tr>
<tr>
<td>Ohio–Tennessee River Basin</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>03611500</td>
<td>Ohio River at Metropolis</td>
<td>37°85’10”</td>
<td>88°44’27”</td>
<td>525 770</td>
</tr>
</tbody>
</table>
harmonics at the resolution of the NCEP reanalysis model (T62), mainly to calculate derivatives but also to truncate product fields at T62 resolution.

The spectral transformation was also used to satisfy another purpose, computing water vapor convergence for the irregularly shaped basins. To perform this computation, we transformed the spectral components of water vapor convergence back to gridpoint values centered in $0.25\degree \times 0.25\degree$ cells. The actual resolution of the reanalysis data, of course, is still approximately $1.9\degree \times 1.9\degree$; the finer grid was used simply to match the spectral fields to the shapes of the river basins. Over the selected region, the gridpoint values were multiplied by their respective cell areas and summed. A gridpoint value along the basin boundary was included only if at least half of its area was within the basin. The integrated water vapor convergence was then divided by the area of the basin, giving an estimate of average amount per unit area. We performed test computations using cell sizes ranging from $2.5\degree \times 2.5\degree$ to $0.125\degree \times 0.125\degree$. Computed convergence was virtually the same for quarter-degree and smaller cells. Thus, for the Upper Mississippi River Basin, the atmospheric water vapor convergence is computed using 867 quarter-degree cells covering an area of $526,200 \text{ km}^2$ (cf. Table 1). The spectral transformation was also used to satisfy another purpose, computing water vapor convergence for the irregularly shaped basins. To perform this computation, we transformed the spectral components of water vapor convergence back to gridpoint values centered in $0.25\degree \times 0.25\degree$ cells. The actual resolution of the reanalysis data, of course, is still approximately $1.9\degree \times 1.9\degree$; the finer grid was used simply to match the spectral fields to the shapes of the river basins. Over the selected region, the gridpoint values were multiplied by their respective cell areas and summed. A gridpoint value along the basin boundary was included only if at least half of its area was within the basin. The integrated water vapor convergence was then divided by the area of the basin, giving an estimate of average amount per unit area. We performed test computations using cell sizes ranging from $2.5\degree \times 2.5\degree$ to $0.125\degree \times 0.125\degree$. Computed convergence was virtually the same for quarter-degree and smaller cells. Thus, for the Upper Mississippi River Basin, the atmospheric water vapor convergence is computed by summing over 732 quarter-degree cells covering $409,180 \text{ km}^2$; for the Ohio–Tennessee River Basin, convergence is computed using 867 quarter-degree cells covering an area of $526,200 \text{ km}^2$ (cf. Table 1).

Streamflow (discharge) records are abundant in the United States. The data employed in this study are from U.S. Geological Survey (USGS) daily streamflow records. As with the atmospheric data, the net streamflow out of a basin was divided by the basin’s area to give an estimate of average streamflow divergence per unit area. For one of our observing stations, Keokuk, Iowa, river discharge was determined by the USGS from records of turbine and spillway gate operation at a power plant located in a dam across the Mississippi River (Southard et al. 1994). For the others, river discharge was derived by the USGS from stage height data using empirical relations between stage and discharge (Wahl et al. 1995).

The stage–discharge relation for a specific stream location is obtained from periodic discharge measurements made at known stages. The accuracy of streamflow thus depends on the stability of the stage–discharge relation and the accuracy of discharge measurements used to develop the relation (Roden 1967). Ice and snow can produce large changes in stage–discharge relations, potentially causing the relations to vary dramatically with time (Wahl et al. 1995). However, Winter (1981) estimated that the measurement uncertainty for long-term average values of streamflow at gauging station is around 5%. Generally, errors in daily values across the United States are less than 10% (e.g., Rasmusson 1968). For our three stations using stage–discharge relationships (Keosauqua, Valley City, Metropolis) hydrologic-year summaries (e.g., Southard et al. 1994; Zuehls et al. 1994) give estimates of the quality of the observations that are consistent with this general error estimate. For the calendar-year period 1984–93, the summaries indicate that over 85% of all daily records are considered accurate to within 15%, and over 70% of all daily records are considered accurate to within 10%. Records falling outside the 15% accuracy limit are generally estimated discharge amounts with unspecified error. Such records occur throughout the year with some concentration in winter. We assume that these records do not contaminate seriously our time series of streamflow divergence.

No accuracy assessment is provided with the Keokuk records. For this site, the USGS reviews the records provided by the Keokuk power company, makes a few check measurements, and publishes the data if it looks acceptable (W. Kirby 1996, personal communication). We assume that the accuracy of Keokuk data is comparable to the other three sites.

As noted earlier, we assume that human water diversion into or out of either of our basins is negligible. The annual records for Valley City state that its measurements include water diverted into the Illinois River from Lake Michigan through the Chicago Sanitary and Ship Canal at Lockport, Illinois. The annual average diversion is limited by U.S. Supreme Court decree to $90.6 \text{ m}^3 \text{ s}^{-1}$ (USGS 1980; Sullivan et al. 1990). Assuming the limit is attained every year, this diversion amounts to less than 3% of the discharge we compute for our Upper Mississippi Basin. Because the actual amount of daily diversion is not contained in the USGS records available to us, we have not attempted to correct the Valley City observations for this diversion. Records for the other stations we use do not indicate any human diversion for the study period.

3. Results

a. Time average

Table 2 shows the 10-yr average streamflow divergence and atmospheric water vapor convergence for the two study basins. The two streamflow di-
vergence values are larger than the U.S. average value of 17.5 mm month$^{-1}$ obtained by Guetter and Georgakakos (1993) for the period 1939–88, indicating that each basin has a relatively strong throughput of water and thus plays an important role in the hydrologic cycle of the coterminous United States. Over a 10-yr period, we might expect the storage terms in (6) to be small so that (7) holds. However, in the Upper Mississippi River Basin, the time-average atmospheric convergence is 40% larger than its corresponding streamflow divergence, and in the Ohio–Tennessee River Basin, the convergence is 33% smaller than the divergence. The biases are comparable in magnitude to those found by Roads et al. (1994) for the United States and for the Mississippi Basin as a whole when using operational atmospheric analyses. Temporal variability statistics presented below will suggest that this disparity is not due to substantial water storage. Because long-term averages in river discharge appear to have errors of only a few percent (Winter 1981), the disparity would appear to be due to uncertainties in determining accurately the regional, atmospheric water vapor transport.

The reanalysis output is available every 6 h, but routine upper-air observations over the United States by rawinsondes occur only at 0000 and 1200 UTC. For the intermediate times 0600 and 1800 UTC, atmospheric water vapor convergence in the reanalysis may be strongly governed by the behavior of the numerical prediction model used for NCEP data assimilation. Substantial spinup in this model’s hydrologic cycle could introduce a bias into the atmospheric water vapor convergence. To check for this bias, we computed the 10-yr average convergence for both basins using only 0000 and 1200 UTC output (Table 2). The imbalance in the Ohio–Tennessee Basin is slightly larger, but the imbalance in the Upper Mississippi Basin is considerably reduced. We have also examined the diurnal cycle of water vapor convergence into the Upper Mississippi during summer months, computing time-average convergent transport for each of the four daily analysis times. Plots of this transport (not shown) have large convergence into the Upper Mississippi Basin at 0600 UTC, which is close to the typical time of maximum strength of the nocturnal low-level jet (Bonner 1968; Mitchell et al. 1995; Higgins et al. 1996) that transports substantial amounts of water from the Gulf of Mexico up the Mississippi River Valley. Thus, the approximate balance of $C$ with $S$ in the Upper Mississippi Basin when using only 0000 and 1200 UTC output seems fortuitous and a consequence of high bias in the reanalysis convergence balancing low bias from neglect of water transport by the low-level jet. The much smaller change in time-average $C$ in the Ohio–Tennessee Basin when using only 0000 and 1200 UTC output is consistent with the weaker influence of the nocturnal low-level jet in this basin. Equally important, the change in convergence when using only 0000 and 1200 UTC output shows the importance for the central United States of resolving adequately the diurnal cycle of transport.

It is possible that even a four-times-daily analysis is not adequate in this regard, as Mitchell et al.’s (1995) climatology of the low-level jet shows substantial jet flow between 0600 and 1200 UTC that the analysis does not resolve. Indeed, work by Chen et al. (1996a) and Yarosh et al. (1997) indicates that atmospheric moisture budget studies in general require more frequent sampling or even continuous accumulation of atmospheric moisture convergence to depict accurately the moisture budget.

Despite the imbalances between $C$ and $S$ in Table 2, the time-average annual cycles of monthly atmospheric convergence and streamflow divergence (Fig. 2) do show physical consistency, though more so in the Ohio–Tennessee than Upper Mississippi Basin. Both basins experience their most substantial water gain during the cold half of the year (October–March), consistent with the 7-yr analysis of the water cycle for entire Mississippi Basin by Roads et al. (1994). Furthermore, the basin with the much larger annual-cycle amplitude in atmospheric convergence (Ohio–Tennessee) is also the basin with the much larger annual-cycle amplitude in streamflow divergence. In addition, the spring maximum in streamflow divergence for each basin lags the winter–spring maxima in atmospheric convergence, suggestive of a system where much water is stored as snow and ice in

<table>
<thead>
<tr>
<th>Basin</th>
<th>Streamflow divergence (all times)</th>
<th>Water vapor convergence (0000 and 1200 UTC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper Mississippi</td>
<td>21.8</td>
<td>18.9</td>
</tr>
<tr>
<td>Ohio–Tennessee</td>
<td>40.4</td>
<td>25.4</td>
</tr>
</tbody>
</table>
winter and released during spring thaw. In contrast, the Upper Mississippi’s late autumn maximum in atmospheric convergence does not appear to have any lagged increase in streamflow divergence associated with it, perhaps raising reservations on the accuracy of this portion of the basin’s annual cycle. In the cold half of the year, the annual cycle of atmospheric convergence is characterized by two maxima with a distinct midwinter minimum. During this part of the year, transient eddies are the primary contributors to extratropical, poleward moisture transport (Oort 1983). An examination of monthly latitude–longitude plots of meridional, transient-eddy heat fluxes in Oort’s (1983) climatology indicates that the Upper Mississippi Basin is within the region of strong and frequent transient eddies (i.e., synoptic storms) during autumn and spring, but that transient eddies tend to pass to the south of the Upper Mississippi during midwinter. The midwinter minimum in $C$ for the Upper Mississippi thus appears to be a real behavior resulting from seasonal changes in storm tracks, though the magnitude of the late autumn maximum in $C$ appears overly strong relative to streamflow in early winter.

b. Temporal evolution

Figure 3 shows the 10-yr time series of seasonal-average streamflow divergence and water vapor convergence for two basins. Here, the seasons have their standard meteorological definitions: December–February for winter, March–May for spring, June–August for summer, and September–November for
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**Fig. 2.** Ten-year-average annual cycles of monthly atmospheric convergence, $C$, and streamflow divergence, $S$, for the (a) Upper Mississippi and (b) Ohio–Tennessee Basins.

**Fig. 3.** Time series of seasonal-average atmospheric convergence, $C$, and streamflow divergence, $S$, for the (a) Upper Mississippi and (b) Ohio–Tennessee Basins.
autumn. For both basins, but especially the Ohio–Tennessee, larger atmospheric convergence is associated with larger streamflow divergence. Anomalous behavior in the Upper Mississippi associated with the 1988 drought and the 1993 flood appear in both time series. Also, summer is often a time of atmospheric water divergence from these basins, consistent with rawinsonde analysis of atmospheric water transport computed by C. Ropelewski and E. Yarosh (1997, manuscript submitted to J. Climate) for the central United States. Finally, the prominent annual cycle of streamflow divergence in the Ohio–Tennessee Basin indicates a relatively rapid flow of water through the complete land–atmosphere system comprising the basin. This behavior suggests that, at least for this basin, long-term water storage in the basin is not the reason for the imbalance between $C$ and $S$ in Table 2.

Figure 3 indicates a correlation, $R$, between atmospheric convergence and streamflow divergence for both basins in their interannual variability. Using the time series in Fig. 3 with linear trends and annual cycles removed, we computed $R(X,Y,\Delta t)$, the correlation of time series $X$ with time series $Y$ when $X$ leads $Y$ by $\Delta t$. Since 1993 is an extreme year, including that year at the end of the time series could distort the trend computation, so we computed linear trends using the 9-yr record 1984–92. We then removed the annual cycle from our detrended 10-yr record by subtracting the 1984–92 average for each day and subtracting the averages from their contributing days in the time series. For each basin, we then computed the lagged correlation $R(S,C,\Delta t)$ as well as autocorrelations for both fields. We determined statistical significance in a manner similar to that used for the seasonal time series (see the appendix).

Table 3 shows for each basin the correlation between $C$ and $S$ for interannual variability, the joint autocorrelation time, and the 99% confidence level that a correlation is different from zero. Both correlations are significantly different from zero, though less than 60% of the variance in one field has a linear association with the variance in the other field. Note also that the relatively short joint autocorrelation time implies little lagged correlation between the two seasonal time series, which was confirmed by direct computation: $R(C,C,\Delta t)$ quickly drops to statistically insignificant values when $|\Delta t|$ becomes one season or longer, primarily because the autocorrelation of atmospheric convergence $R(C,C,\Delta t)$ drops rapidly to insignificant values for $|\Delta t| \geq$ one season.

We also examined the relationship between streamflow divergence and water vapor convergence using time series of daily data. We computed daily atmospheric convergence by averaging observations at 0000, 0600, 1200, and 1800 UTC for a calendar day. Arguably, for the central United States, 0000 UTC belongs to the previous calendar day. However, as indicated above, the single most important analysis time for a given day in this region appears to be the typical time of maximum in the nocturnal low-level jet, 0600 UTC. In addition, streamflow measurement times may vary. These issues were discussed by Roads et al. (1994). Guided by their work, we subjected the daily time series to a 5-day moving average, in part to minimize timing problems. After this smoothing we proceeded as before, removing the 9-yr trend from the full 10-yr time series and then computing the 9-yr average for each day and subtracting the averages from their contributing days in the time series. For each basin, we then computed the lagged correlation $R(S,C,\Delta t)$ as well as autocorrelations for both fields. We determined statistical significance in a manner similar to that used for the seasonal time series (see the appendix).

Table 3 shows for each basin the correlation between $C$ and $S$ for interannual variability, the joint autocorrelation time, and the 99% confidence level that a correlation is different from zero. Both correlations are significantly different from zero, though less than 60% of the variance in one field has a linear association with the variance in the other field. Note also that the relatively short joint autocorrelation time implies little lagged correlation between the two seasonal time series, which was confirmed by direct computation: $R(C,C,\Delta t)$ quickly drops to statistically insignificant values when $|\Delta t|$ becomes one season or longer, primarily because the autocorrelation of atmospheric convergence $R(C,C,\Delta t)$ drops rapidly to insignificant values for $|\Delta t| \geq$ one season.

We also examined the relationship between streamflow divergence and water vapor convergence using time series of daily data. We computed daily atmospheric convergence by averaging observations at 0000, 0600, 1200, and 1800 UTC for a calendar day. Arguably, for the central United States, 0000 UTC belongs to the previous calendar day. However, as indicated above, the single most important analysis time for a given day in this region appears to be the typical time of maximum in the nocturnal low-level jet, 0600 UTC. In addition, streamflow measurement times may vary. These issues were discussed by Roads et al. (1994). Guided by their work, we subjected the daily time series to a 5-day moving average, in part to minimize timing problems. After this smoothing we proceeded as before, removing the 9-yr trend from the full 10-yr time series and then computing the 9-yr average for each day and subtracting the averages from their contributing days in the time series. For each basin, we then computed the lagged correlation $R(S,C,\Delta t)$ as well as autocorrelations for both fields. We determined statistical significance in a manner similar to that used for the seasonal time series (see the appendix).

Table 3 shows for each basin the correlation between $C$ and $S$ for interannual variability, the joint autocorrelation time, and the 99% confidence level that a correlation is different from zero. Both correlations are significantly different from zero, though less than 60% of the variance in one field has a linear association with the variance in the other field. Note also that the relatively short joint autocorrelation time implies little lagged correlation between the two seasonal time series, which was confirmed by direct computation: $R(C,C,\Delta t)$ quickly drops to statistically insignificant values when $|\Delta t|$ becomes one season or longer, primarily because the autocorrelation of atmospheric convergence $R(C,C,\Delta t)$ drops rapidly to insignificant values for $|\Delta t| \geq$ one season.

We also examined the relationship between streamflow divergence and water vapor convergence using time series of daily data. We computed daily atmospheric convergence by averaging observations at 0000, 0600, 1200, and 1800 UTC for a calendar day. Arguably, for the central United States, 0000 UTC belongs to the previous calendar day. However, as indicated above, the single most important analysis time for a given day in this region appears to be the typical time of maximum in the nocturnal low-level jet, 0600 UTC. In addition, streamflow measurement times may vary. These issues were discussed by Roads et al. (1994). Guided by their work, we subjected the daily time series to a 5-day moving average, in part to minimize timing problems. After this smoothing we proceeded as before, removing the 9-yr trend from the full 10-yr time series and then computing the 9-yr average for each day and subtracting the averages from their contributing days in the time series. For each basin, we then computed the lagged correlation $R(S,C,\Delta t)$ as well as autocorrelations for both fields. We determined statistical significance in a manner similar to that used for the seasonal time series (see the appendix).

Figure 4 shows the lag correlation $R(S,C,\Delta t)$, the autocorrelation $R(S,S,\Delta t)$, and the 99% confidence level for nonzero correlation, $R^*$, at each individual lag. The autocorrelation for atmospheric water vapor convergence drops quickly to statistically insignificant values for $|\Delta t| > 5$ days and so is not plotted here. Streamflow autocorrelation shows rather different behavior in the two basins. Autocorrelation can be viewed as a measure of how rapidly a basin’s water system responds to external stimuli, where the water system includes all surface, subsurface, and atmospheric processes within the basin. Large autocor-

<table>
<thead>
<tr>
<th>Basin</th>
<th>$R(S,C,0)$</th>
<th>$\tau/\Delta t$</th>
<th>$R^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper Mississippi</td>
<td>0.68</td>
<td>1.15</td>
<td>0.51</td>
</tr>
<tr>
<td>Ohio–Tennessee</td>
<td>0.76</td>
<td>1.22</td>
<td>0.53</td>
</tr>
</tbody>
</table>
The lagged correlations between atmospheric convergence and streamflow divergence show statistically significant nonzero correlation for a span of days in which water vapor convergence leads streamflow divergence. This behavior is consistent with the physical expectation that atmospheric input ultimately yields streamflow output after the water works its way through regional reservoirs (natural and human). Processing of water through a regional aquifer–river system can be highly nonlinear (Freeze 1972), producing the type of temporally dispersed streamflow response to atmospheric input seen in Fig. 4. In addition, water can recycle between the land and atmosphere before flowing out (e.g., Brubaker et al. 1993), which would also contribute to a delay between atmospheric convergence and streamflow divergence. The correlations are similar to those computed in the study of Roads et al. (1994) for the entire Mississippi Basin, for which they found maximum correlation of about 0.30 for streamflow divergence lagging atmospheric convergence by 15–25 days. Maximum correlation occurs for shorter lag in the Ohio–Tennessee Basin than in the Upper Mississippi Basin, which is consistent with the more sluggish behavior of the latter implied in the streamflow autocorrelation. Despite the bias in the convergence time series relative to the streamflow time series, their joint temporal variability shows a behavior physically consistent with the streamflow autocorrelation.

In a similar manner, we computed \( R(S,C,\delta t) \), \( R(S,S,\delta t) \), and \( R^* \) for each basin for each season (Figs. 5 and 6), where a season refers to the period covered by the atmospheric water vapor convergence data. Levels for significant nonzero correlation are now of course higher since the number of samples for any one season is only one-quarter of all the daily values. For both basins, but especially the Upper Mississippi, streamflow autocorrelation is greater in summer than winter, implying a greater role for storage on daily and weekly timescales in summer. For a central U.S. region that partially overlaps the Upper Mississippi, Brubaker et al. (1993) have found that water recycling between the land and atmosphere is greatest for the summer and autumn, which is when the largest lag correlations occur in Fig. 5, this indicating a physical consistency in the convergence–divergence relationship with other processes in the region. In addition, the Upper Mississippi experiences a greater annual cycle in the autocorrelation function. As with the complete time series in Fig. 4, the lag-giving maximum \( R(S,C,\delta t) \) tends to vary with season in a
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**Fig. 4.** The lag correlation \( R(S,C,\delta t) \), autocorrelation \( R(S,S,\delta t) \), and \( R^* \) for daily time series in the (a) Upper Mississippi and (b) Ohio–Tennessee Basins. The key for all curves appears in (b).
manner consistent with the seasonal variation of streamflow autocorrelation. Again, this suggests a physical consistency in the lagged correlations between atmospheric convergence and streamflow divergence.

4. Summary and discussion

We have examined atmospheric water transport produced by the NCEP reanalysis for a 10-yr period, 1984–93. We compare transport convergence into a region with an independent dataset, river discharge or streamflow, and focus on two basins, the Upper Mississippi and the Ohio–Tennessee, where a relatively high density of routine, upper-air observations might be expected to give the reanalysis its closest rendition of the actual water transport. The two basins chosen are large enough to be reasonably well resolved by the data assimilation model. They also have no permanent snow and ice cover, which allows us to ignore potential interannual storage of water in snow and ice reservoirs, and a single outflow point, which helps to reduce the possibility of significant unrecorded streamflow from the basin.

Over periods of several years, the atmospheric convergence should match the water divergence from these basins in streamflow. However, we find an imbalance between the two with biases relative to streamflow approaching 40%. The accuracy attributed to river discharge measurements averaged over several years and the apparent lack of significant multiyear storage in the basins lead us to conclude that the bias is largely an inaccuracy in atmospheric transport, consistent with similar, previous analyses by Rasmusson (1968) and Roads et al. (1994). It is perhaps an encouraging trend that the biases observed here are comparable to these two earlier studies even though our study basins are smaller than the regions examined by those authors. Biases in the two basins examined are of opposite sign and if we combine the two basins, the net bias is only 11% with respect to streamflow divergence. It is conceivable that the bias in reanalysis convergence may become smaller as basin size increases, especially since a region’s convergence will approach the true value of zero as the region is expanded to cover the entire globe. However, the balancing of errors here is more likely fortuitous since the two basins have only a short common border, in central Illinois (Fig. 1).

Subterranean flow into or out of these basins has been ignored in our study. The Great Lakes are in close proximity to
both basins and could potentially interact with both through subterranean flow. On a continental scale, it appears that only a few percent of water flowing from the planet’s landmasses to surrounding bodies of water is subterranean (Zektser and Loaiciga 1993). Estimating subterranean flow is difficult and to the best of our knowledge no such estimates exist for our study basins. If global data are a reasonable guide, then subterranean flow makes only a very small contribution to the disparity between time-average $C$ and $S$ in each of our study basins.

Temporal variability of the atmospheric convergence and streamflow divergence time series appears to show somewhat better correspondence. Statistically significant nonzero correlations occur for both basins on interannual and several-day timescales. The consistency of time-lagged correlations between $S$ and $C$ with the responsiveness of the basin’s water cycle deduced from streamflow autocorrelation functions suggests that the lagged correlations are capturing actual physical behavior. The lagged correlation and streamflow autocorrelation functions using daily data for each basin show annual cycles, with both basins showing slower response times in summer. A possible explanation for the seasonal cycle is ground freezing in winter, which would reduce daily infiltration and storage of water in the soil. With reduced storage, the basin system would respond more rapidly to daily water input, thus reducing the lag between atmospheric convergence of water into the basin and the response of outflowing discharge. Soil freezing could also explain why the Upper Mississippi Basin has a stronger annual cycle in the $\delta t$ for maximum $R(S,C,\delta t)$ since it is located to the northwest of the Ohio–Tennessee Basin in a region of generally colder winter temperatures. Note that this explanation applies to the detrended daily data with annual cycle removed and so does not include the annual cycle of snow accumulation and melting evidently appearing in Fig. 2.

The results suggest that the temporal variability of water transport depicted by the reanalysis can be used, with some caution, to gain insight into the actual variability of atmospheric transport, at least for areas that are as well observed as the United States. The four-times-daily availability of the reanalysis appears to be the minimally acceptable frequency in regions like the Upper Mississippi Basin that are strongly affected by the water transport in the nocturnal low-level jet. The 0600 UTC analysis occurs near the typical time of maximum jet strength, but we cannot ascertain from this study whether or not additional time resolution is necessary to capture reasonably well the total transport into the basin by the low-level jet.
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Appendix: Determination of Statistical Significance

We determined the statistical significance of the correlations by computing the joint autocorrelation time, $\tau_j$, using (e.g., Stone et al. 1982)

$$\tau_j = \lim_{n \to \infty} \tau_n,$$

where

$$\tau_n = \sum_{i=-n}^{+n} R(C,C,\Delta t)R(S,S,\Delta t),$$

and $R(X,Y,\Delta t)$ is the correlation of time series $X$ with time series $Y$ when $X$ leads $Y$ by time period $\Delta t$. In (A2), $\Delta t = \text{one season}$. For both basins, the sequence of $\tau_n$ (not shown) converged by $n = 4$ to their values in Table 3. For the seasonal-average time series, we then estimated the number of degrees of freedom (DF) using

$$\text{DF} = \frac{(40 \text{ seasons})\Delta t}{\tau_j} - 3,$$

The 99% confidence level $R^*$ that a correlation is different from zero is given by a two-sided Student’s $t$-test (e.g., Dingman 1994),
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For the daily time series, we again used (A1), (A2), and (A4), but now $\Delta t = 1$ day and

$$DF = \frac{N(\lambda)\Delta t}{\tau J} - 3,$$  \hspace{1cm} (A5)

where $N(\lambda)$ is the number of samples available for correlation computation at lag $\lambda$ in our smoothed time series,

$$N(\lambda) = 3649 - \frac{\lambda}{\Delta t},$$  \hspace{1cm} (A6)

Figure A1 shows the sequence $\tau J/\Delta t$ vs $n$ for daily data in both basins.

$$R^* = \frac{2.85}{(DF)^{1/2}}$$ \hspace{1cm} (A4)


