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ABSTRACT

Telecommunication networks evolve as technology advances and society changes. Optical communications employing Wavelength Division Multiplexing (WDM) has become the dominant technology for use in backbone networks. As IP gains in popularity, the traffic pattern in carrier networks shift from being voice centric to being data centric. This has led to a change in the network infrastructure and many researchers believe that networks are evolving towards the slim two-layer model of IP over WDM. Although IP routers are becoming faster, eliminating the need for ATM and SONET/SDH, there still exists a significant bandwidth mismatch between the sub-wavelength level IP packets and wavelength capacity. The process of multiplexing, demultiplexing and switching lower rate traffic stream onto and off of higher capacity wavelengths is defined as traffic grooming. In this dissertation, we address several fundamental issues of the grooming network design and operation in the context of IP over WDM.

First, we provide an introduction to the evolution of optical network architectures from SONET/SDH to WDM. We describe the principles of routing and wavelength assignment in IP over WDM networks, and explain how wavelength continuity constraint and wavelength usage constraint affect network performance. We develop a mathematical model to analyze the blocking performance of the optical networks with wavelength usage constraint. We conclude that in the practical WDM networks with wavelength usage constraint, increasing the total number of available wavelengths in a fiber is an attractive alternative to employing wavelength conversion.

Next, to make the network viable and cost-effective for carrying IP centric traffic, it must be able to offer sub-wavelength level services and must have the capability to pack these services effectively onto a wavelength. This motivates the study of traffic grooming problems in the
IP over WDM framework. We investigate the traffic grooming performed in IP layer, where the sub-wavelength level IP packets are grouped together in electrical domain before they are sent to the WDM layer. This is referred to as IP traffic grooming. Similarly, the grooming performed in WDM layer is called WDM wavelength grooming. We study IP traffic grooming problem with the objective to minimize the number of transmitters and receivers needed in the WDM layer. The resulting topology is called the virtual topology. We also propose three routing strategies for allocating dynamic traffic requests in the designed virtual topologies. Their blocking performance is studied and compared through simulations.

The third issue addressed in this dissertation is IP traffic grooming in a recently proposed architecture called light trails. After a brief introduction to the light trail architecture, we define the light trail design problem and identify the minimum number of light trails to carry the given traffic demand. An ILP is formulated for solving the light trail design problem with given static traffic requirement. Two heuristic approaches are also developed for obtaining fast solutions in large networks. In our numerical examples, our heuristic approaches give very fast and good solutions in comparison to the results obtained from solving the ILP formulations.

We finally address the issue of fault management in grooming networks. Although fault tolerance in WDM network has been extensively studied in literature, the research on survivability issues in grooming networks is still a relatively new area. We study shared and dedicated protection against single link failure in WDM grooming networks and develop an ILP formulation for each of them respectively. We extend our research on the full protection design to partial protection where the backup capacity is smaller than the primary capacity. This problem is decomposed into two sub-problems, namely resource minimization and protection maximization. We present ILP formulations for each of the sub-problems, and further design a dynamic routing strategy named shortest-available-least-congested routing. We show that partial protection is a useful feature in grooming networks.
CHAPTER 1. Introduction

1.1 A Brief History of Optical Networks

An optical network is a data network built using fiber-optics technology, which sends data digitally, as light, through joined fiber strands. Optical fiber offers low-loss transmission over an enormous frequency range of about 25 THz, which is several orders of magnitude more than the bandwidth available in copper cables. Additionally, optical fiber offers lower bit error rates than any other transmission media and is less susceptible to various kinds of electromagnetic interferences and other undesirable effects. Consequently, optical networks offer an enormous increase in both transmission capacity and reliability over the traditional copper wire-based networks.

The first fiber-optic communication system was installed by AT&T and GTE in 1977. Since then, the tremendous cost savings and improved network service quality has led to many advances in the technologies required for optical networks. Fiber-optics today is used almost exclusively in the physical layers of wide-area networks around the globe, and the development of metropolitan optical networks is already underway.

Telecommunications networks evolves along with the technological advances and the social changes. The first digital networks were asynchronous networks, where each network element’s internal clock source timed its transmitted signal. Due to the fact that each clock had a certain amount of variation, signals arriving and transmitting could have a large variation in timing, which often results in bit errors. Furthermore, as optical-fiber deployment advances, no standards existed to mandate how network elements should format the optical signal. The emergence of numerous proprietary methods makes it difficult to interconnect equipment from different vendors.
1.1.1 SONET/SDH

The need for optical standards leads to the creation of the synchronous optical network (SONET). SONET is a standard for optical communications transport formulated by the Exchange Carriers Standards Association (ECSA) for the American National Standards Institute (ANSI), which sets industry standards in the U.S. for telecommunications and other industries.

Following the development of the SONET standard by ANSI, the CCITT undertook to define a synchronization standard that would address interworking between the CCITT and ANSI transmission hierarchies. That effort finished off in 1989 with CCITT’s publication of the synchronous digital hierarchy (SDH) standards. SDH is a world standard, and SONET can be considered as a subset of SDH.

A synchronous mode of transmission means that the optical signals transmitted through a fiber-optic system have been synchronized to an external clock. The resulting benefit is that data streams carrying voice, data, and images through the fiber system in a steady, regulated manner so that each stream of light can easily be identified and extracted from delivery or routing. In a synchronous system such as SONET, the average frequency of all clocks in the system is the same (synchronous) or nearly the same (plesiochronous). Every clock can be traced back to a highly stable reference supply. For instance, the STS-1 rate remains at a nominal 51.84 Mbps, allowing many synchronous STS-1 signals to be stacked together when multiplexed without any bit-stuffing. Thus, the STS-1s are easily accessed at a higher STS-N rate.

SONET and SDH are two closely related standards, they provide the foundation to transform the transport networks that we know today. SONET/SDH governs interface parameters, rates, formats, and multiplexing methods, and operations, administration, maintenance, and provisioning (OAM&P) for high-speed transmission of bits of information in flashing laser-light streams. It SONET/SDH that enables network providers to use different vendor’s optical equipment with the confidence of at least basic interoperability.
1.1.2 WDM

SONET has survived during a time of tremendous changes in network capacity needs. The main reason is its scalability. According to its open ended growth plan for higher bit rates, theoretically no upper limit exists for SONET bit rates. However, as bit rates increase, physical limitations in the laser sources and optical fiber begin to make the bit rate increasing on each signal impractical.

Additionally, connection to the networks through access rings also have increased requirements. Customers are carrying more and different types of data traffic and demand more services and options. To provide full end-to-end connectivity, a new paradigm needed to be developed to meet all the high capacity and varied needs. Optical networks provide the required bandwidth and flexibility to enable end-to-end wavelength services.

Facing the challenges of increased service needs, fiber exhaust, and layered bandwidth management, service providers need options to provide an economical solution. One way to alleviate the shortage of fiber is to lay more fibers. However, this solution is not always viable mainly due to the fact that the cost of laying new fibers is prohibitively high, especially in densely populated metropolitan areas. Besides, the rights-of-way issues are complicated and add the difficulties to lay new fiber.

A second choice is to increase the network capacity using time division multiplexing (TDM), where TDM increases the fiber capacity by slicing time into smaller intervals so that more data can be transmitted per second, as shown in Figure 1.1. It allows flexible traffic management on the fixed bandwidth but requires O-E-O and electrical multiplex/demultiplex function.

Traditionally, this has been method of choice (DS-1, DS-2, DS-3, etc.) in the industry. However, when service providers use this approach exclusively, they must make the leap to the higher bit rate in one jump, requiring the purchase of more capacity than they initially needed. Based on the SONET hierarchy, the next incremental step from 10 Gbps TDM is 40 Gbps - a quantum leap that many believe will not be possible for TDM technology in the near future.

TDM has also been used with transport networks that are based on either SONET or SDH.

The third choice for service providers is to use wavelength division multiplexing (WDM),
which increases the capacity of embedded fiber by first assigning incoming optical signals to specific frequencies (wavelength, lambda) within a designated frequency band and then multiplexing the resulting signals out onto the fiber. This wavelength spacial reuse reduces the cost of the expensive electrical multiplex/demultiplex function. Since incoming signals are never terminated in the optical layer, the interface can be bit-rate and format independent. This bit rate and protocol transparency allows service providers to easily integrate the WDM technology with existing equipment in the network and access to the untapped capacity in the embedded fiber at the same time.

WDM combines multiple optical signals so that they can be amplified as a group and transported over a single fiber to increase capacity, as shown in Figure 1.2. Each signal carried can be at a different rate (OC-3, -12, -24, etc.) and in a different format (SONET, ATM, data, etc.). When the inter gap between two wavelength channels is smaller than 100 GHz (~ 0.80 nm), such multiplexing is also referred to dense WDM (DWDM).

Consider a highway analogy where one fiber can be thought of as a multilane highway. Traditional TDM systems use a single lane of this highway and increase capacity by moving
closer on this single lane by using wider vehicles. WDM optical networking is analogous to accessing multiple lanes on the highway by using narrower vehicles (increasing the number of wavelengths on the embedded fiber base) to gain access to the fiber wavelength capacity. An additional benefit of optical networking is that the highway is blind to the type of traffic that travels on it. Consequently, the vehicles on the highway can carry ATM packets, SONET, as well as IP traffic.

1.2 IP over WDM

The popularity of the Internet and Internet protocol (IP)-based intranet is promising enormous growth in data traffic originating from IP endpoints. This growth is being fueled by various Web-based applications and by the indirect impact of increased computing power and storage capacity in the end systems. The advent of new services with increasing intelligence and bandwidth demands are further adding to the traffic growth. New access technologies such as Asymmetric Digital Subscriber Line (ADSL), High-bit-rate Digital Subscriber Line (HDSL), and fiber to the home (FTTH) would remove the access bottlenecks and enforce an even faster growth of demand on the backbone network. These changing trends have led to a fundamental shift in traffic patterns. The amount of data traffic on carrier networks now exceeds that of voice traffic. The cross-over happened for many carriers in 1998 [1]. This shift in traffic patterns in carrier networks has led to a change in the way that networks need to be organized.

In the past, the amount of data traffic on carrier networks was small compared with voice-centric traffic. Therefore, the carrier networks were designed mainly for voice traffic, and data networks were on the edges. For example, data clients would use leased constant bit rate lines to carry data traffic over voice networks. As the amount of data traffic has surpassed that of voice traffic, the data domain has become a remunerative market for the voice network providers. Furthermore, the voice revenue traffic has continued to decline due to market competition. These two effects leads to a trend where the core networks are designed primarily for data with voice networks on the edges. The voice can be carried in the core networks using "voice-
over-IP" or similar paradigms. Such architectures have resulted in the need for better quality of service (QoS), protection and availability guarantees in IP networks. To meet these growing demands, WDM has moved from the research laboratories and is emerging as a dominating trend for use in backbone networks.

WDM significantly increases the fiber capacity utilization by dividing the available bandwidth into non-overlapping channels, namely wavelengths, each operating at peak electronic speed. Connections between users are supported by establishing an all-optical channel, namely lightpath, between the two end nodes of each connection. On lightpaths signals can be at different rates and use different formats as the signals are never terminated inside the core network. This bit-rate and protocol transparency is a key feature of an optical backbone network. A wavelength converter is a device that allows the optical signal on a wavelength to be converted onto another wavelength. In the absence of wavelength converters, a lightpath should occupy the same wavelength on all the links it traverses. This property is known as the wavelength-continuity constraint.

Today's Internet is dominated by applications and services based on IP protocol, almost all end-user communication applications in practice make use of TCP/IP. Most network designers believe that IP is going to be the common traffic convergence layer in communication networks. Consequently, IP over WDM has been envisioned as the winning combination of the network architecture [2, 3].

![Figure 1.3 Possible layering architectures.](image)
At present, WDM is mostly deployed point-to-point and the current four-layer architecture is shown in Figure 1.3 (a), in which IP routers are connected to ATM switches and then send ATM cells over SONET devices that were connected to a WDM transport system. ATM switches are required for multi-service integration (integrating voice and data). In addition, routers are limited generally in speed compared to ATM switches. SONET is required for aggregation - combining 155 Mb/s ATM streams to OC-48 SONET streams - and protection.

As IP routers are becoming significantly faster along with the introduction of quality of service (QoS) in IP, the need for ATM is diminishing. Beginning in 1996, packet over SONET or IP over PPP over SONET started becoming a popular approach. The four-layer model depicted in Figure 1.3 (a) was hence reduced to a three-layer architecture as shown in Figure 1.3 (b), where IP data traffic is transmitted over SONET approach doing without ATM layer.

In 1999, several router manufacturers announced fast OC-192 interfaces. Therefore the need for traffic aggregation using SONET is now under reconsideration. Routers with SONET interfaces that can fill an entire wavelengths have started becoming available. Moreover, the protection and restoration function that is provided by SONET add-drop multiplexers (ADMs) can be subdivided between IP and WDM equipment. In 2000, Ethernet framing also started gaining a foothold with the evolution of 10 Gigabit Ethernet. Some are predicting that eventually, SONET will not be required and Ethernet will be running end-to-end. Regardless of what the data link layer framing (SONET/PPP/Ethernet) is used, the reduced architecture is called “IP over WDM” where IP and WDM are the only two layers that are needed. This two-layer model is shown in Figure 1.3 (c), which aims at a direct integration of IP with WDM optical layers [2, 3].

MPLS (Multi-protocol label switching) may provide an integration structure between IP and WDM layer. A generalized multi-protocol label switching (GMPLS), also referred to as Multi-protocol lambda switching (MPAS), which supports not only devices that perform packet switching, but also those that perform switching in the time, wavelength, and space domain has also been proposed [4]. In an MPLS network, incoming packets are assigned a “label” by a “label edge router (LER)”. Packets are forwarded along a “label-switched path (LSP)” where
each "label-switched router (LSR)" makes forwarding decisions based solely on the contents of the label. At each hop, the LSR strips off the existing label and applies a new label which tells the next hop how to forward the packet.

MPLS evolved from numerous prior technologies including Cisco’s “Tag Switching”, IBM’s “ARIS”, and Toshiba’s “Cell-Switched Router”. The initial goal of label based switching was to bring the speed of Layer 2 (such as ATM, Frame Relay or Ethernet) switching to Layer 3 (such as IP) by replacing the complex IP address based route lookup with the fast Label based switching methods. This initial justification for techniques as MPLS is no longer perceived as the main benefit, as Layer 3 switches are now able to perform route lookups at sufficient speeds to support most interface types. However, MPLS brings many other benefits to IP-based networks such as,

- Traffic Engineering
- VPNs (Virtual Private Networks)
- Elimination of Multiple Layers.

Typically most carrier networks employ an overlay model where SONET/SDH is deployed at Layer 1, ATM is used at Layer 2 and IP is used at Layer 3. Using MPLS, carriers can migrate many of the functions of the SONET/SDH and ATM control plane to Layer 3, thereby simplifying network management and network complexity. Eventually, carrier networks may be able to migrate away from SONET/SDH and ATM all-together.

1.3 IP over WDM Networking Architecture

The development of IP over WDM technology and networking architecture can be broadly classified into three generations [5]:

- **First Generation**: In the first-generation, WDM (or DWDM) systems are used mainly for point-to-point high-bandwidth pipes between adjacent IP routers. IP packets are encapsulated in SONET frames using Packet-over-SONET schemes. Precisely speaking,
this is still a three-layer architecture as shown in Figure 1.3 (b). Many IP routers and WDM equipment vendors have products commercially available today that can support IP over point-to-point DWDM. Point-to-point DWDM systems have seen widespread deployment in long distance carriers.

- **Second Generation:** In the second-generation IP over WDM systems, WDM channels are routed in WDM networks using crossconnects enabling more efficient WDM bandwidth utilization and IP router interface utilization. Due to the reconfigurability afforded in this generation of products, there is a drive to move protection switching and restoration directly to WDM layer, thereby, eliminating SONET layer for the first time. Many WDM vendors have announced WDM crossconnect products that will enable this second-generation IP over WDM networking.

- **Third Generation:** In the third generation, IP packets are directly transported and switched by WDM packet switches that leads to much finer granularity in traffic multiplexing on the respective wavelength channels. WDM packet switching [6, 7, 8] has been successfully demonstrated in laboratory trials, including the DARPA funded optical Label Switching Project [9]. However, this technique is still yet maturing and it remains to be seen whether such optical packet switching technologies can mature and be made commercially available in the near future.

1.3.1 IP over Point-to-Point WDM

In an IP over point-to-point WDM architecture, IP routers are directly interconnected via WDM fiber links. As illustrated in Figure 1.4, the neighboring routers for a given router interface is fixed. In the IP over point-to-point WDM architecture, the network topology is fixed and the network configuration is static with typically centralized network management and limited interaction between IP and WDM layers.
1.3.2 IP over Reconfigurable WDM

In an IP over reconfigurable WDM architecture, IP routers are connected to the ports of WDM crossconnects as shown in Figure 1.5. A WDM crossconnect can then connect any of its input port to any of its output port. In other words, the WDM crossconnects are themselves interconnected in a mesh configuration with WDM fiber links. Therefore, by appropriately configuring the WDM crossconnects, a given router interface can be connected to any other router interface. As a result, the neighboring router for a given router interface is configurable under this architecture.

The IP and WDM layers can be combined in several different models [10].
• *Overlay model* where the two layers relate to each other in a client-server relationship, with IP being the client to the WDM layer. The IP network layer links are realized by the corresponding WDM layer connections. Under the overlay model, IP domain is more or less independent of the WDM layer. The IP/MPLS routing protocols are independent of the routing and signaling protocols of the WDM layer. The overlay model may be statically provisioned using a Network Management System or may be dynamically provisioned. Static provisioning solution may not be scalable though.

![Diagram of Overlay IP over WDM network model](image)

**Figure 1.6** Overlay IP over WDM network model.

• *Augmented model* where IP and WDM have a single addressing plane, but separate routing instances. For example, IP addresses could be assigned to optical network elements and carried by optical routing protocols to allow routing (reachability) information to be shared with the IP domain to support some degree of automated discovery. In augmented model, control information is passed on from one instance to another. Static configuration or border gateway protocol (BGP) can be used to bridge the two routing instances.

• *Peer model* where devices from the IP and WDM networks relate to each other in a peer-to-peer relationship, and there is only one instance of a routing protocol running in
the optical domain as well as in the IP domain. In this model, MPLS and its lambda variant MPAS can be used to provide a uniform control plane. The assumption in this model is that all the WDM crossconnects and the IP routers have a common addressing scheme.

The overlay model, which is aligned with the carrier practice of organizing their operational units into transport and switching units, is of particular interests to carriers and is likely to be adopted in near-term immediate deployment. Proponents of the other models may argue that due to the overall simplified management and control structures, their models are likely to be adopted in the long-term for highly dynamic IP over WDM networks.

Notice that regardless of the model being adopted, logically a reconfigurable IP over WDM network always sees a virtual topology (or logical topology), which is dynamically reconfigurable. In the overlay model, the dynamic virtual topology is the one formed by IP links. In the augmented and peer model, the dynamic virtual topology is the lightpath tunnel topology. In all cases, fine-grained IP traffic is routed over the respective virtual topology.
1.4 Motivation and Approach

The fundamental properties of the WDM system are exploited to form an all optical layer. Bit rate and protocol transparency enables transport of native enterprise data traffic like Gigabit Ethernet, ATM, SONET, IP etc. on different channels. It also brings in more flexibility so that the system can be connected directly to any signal format without extra equipment. The optical transport architecture will employ both transport networking and enhanced service layers, working together in a complementary and inter-operative manner.

We address several prominent issues of optical layer in the context of IP over WDM.

1.4.1 Routing and Wavelength Usage Constraint

In the two-layer IP over WDM architecture, proponents of all-optical networks (AONs) have predicted that IP over WDM can become a reality only when all the end-to-end services are offered optically. In wavelength routed WDM networks, connections between users are supported by an all-optical channel, namely lightpath. However, the wavelength continuity constraint leads to higher call blocking probability in a network without wavelength conversion than it does in a network that employ full-wavelength conversion at all nodes. Although wavelength conversion improves network blocking performance, the high cost of wavelength
converters have made it impractical to employ full-wavelength converters at all nodes. The
benefit of using wavelength converters in wavelength routed WDM networks and wavelength
converter placement problems have been extensively studied in literature.

Another practical problem is that not all the wavelengths can be used at any given instant in
time due to power constraints. This restriction is referred to as the wavelength usage constraint
(11). Such a scenario could arise due to the restriction on the power carried in the fiber or the
power limit on the optical components on the path such as amplifiers, re-generators, etc. The
reason behind is that fiber nonlinearity effects, such as stimulated Brillouin scattering (SBS),
simulated Raman scattering (SRS), four wave mixing (FWM), self-phase modulation (SPM),
cross-phase modulation (XPM), and intermodulation (mixing), arise as the optical power levels
increases in an optical fiber. In fact, these fiber nonlinearities present a new realm of barriers
that need special attention when designing state-of-the-art fiber optic systems.

Wavelength routing remains to be a fundamental problem in IP over WDM networks. It is
highly desired that the traffic is efficiently packed and uses minimum number of wavelengths to
avoid employing expensive equipment like wavelength converters, transmitters and receivers.
However, as the data traffic keeps increasing and the WDM network resource is still limited,
wavelength routing will appear to be a predominant problem. In order to satisfy both wave­
length continuity constraint and wavelength usage constraint and still achieve good network
blocking performance, two alternatives can be employed: (1) Employing wavelength converters
with the number of wavelengths carried in the fiber being the same as the maximum number of
usable wavelengths; or (2) Employing more wavelengths in a fiber but restricting the number
of usable wavelengths to a certain maximum without employing wavelength converters. This
leads to the following research problems.

*How to achieve good network blocking performance without employing wavelength convert­
ers? When the number of usable wavelengths is fixed, would adding more wavelengths be a better
choice than employing wavelength converters in the networks? How would the wavelength be
assigned? What is the performance of network with wavelength usage constraint?*

In Chapter 3, we develop an analytical model for evaluating the blocking performance
of WDM optical networks with wavelength usage constraint employing random wavelength assignment scheme. The analytical model is shown to be accurate by comparing the results with that of simulations for two different network topologies that have high and low link load correlation. We evaluate the performance of first-fit wavelength assignment strategy and compare its performance with that of random wavelength assignment strategy. It is observed that with an increase of few extra wavelengths in the fiber, the blocking performance is similar to that when full-wavelength conversion is employed. The simulation results also show that the number of extra wavelength required to achieve a certain blocking performance is lesser when first-fit wavelength assignment strategy is employed. We conclude that employing extra wavelengths in practical networks is an attractive alternative compared to full-wavelength conversion even in the presence of power budget constraints.

1.4.2 IP Traffic Grooming

One critical issues that the two-layer IP over WDM networks are facing is the big gap between available bandwidth on a wavelength capacity and the existing low-rate traffic connections. The bandwidth on a wavelength is close to the peak electronic transmission speed and has been steadily increased from OC-48 (2.5 Gbps) to OC-192 (10Gbps), and is expected to increase up to OC-768 (40 Gbps). This wavelength capacity is becoming too large for certain data traffic requirements and the networks are required to provide dynamic service to the users at much lower capacity than that available on a wavelength channel. These sub-rate traffic connections can vary from STS-1 (51.84 Mbps) to the full wavelength capacity. Moreover, in networks of practical sizes, the number of source-destination traffic connections is still an order of magnitude higher than the number of available wavelengths.

Several further traffic multiplexing techniques on a wavelength are thus proposed. One approach to provisioning fractional wavelength capacity is to multiplex traffic on the wavelength. The act of multiplexing, demultiplexing and switching lower rate traffic streams onto higher capacity wavelengths is defined as traffic grooming [12, 13, 14]. The resulting networks are referred to as WDM grooming networks.
In the two-layer IP over WDM networks, SONET ADMs are eliminated and the function of multiplexing traffic onto wavelengths will be passed onto the IP/MPLS routers as well as optical crossconnects. Consequently, traffic grooming can be performed in both layers, namely, IP traffic grooming and WDM wavelength grooming. IP traffic grooming, that is, the traffic aggregation performed at IP routers, would help to alleviate the complexity of performing sub-wavelength level grooming in WDM layer. In this dissertation, we address several fundamental issues related to the design and operation of traffic grooming in IP over WDM networks. Specifically, we answer the following important questions:

- What is the role and classification of traffic grooming in IP over WDM optical networks? How should IP traffic be processed before it is sent to optical layer? How to groom the IP traffic such that the number of transmitters and receivers required in optical layer is minimized?

- In WDM grooming networks, due to the high bandwidth involved, any link failure that results into fiber being unusable will have catastrophic results. How should we provide protection and restoration for WDM grooming networks? How can we efficiently groom multiple working and protection paths in the network?

In Chapter 4 we study the IP traffic grooming problem in IP over WDM framework. We use the concept of virtual topology to solve the IP traffic grooming problem with objective to minimize the network cost in terms of number of transmitters and receivers. To minimize transmitters and receivers inevitably introduces overhead IP traffic in the networks and impacts networks performance such as wavelength utilization, throughput and average delay. This is a tradeoff we have to make.

This transmitter/receiver minimization problem is formulated as an ILP (Integer Linear Programming) optimization problem. A lower bound of this minimization problem is derived from the traffic matrix. The complexity of the ILP formulation can be reduced by adding hop-length limit constraints. It may still yield a good solution with carefully selected maximum hop-length. This model provides a general formulation and various constraints, such as maximum
node degree, can be easily integrated into it.

The ILP formulation produces the optimal solution for static traffic demands, however, applying this technique to dynamic traffic in large networks is not very practical due to its large computation time. To solve the IP traffic grooming problem with static estimated traffic in big networks, we develop the traffic aggregation algorithm as a heuristic approach. Both ILP and heuristic approaches give a virtual topology design for a given estimated traffic. In the virtual topology, each link corresponds to a lightpath in the optical layer. We further develop three different routing and wavelength assignment strategies based on the designed virtual topology, where the actual traffic seen by the IP layer varies from the estimated traffic. The performance of the proposed routing and wavelength assignment schemes is evaluated and compared in terms of blocking probability.

1.4.3 Traffic Grooming in Light Trail Architecture

In order to transport IP traffic effectively over optical networks, several different switching techniques in optical layer have been proposed in literature.

1.4.3.1 Optical Packet Switching

Optical packet switching (OPS) [6, 7, 8] is one alternative technology to circuit switching in backbone networks. The major advantages of OPS is the flexible and efficient bandwidth usage, which enables the support of diverse services. Pure OPS technology in which packet header recognition and control are performed in all-optical domain is still many years away from becoming reality. OPS with electronic header processing and control is more realistic for medium-term network scenarios. A practical OPS experiment has been performed under the European ACT KEOPS (KEys to Optical Packet Switching) project[15]. In KEOPS, the header is sent with data (payload), but at a lower bit rate, and the header processing is still in electrical domain. This potentially requires an optical buffering at the input port to allow the header processing circuits to finish its job.

However, there are still several critical technological challenges need to be overcome before
a practical OPS network becomes a reality.

Firstly, the lack of an efficient way to store information in optical domain is the major difficulty in the implementation of OPS nodes. At present, the buffering technology is not mature and has to overcome a number of technological constraints, such as large and varying size of optical buffers.

Secondly, in highly dynamic traffic environment as OPS, wavelength converters are required and play an important role in contention resolution. Wavelength converters can be integrated to the design of optical buffer and switch architecture in OPS networks. An all-optical wavelength converter is desirable for OPS. However, the fabrication techniques for such wavelength converters are still not practical.

The third issue is the high speed header processing in OPS. Currently, the processing of the header is performed in electrical domain. All-optical header processing has received considerable attention [16, 17], but the technology is still in its early stage.

A key enabling technology in OPS is the optical switch fabrics. To deal with packet-by-packet requests, an OPS node requires the switch fabric that is capable of rapid reconfiguration. For instance, when the data rate is at 40 Gbps and beyond, the switching times have to be on the order of a few nanoseconds.

Finally, the other critical requirements include the reliability and scalability of the technology to high port counts, low loss and crosstalk, efficient energy usage and so on. Unfortunately, none of today's available fabric technologies is eligible to build such a reliable and cost-effective high-performance optical packet switches.

1.4.3.2 Optical Burst Switching

The concept of burst switching has been proposed for conventional telephone networks in early 1980's [18]. Fast circuit switching has been originally developed to support statistical multiplexing of voice circuits, but it was also suitable for data communication at moderate rates. Starting from the middle 1980's, fast packet and cell switching took the place of the circuit switching. At that time, fast circuit switching was implemented using time-division
multiplexing in electrical domain to provide distinct channels (time slots). This is essentially similar to the ATM technology. The concept of burst switching has been extended for ATM networks. The International Telecommunication Union - Telecommunication Standardization Sector (ITU-T) standard for burst switching in ATM networks is known as ATM block transfer (ABT) [19]. Burst switching for optical networks, namely, optical burst switching, was proposed in late 1990’s [20, 21].

Optical burst switching (OBS) maybe a viable alternative switching technology to transport IP traffic directly over WDM networks. In wavelength switched network, once a lightpath is established, it remains in place for a relatively long time, perhaps months or even years. In OBS, the goal is to set up a wavelength channel for each single burst to be transmitted. At the ingress node of an OBS network, various types of data are assembled as data burst, which, for example, can carry one or more IP packets. In OBS, a burst is dynamically assigned to a wavelength channel upon its arrival and is later disassembled at the egress node. To establish a connection for an incoming burst, the ingress nodes sends an associated control packet (request or set-up) over a dedicated wavelength channel or a non-optical channel before the burst is transmitted. The data burst is switched all-optically using the OBS fabric.

Two primary techniques to transmit data are tell-and-wait (TAW) and tell-and-go (TAG). In tell-and-wait scheme [22], a burst is buffered while the control packet is being sent to set up switches and reserve bandwidth for establishing a connection. In tell-and-go scheme [22, 23] a burst is sent immediately after its control packet without receiving a confirmation. If a switch along the path cannot carry the burst due to congestion, the burst is dropped. In this scheme, it may still be necessary to buffer the burst in the optical burst switch until its control packet has been processed [19]. Other schemes, known as just-enough-time (JET) [21] and just-in-time (JIT) [24], have also been proposed in literature. An OBS architecture is described in [25]. An amount of research papers on OBS technology and its applications have been published by researcher around the world. Among them, a vast majority are based on JET. In the JET scheme, there is a delay between transmission of the control packet and transmission of the optical burst. This delay can be set to be long enough, for example, larger than the total
processing time of the control packet along the path. Therefore, when a burst arrives at an
intermediate node, the control packet has been processed and a channel on the output port has
been reserved. Thus, there is no need to buffer the burst at the intermediate nodes. This is a
very important feature of the JET scheme, since optical buffers are still difficult to implement.
Improvements and variations of JET have also been studied extensively in literature.

Given burst switching’s limited success in the 1980’s, one may question why burst switching
should be a promising approach to the high speed data communications now. As aforemen­
tioned, burst switching is essentially very similar to ATM, however, the flexibility of ATM
outperformed burst switching in electrical domain. Some researchers believe that since optical
fibers have provided virtually unlimited bandwidth resource, it makes sense to carry control
information in a dedicated parallel channel so as to keep the data path simple. Besides, it is
best to avoid queueing as much as possible, because both electrical and optical buffers are ex­
pensive at gigabit data rates. For this reason, many believe that OBS achieves good statistical
multiplexing performance by transmitting many independent data channels in parallel.

1.4.3.3 Challenges to OBS

Just like OPS, OBS has to overcome several critical technological challenges before it really
comes practical. One important issue is the synchronization at terminal nodes [25]. Consider
an OBS network using passive optical components with no re-timing of the data. A terminal
that receives this burst must synchronize the received data at the bit level and the burst level.
To use re-timing elements throughout the OBS network could be an alternate solution, however
this puts too many complicated requirements on transmission components. And eventually,
this complexity makes the implementation of OBS even more difficult.

In OBS, guard bands are used in each burst to accommodate possible timing jitters along
the path from source to destination in OBS. Due to the relatively low speed of optical switching
elements, a significant guard time has to be provided between control and data segments, which
results in another significant overhead for OBS. Therefore, taking into account the large ratio
between switching delay and IP burst duration, the network might be severely underutilized.
It is also worth mentioning that JET does not completely remove optical buffers from OBS networks. Notice that optical buffers are still required at the ingress nodes to generate the initial delay between a data burst and its control packet. The need of high speed optical buffers remains as a notably intractable problem for OBS. Additionally, since the number of control channels are limited in optical networks, the control channels can become bottleneck for the performance of the OBS networks. Currently, commercial OBS networks do not exist. It is yet not clear whether OBS will become an alternative technique for the core optical network or it is just an intermediate step towards all-optical packet switching.

1.4.3.4 Light Trail Architecture

The Light trail [26] has been proposed as a novel architecture designed for carrying finer granularity IP traffic. A light trail is a unidirectional optical trail between the start node and the end node. It is similar to a lightpath with one important difference that the intermediate nodes can also access this unidirectional trail. A lightpath is an end-to-end system in which no further wavelength multiplexing between the multiple intermediate nodes along the lightpath is allowed. While in light trails, the wavelength is shared in time and the medium access is arbitrated by control protocol among the nodes that try to transmit data simultaneously, that is, upstream nodes have higher priorities than lower stream nodes.

Light trail architecture brings up various issues in designing optical networks for transporting IP centric traffic: How to identify a set of light trails at the design phase for the given traffic? What are the new constraints introduced by light trail architecture? How hard is this problem? How good can we achieve in terms of wavelength utilization and how?

In Chapter 5 we propose an exact ILP formulation for obtaining optimal light trail design with minimum cost (in terms of number of light trails as well as the number of wavelengths). A simplified formulation is also given as well as possible LP-relaxations. Two algorithms, namely local best-fit increasing packing and local best-fit decreasing packing are developed for solving the light trail design problem. Even though the heuristic algorithms do not guarantee global optimality, their capability of obtaining fast solutions with local optimality is still preferred.
especially when the problem is unmanageable to ILP approaches.

1.4.4 Survivable Grooming Network Design

Protection and restoration have always been an important issue in the design and operation of WDM optical networks. Due to the huge amount of traffic carried in the WDM network, any single failure can be catastrophic. However, the research on emerging survivability issues in WDM grooming network is still a relatively new territory.

In Chapter 6 we address two important issues in WDM network design, survivability and traffic grooming. The aim is to enable subwavelength level traffic grooming in survivable WDM network design. In order to provide 100% protection under single link failure, two link-disjoint alternate paths for each connection are pre-computed. The path selection and wavelength assignment schemes are formulated as ILP optimization problems. Two exact formulations are given for employing backup multiplexing and dedicated backup with Minimum-Link-Primary-Sharing (MLPS) respectively. Illustrative examples are given to show the improvement of wavelength utilization of the two schemes and the difference path selections.

Backup multiplexing has been extensively studied in mesh-restoration WDM networks. It saves the amount of the reserved restoration capacity by allowing different backup paths to share the same wavelength on their common links if their corresponding primary paths are link disjoint. Backup multiplexing is still applicable in WDM grooming network, however, it becomes much more expensive in computation than it is in networks without traffic grooming. As the wavelength utilization improved by the network grooming capability, it becomes affordable to use dedicated backup reservation to provide 100% restoration for the single link failure. Furthermore, by minimizing the total link-primary-sharing (MLPS), the number of affected working paths due to single link failure is reduced, thereby the recovering signalling is simplified. It would be ideal to employ both backup multiplexing and MLPS schemes, however this would be too costly in computation and hence infeasible for practical usage.

Our design approach for survivable grooming network that provides 100% protection again single link failures can be easily extended to grooming networks providing partial protection.
In partial protection network, due to the constraints on available network resource, the reserved backup capacity is less than or equal to the capacity of its primary path. The ratio of the minimum backup capacity to its primary capacity is called the protection ratio, denoted by $P_{ratio}$. In general, for any request, $P_{ratio} = 0$ implies no protection, $P_{ratio} = 1$ indicates full protection, and when $0 < P_{ratio} < 1$, a request is partially protected. We decompose the partial protection problem into two subproblems, namely resource minimization and protection maximization. The first step is to use the minimum resource to meet the partial protection requirement. In the second step, the residual network resource is optimally distributed to provide better protection to some if not all of the requests. We develop ILP formulations for solving the partial protection design with given static traffic. We also designed the shortest-available-least-congested routing algorithm for solving this problem with dynamic unknown traffic. Results obtained from solving ILP formulations and performing simulations are presented. The study shows that to provide partial protection is an effective compromise for grooming networks with restrained resource and hence a useful feature of WDM grooming networks.
CHAPTER 2. Network Models and Notations

Wavelength Division Multiplexing (WDM) has emerged as the promising technology to meet the ever-increasing demand for bandwidth. WDM divides the available fiber bandwidth into WDM channels, called *wavelengths*, each operating at peak electronic rate. Connections between users are supported by establishing an all-optical channel between the end nodes. The all-optical connections are referred to as *lightpaths* [27]. Signals on lightpaths can be at different rates and may use different formats as the signals are never terminated inside the core network. This bit-rate and protocol transparency is a key feature that is very desirable in the backbone network.

A wavelength converter is a device that allows the optical signal on a wavelength to be converted into another wavelength. In the absence of wavelength converters, a lightpath should occupy the same wavelength on all the links it traverses. This property is known as the *wavelength-continuity constraint*. Hence a connection request encounters higher blocking probability in a network without wavelength conversion than it does in a network that employs full-wavelength conversion at all nodes.

The role of wavelength converters in wavelength-routed networks has been studied extensively in the literature [28, 29, 30, 31, 32, 33]. The role of sparse-wavelength conversion, where only a few nodes in the network have full-wavelength conversion capability, has been analyzed in [33]. The effect of limited-wavelength conversion, where a given input wavelength can be converted into a set of (but not all) output wavelengths, has been studied in [34] and [35]. Multi-fiber multi-wavelength wavelength-routed networks have been shown to offer blocking performance similar to that of networks that employ limited- or sparse-wavelength conversion [36, 37, 38]. A generalized framework for analyzing optical networks that employ both
wavelength and time division multiplexing has been recently proposed in [14] from which most of the models discussed above can be derived. Although wavelength converters improve network blocking performance, the high cost of wavelength converters have made it impractical to employ full-wavelength converters at all nodes.

2.1 Grooming WDM Network Models

The act of multiplexing, demultiplexing, and switching lower rate traffic streams onto higher capacity wavelengths is defined as traffic grooming. The resulting WDM optical networks are referred to as WDM grooming networks.

2.1.1 WDM Grooming Networks

WDM grooming networks can be classified into two categories [38]: dedicated-wavelength grooming (DWG) networks and shared-wavelength grooming (SWG) networks. In DWG networks source destination pairs (s-d pairs) are connected by lightpaths and connections between the s-d pair are multiplexed onto the lightpath. A new lightpath to the destination is established when the requested bandwidth is not available on any of the existing lightpaths to the destination. On the other hand, in SWG networks, if a request cannot be accommodated on an existing lightpath to its destination, it is multiplexed onto an existing lightpath to an intermediate node. This connection is then switched at the intermediate node towards the final destination either directly or through other intermediate nodes. If we define each lightpath as one hop, then, a request between an s-d pair takes a single hop to reach its destination in DWG networks, while it may take multiple hops in SWG networks. The performance of WDM grooming networks depends on the efficient aggregation of requests into full or almost-full wavelength requirements.

2.1.2 Grooming Nodes in WDM Networks

The grooming nodes in WDM networks can be classified into various categories depending on the level of grooming capability it provides. If a node can multiplex and demultiplex low-
rate traffic only on dropped wavelengths at an add-drop multiplexer (ADM), it is referred to as an ADM-constrained grooming node. If a node can switch connections across different lightpaths, but cannot switch between different wavelengths, it is termed as a wavelength continuity constrained grooming node. If a node can switch connections in any permutation from one wavelength to another, it is then termed as a full grooming node [39].

2.2 Restoration Models

Network survivability can be achieved by using link-, path- or segment based protection mechanism [40, 41]. Link-based method reroute disrupted traffic around the failed link, while path-based rerouting replaces the whole path between the source and destination of a demand. Segment-based method reroutes the affected path-segments when failure occurs. We employ path-based protection for each request in this dissertation.

Capacity sharing among the primary and restoration paths can be dedicated or shared. The dedicated technique uses 1:1 protection, where each primary path has a corresponding restoration path. In the shared case, several primary paths can have the same backup paths share the same wavelength \( w \) on link \( l \) as long as the primaries are node and/or link disjoint. This scheme is called the backup multiplexing technique [42]. It is still 1:1 protection as long as only one link fails. However, the path is assigned upon the actual failure. This improves wavelength utilization, while providing guaranteed protection under the single fault assumption. This is due to the fact that no single failure will cause two primary paths to contend for the same backup capacity. We have the following constraints in our restoration models.

- Number of connections (lightpaths) on each link is bounded

- Levels of protection

  - **Full protection**: (i) Every demand is assigned a primary and a backup path (ii) The primary and backup paths are allocated the same capacity
- **Partial protection:** (i) Every demand is assigned a primary path and a backup path  
  (ii) The reserved capacity for backup path is smaller than or equal to that of the 
  corresponding primary path

- **No protection:** Every demand is assigned only primary path

- **Best-effort protection:** (i) Every demand is assigned a primary path. A backup 
  path is assigned if resources are available (ii) Accept as many demands as possible 
  with or without backup

  • No backups are admitted without a primary path.

  • Primary and backup paths for a given demand should be node disjoint.

We use full protection model by default if it is not mentioned.

### 2.3 Notations

The physical topology of a WDM network is represented as a weighted directed graph 
\( G_p = (V, E) \) with \( V \) be the set of network nodes and \( E \) the set of physical links (edges). 
\( |V| = N \) and \( |E| = L \). Nodes correspond to network nodes and links correspond to the fibers 
between nodes.

Since we will be using ILP based optimization approach to solve many problems, the 
following notations will be used in problem formulations.

- **W:** Maximum number of wavelengths in each direction in a bidirectional fiber (technology 
  dependent data)

- **C:** Maximum capacity of each wavelength. (We assuming each wavelength has the same 
  capacity.)

- **m, n, s, t = 1, 2, \ldots, N:** Number assigned to each node in the network.

- **l = 1, 2, \ldots, L:** Number assigned to each link in the network.

- **w = 1, 2, \ldots, W:** Number assigned to each wavelength.
• \(i, j = 1, 2, \ldots, N \times (N - 1)\): Number assigned to each demand (s-d pair).

• \(K = 2\): Number of alternate routes between every s-d pair.

• \(p, r = 1, 2, \ldots, KW\): Number assigned to a path for each s-d pair. A path has an associated wavelength (lightpath). Each route between every s-d pair has \(W\) wavelength continuous paths. The first \(1 \leq p, r \leq W\) paths belong to route 1 and \(W + 1 \leq p, r \leq 2W\) paths belong to route 2.

• \(\bar{p}, \bar{r} = 1, 2, \ldots, KW\): If \(1 \leq p, r \leq W\) (route 1), then \(W + 1 \leq \bar{p}, \bar{r} \leq 2W\) (route 2) and vice versa.

• \(D_{N\times N} = \{d_i\}\): Traffic matrix. \(d_i\) indicates the required capacity of low-speed traffic requests in units of OC-1.

• \(H_{N\times N} = \{h_{st}\}\): Distance matrix. \(h_{st}\) indicates the physical distance from node \(s\) to \(t\).
CHAPTER 3. Wavelength Usage Constraint

3.1 Introduction

Wavelength routing remains to be an important problem in IP over WDM framework due to the fact that the data traffic keeps increasing, more and more lightpaths need to be setup in order to satisfy the traffic requirement. Hence, the network resource needs to be utilized efficiently so as to minimize the call blocking probability.

In WDM optical networks, the available fiber bandwidth can be divided into a large number of wavelengths while maintaining the operating speed of each wavelength to be around the peak electronic speeds. However, due to power constraints not all the wavelengths may be used at any given instant in time. This restriction is referred to as the wavelength usage constraint. Such a scenario could arise due to the restriction on the power carried in the fiber or the power limit on the optical components on the path such as amplifiers, re-generators, etc. Two alternatives can be employed to solve this wavelength usage constraint problem: (1) Employing wavelength converters with the number of wavelengths carried in the fiber being the same as the maximum number of usable wavelengths; or (2) Employing more wavelengths in a fiber but restricting the number of usable wavelengths to a certain maximum without employing wavelength converters.

3.1.1 Two Solutions: An Example

We illustrate the wavelength usage constraint and motivate the two solutions to the wavelength usage constraint problem through a simple example. Consider a two-link path of a network as shown in Figure 3.1(a). The nodes are assumed to be connected by a single-fiber link. Each fiber is assumed to carry signals in at-most two wavelengths at any given time due
to power considerations. Assume that two calls have been established in the path; the first call originating from Node 1 and destined for Node 2 is established on wavelength $W_1$ and second call originating from Node 2 and destined for Node 3 is established on wavelength $W_2$.
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Figure 3.1 A two-link network. (a) 2 wavelengths per fiber with no wavelength conversion. (b) 2 wavelengths per fiber with wavelength conversion. (c) 3 wavelengths per fiber with at-most 2 usable at any given time and no wavelength conversion.

Consider a third call that originates from Node 1 destined for Node 3. If the fibers were to carry only two wavelengths and wavelength conversion is not employed, then the third call would be blocked. The third call would be accepted if wavelength conversion is employed at Node 2. A connection can be established from Node 1 to Node 3 by assigning wavelength $W_1$ on the first link and wavelength $W_2$ on the second, making use of the wavelength conversion capability at Node 2 as shown in Figure 3.1(b). An alternative to employing wavelength conversion is to increase the number of wavelengths available in a fiber. For example, if the fibers were to carry 3 wavelengths of which only two can be used at any given time, then the third call could be accommodated on wavelength $W_3$ without employing wavelength conversion as shown in Figure 3.1(c).

In this chapter, we form an analytical model for evaluating the blocking performance of wavelength-routed optical network with wavelength usage constraint. The analytical model is used to evaluate the above two alternatives. The remainder of the chapter is organized as follows: Section 3.2 provides the network model and assumptions that are used in developing the analytical model. The analytical model for computing the blocking performance of networks with wavelength usage constraint is developed in Section 3.3. Section 3.4 compares the analytical and simulation results and discusses the performance of the two alternatives on ring
and mesh-torus networks. Section 3.5 concludes the chapter.

3.2 Network Model and Assumptions

Let us consider an \( N \) nodes wavelength-routed optical network, where the nodes are connected by single fiber links. Each fiber is assumed to carry a total of \( W \) wavelengths of which at-most \( U \) wavelengths can be used at any given time (\( W \geq U \)).

The analytical model developed in this chapter is based on the following assumptions:

- Call requests arrive at each node according to a Poisson process with rate \( \lambda_n \). Each call is equally likely to be destined to any of the remaining nodes.

- The holding time of calls are exponentially distributed with mean \( 1/\mu \). The load offered by a node is \( \rho = \lambda_n/\mu \) Erlangs.

- The bandwidth requirement of calls are assumed to be of one wavelength capacity.

- No broadcast or multicast traffic is considered.

- The routing of calls follows fixed-path routing strategy, e.g., shortest-path routing. Although dynamic routing algorithms provide slightly better performance, it is much harder to study them analytically.

- The wavelength assigned for a connection is assumed to be chosen at random from the set of available wavelengths.

- The load on a link of a path is assumed to be correlated only to the load in the previous link of the path, referred to as the Markovian Correlation.

- Blocked calls are discarded and are not re-attempted.

3.3 Analysis

In this section, we develop an analytical model that has modest computation requirements. We use the previously proposed Trunk Switched Network models of [14] as a base model, and
extend it by restricting the number of usable wavelengths in a fiber.

The network blocking probability is computed as the average blocking probability experienced over different path lengths. Consider a z-link path model as shown in Figure 3.2.

Let \( P_z(W_f) \) denote the probability of \( W_f \) wavelength continuous paths available on the z-link path. The network blocking probability, denoted by \( P_b \), is given by:

\[
P_b = \sum_{z=1}^{N-1} P_z(W_f = 0)p_z
\]

where \( p_z \) is the probability of selecting a z-link path. The probability of choosing a path of a certain hop length can be computed based on the network topology and routing algorithm employed. \( P_z(W_f = 0) \) denotes the blocking probability over the z-link path.

Let \( W_i \) denote the number of wavelengths free on the last link of the path. Let \( P_z(W_f, W_i) \) denote the probability of \( W_f \) wavelengths being available on a z-link path with \( W_i \) wavelengths free on the last link. \( P_z(W_f) \) is then written as:

\[
P_z(W_f) = \sum_{W_i=W_f}^{W} P_z(W_f, W_i)
\]

The z-link path is analyzed as a two-hop path by viewing the first \( z - 1 \) links as the first hop and the last two links as the second hop, as shown in Figure 3.2. It is to be noted that the destination node is not considered as the last node of the path. Let \( W_h \) and \( W_p \) denote the number of wavelengths available on the first hop and the number of free wavelengths on the last link of the first hop (link \( z - 1 \)). \( P_z(W_f, W_i) \) is recursively computed as:

\[
P_z(W_f, W_i) = \sum_{W_h=W_f}^{W} \sum_{W_p=0}^{W} P_{z-1}(W_h, W_p) P(W_f, W_i|W_h, W_p)
\]
The starting point of this recursion, for \( z = 1 \), is defined as:

\[
P_1(W_f, W_l) = \begin{cases} 
P(W - U) & \text{if } W_f = 0 \\
P(W_l) & \text{if } W_f = W_l \text{ and } W_l > W - U \\
0 & \text{otherwise}
\end{cases}
\]  

(3.4)

where \( P(W_l) \) denotes the probability of \( W_l \) free wavelengths on a link. \( P(W_l) \) is computed using a two-link path model and is described in Section 3.3.1.

It is to be noted that when \( W_f \) \((W_f > 1)\) wavelengths are said to be available on a \( z \)-link path, it is assumed that there is a choice of \( W_f \) wavelengths on which a call can be established. However, this does not guarantee that \( W_f \) calls can be accommodated on the \( z \)-link path as the wavelength usage constraint could be violated at some or all links on the path.

\( P(W_f, W_l|W_h, W_p) \) is computed by conditioning on the number wavelengths free on the last link as:

\[
P(W_f, W_l|W_h, W_p) = \begin{cases} 
P(W_f|W_h, W_p, W_l)P(W_l|W_h, W_p) & \text{if } W_h \geq W_f \\
0 & \text{otherwise}
\end{cases}
\]  

(3.5)

where \( P(W_l|W_h, W_p) \) is the probability of \( W_l \) wavelengths being free on the last link given \( W_h \) wavelengths are available on the first hop and \( W_p \) wavelengths free on the last link of the first hop. With the assumption of Markovian correlation of link loads, \( W_l \) is independent of \( W_h \). Hence, \( P(W_l|W_h, W_p) \) is reduced to \( P(W_l|W_p) \). The computation of \( P(W_l|W_p) \) is based on a two-link model and is discussed in Section 3.3.1. Equation 3.5 is rewritten as:

\[
P(W_f, W_l|W_h, W_p) = \begin{cases} 
P(W_f|W_h, W_p, W_l)P(W_l|W_p) & \text{if } W_h \geq W_f \\
0 & \text{otherwise}
\end{cases}
\]  

(3.6)

\( P(W_f|W_h, W_p, W_l) \) denotes the probability of having \( W_f \) wavelengths available on a two-link path given that \( W_h \) wavelengths are free on the first hop with \( W_p \) wavelengths free on the last link of the first hop and \( W_l \) wavelengths free on the last link. This probability value is computed by considering two cases: (1) No wavelength conversion and (2) Full-wavelength conversion.
In case 1, there is no wavelength conversion in the network. Thus the *wavelength continuity constraint* is imposed on the connections. Let $U_c$ denote the number of wavelengths that are used by connections that occupy both the links. $P(W_f|W_h, W_p, W_l)$ is then obtained as:

$$P(W_f|W_h, W_p, W_l) = \begin{cases} 
1 & \text{if } W_f = 0 \text{ and } (W_p \leq W - U \text{ or } W_l \leq W - U) \\
\sum_{U_c=0}^{\min(W-W_p, W-W_t)} \frac{\binom{W_t}{W_f}}{\binom{W_l}{W_f}} P(U_c|W_p, W_l) & \text{if } W_f > 0, \ W_p > W - U, \ W_l > W - U, \text{ and } W_f \leq \min(W_h, W_l) \\
0 & \text{otherwise}
\end{cases}$$  \hspace{1cm} (3.7)

In case 2, the number of wavelengths available on the path is the minimum number of free wavelengths of each link on the path, provided the total number of used wavelengths in the links are below the maximum value. Thus, a call is blocked only if either or both of the links have $U$ wavelengths occupied. In this case $P(W_f|W_h, W_p, W_l)$ is computed as:

$$P(W_f|W_h, W_p, W_l) = \begin{cases} 
1 & \text{if } W_f = 0 \text{ and } (W_p \leq W - U \text{ or } W_l \leq W - U) \\
1 & \text{if } W_f > 0, \ W_p > W - U, \ W_l > W - U, \text{ and } W_f = \min(W_h, W_l) \\
0 & \text{otherwise}
\end{cases}$$  \hspace{1cm} (3.8)

The values of $P(U_c|W_p, W_l)$, $P(W_l|W_p)$, and $P(W_l)$ are obtained using a two-link path model as described in the following subsection.

### 3.3.1 Free Wavelength Distribution

Consider a two-link path model as shown in Figure 3.3. Let $u_p$, $u_t$, and $u_c$ denote the number of wavelengths busy on the first link, the number of wavelengths busy on the second link, and the number of wavelengths occupied by calls that continue from the first link to the
second, respectively. Note that $u_c \leq \min(u_p, u_l)$ and $\max(u_p, u_l) \leq U$. Recall that at-most $U$ wavelengths out of the total $W$ wavelengths carried by a fiber can be used at any given time.

![Figure 3.3 Wavelength occupancy on a 2-hop path.](image)

Let $\lambda_p$ denote the arrival rate for calls to the first link, $\lambda_l$ denote the arrival rate for calls to the second link, and $\lambda_c \{ \lambda_c \leq \min(\lambda_p, \lambda_l) \}$ denote the arrival rate of calls to the first link that continue to the second link. If the link loads are assumed to be uniformly distributed, it follows that $\lambda_p = \lambda_l = \lambda$. The Erlang loads corresponding to the calls that occupy the first link, second link, and that which continue from the first to the second can be written as, $\rho_p = \frac{\lambda_p}{\mu}$, $\rho_l = \frac{\lambda_l}{\mu}$, and $\rho_c = \frac{\lambda_c}{\mu}$, respectively.

The wavelength distribution on a two-link path can be characterized as a 3-dimensional Markov chain. The state-space is denoted by the 3-tuple $(u_p, u_l, u_c)$. The steady-state probability for the states can be computed as [43]:

$$\Pi(u_p, u_l, u_c) = \frac{(\rho_c - \rho_p)^{u_c} \rho_p^u}{(u_p - u_c)! (u_l - u_c)! (u_c - u_c)!}$$

where $0 < u_p < U$, $0 < u_l < U$, $0 < u_c < \min(u_p, u_l)$.

The following probabilities that are required to complete the analytical model are derived from the above steady-state probability.

$$P(W_l | W_p) = \begin{cases} \frac{\sum_{j=0}^{\text{min}(W_l,W_p)} \Pi(W_l, x_l, W_p, x_p)}{\sum_{j=0}^{W_l} \sum_{x_c=0}^{\text{min}(W_l - W_p, x_c)} \Pi(W_l, x_l, W_p, x_c)} & \text{for } W - U \leq W_l, W_p \leq W \\ 0 & \text{otherwise} \end{cases}$$

(3.10)
\[ P(U_c | W_p, W_l) = \begin{cases} \frac{\pi(W_p - W, W_l)}{\sum_{x_c} \pi(W_p - W, W_l, x_c)} & \text{if } U_c \leq \min(W - W_p, W - W_l) \\ \text{and } W - U \leq W_l, W_p \leq W & \text{and } W - U \leq W_l \leq W \end{cases} \] (3.11)

\[ P(W_l) = \begin{cases} \sum_{x_p} \sum_{x_c} \pi(x_p, W_l) & \text{for } W - U \leq W_l \leq W \\ 0 & \text{otherwise} \end{cases} \] (3.12)

### 3.3.2 Estimation of Call Arrival Rates on a Link

In the analytical model developed in Section 3.3, the network traffic is assumed to be known in term of link load. Typically the traffic in the network is specified in terms of set of offered loads between the source and destination node pairs. The call arrival rate has to be estimated from the arrival rates of calls to nodes [33].

Consider a network with \( N \) nodes and \( L \) links, the average path length of a connection in the network is given by:

\[ Z_{av} = \sum_{z=1}^{N-1} z \cdot p_z \] (3.13)

where \( p_z \) is the path-length distribution. Let \( \lambda_n \) denote the call arrival rate at a node. Let \( \lambda \) denote the average link arrival rate and is computed as:

\[ \lambda = \frac{N \cdot \lambda_n Z_{av}}{L} \] (3.14)

The fraction of traffic that is not destined for a node is obtained as the ratio of the number of links a path that are not the last hop to the total number of links in the path. For a path with \( z \) links, there are \( (z - 1) \) intermediate links. Hence, the fraction of traffic on a link that would continue on any neighboring links at a node is written as:
\[ \delta_c = \frac{\sum_{z=1}^{N-1} (z-1)p_z}{\sum_{z=1}^{N-1} zp_z} \]  
\[ = 1 - \frac{1}{Z_{av}} \]  
(3.15)

(3.16)

It is to be noted that the above expression gives the fraction of the traffic that is not destined for a node. Such traffic could continue on any of the output links at the node. The link load correlation is defined as the probability that a call on a link would continue to a successive link on a chosen path and is given by:

\[ \gamma_c = (1 - \frac{1}{Z_{av}}) \frac{1}{E} \]  
(3.17)

where \( E \) denotes the number of links at a node that do not connect the node to any of the previous nodes in the path, referred to as exit links. Hence, the arrival rate of traffic on a link that would continue to a successive link on a path is given by \( \lambda_c = \gamma_c \lambda \).

### 3.4 Results and Discussion

In this section, we assess the accuracy of the analytical model by comparing it with the simulation results. Two kinds of network topologies are considered for performance evaluation:

1. a 25-node bidirectional ring network
2. a 5 × 5 bidirectional mesh-torus network

The networks are assumed to employ shortest-path routing. If more than one shortest path is available, one of them is chosen at random. The path length distribution, \( p_z \), and the number of exit nodes, \( E \), for the two networks are given below:

1. Bidirectional Ring network with \( N \) nodes (if \( N \) is odd):

\[ p_z = \frac{2}{N-1} \quad 1 \leq z \leq \frac{N-1}{2} \]  
(3.18)
\( E = 1 \) 

2. \( M \times M \) bidirectional mesh-torus network (if \( M \) is odd):

\[
p_z = \begin{cases} 
\frac{4z}{M^2-1} & 1 \leq z \leq \frac{M-1}{2} \\
\frac{4(M-z)}{M^2-1} & \frac{M-1}{2} < z \leq M-1 
\end{cases}
\]

\( E = 3 \) 

The link load correlation factors for the 25-node bi-directional ring network and 5 \( \times \) 5 bi-directional mesh-torus network are 0.846 and 0.2, respectively. The selection of these two networks for evaluating the accuracy of the proposed analytical model is due to the high and the low values for link correlation factors. Evaluating the analytical model at these extreme values of link correlation factors validates the model for a wide range of networks.

For each network, the number of usable wavelengths on each link is fixed as 16 (\( U = 16 \)). The blocking performance is compared by varying the total number of wavelengths in each fiber. Three different values for the total number of wavelengths in a link are considered: \( W = 16 \); \( W = 18 \), and \( W = 20 \). It is assumed that the networks do not employ wavelength conversion for the above parameters. The blocking performance of networks with the above parameters are compared with that of a network employing 16 wavelengths per fiber and full-wavelength conversion at each node.

Figures 3.4 and 3.5 show the blocking performance versus the link load of the two network topologies considered. It is observed that the simulation and the analysis results match closely, thereby validating the analytical model developed in this paper. It is worth mentioning that the analysis and simulation results match better in the mesh-torus in comparison to the results in the ring topology. This is due to the fact that the link load correlation ratio of the mesh-torus is lower than it is of the ring topology with the same number of nodes.

It is also observed that there is a significant improvement in the blocking performance when the total number of wavelengths in a link is just a few more (4 in the examples shown...
Figure 3.4  Blocking probability versus the link offered load for a bidirectional ring network with 25 nodes.

Figure 3.5  Blocking probability versus the link offered load for a bidirectional 5 x 5 Mesh-Torus network.
above) than the maximum that can be used at any instant of time. Specifically, for the above parameters, it is observed that a network employing 20 wavelengths per fiber with at-most 16 being usable at any given time has a blocking performance close that of a network employing 16 wavelengths per fiber with full-wavelength conversion capability at all nodes.

Figures 3.4 and 3.5 also shows that the blocking performance of networks with higher correlation ratio will benefit more compared to those with lower correlation with the extra wavelengths. From the graphs, it can be seen that the addition of four extra wavelengths results in almost the same blocking performance as the case with full-wavelength conversion in ring networks as compared to mesh-torus. This effect can be significant with the increase in the network size. This effect is also due to the fact that wavelength converters do not result in a drastic reduction in the blocking performance for networks with higher correlation ratio [14, 33]. As most of the existing real-life networks have sparse connectivity, therefore having a high link load correlation, the approach of providing extra wavelengths is attractive compared to employing full-wavelength conversion.

![Random vs First-Fit: in a 25-node ring network](image)

Figure 3.6 Comparison of random and first-fit wavelength assignment schemes for a bi-directional ring network with 25 nodes.

We assume random wavelength assignment for developing the analytical framework. However, the number of extra wavelengths required to achieve a certain performance would be
reduced if better wavelength assignment schemes are employed. To illustrate this claim, we consider first-fit assignment algorithm and evaluate its performance with the wavelength usage constraint on ring and mesh-torus networks. In this scheme, all wavelengths are numbered. When searching for available wavelengths, a lower numbered available wavelength is chosen to establish the connection. Figs. 3.6 and 3.7 show the performance comparison of random and first-fit wavelength assignment algorithms on ring and mesh-torus networks, respectively.

We observe that first-fit wavelength assignment algorithm performs better in term of blocking probability compared to random wavelength assignment. This is because first-fit wavelength assignment packs all the connections towards the lower end of the wavelength space. Such an arrangement results in more wavelength-continuous channels available from source to destination as compared to random wavelength assignment. Hence, the number of wavelengths required to obtain a certain blocking performance is smaller under first-fit wavelength assignment strategy. This further establishes the viability of employing more wavelengths with wavelength continuity constraint rather than having lesser number of wavelengths with full-wavelength conversion capability.
3.5 Summary

Wavelength routing remains to be an important issue in IP over WDM networks. As data traffic keeps increasing and the network resource becomes insufficient. In addition, the wavelength continuity constraint in the optical layer leads to higher call blocking probability in a network without wavelength conversion than it does in a network that employ full-wavelength conversion at all nodes. At present, the high price of wavelength converters make it impractical to be employed at every node. The problem we solve in this chapter provides a viable solution which avoids involving wavelength converters.

We consider the power budget scenario in optical networks when the total number of usable wavelengths in a fiber is limited to a certain maximum number due to power considerations. The total number of available wavelengths in the fiber can be more then the maximum usable number, referred to as the wavelength usage constraint. We developed an analytical model for evaluating the blocking performance of WDM optical networks with wavelength usage constraint employing random wavelength assignment scheme. The analytical model is shown to be accurate by comparing the results with that of the simulation for two different network topologies that have high and low link load correlation. We evaluate the performance of first-fit wavelength assignment strategy and compare its performance with that of random wavelength assignment strategy.

It is observed through our simulations that with an increase of 4 more wavelengths in the fiber while remain the number of usable wavelengths as 16, the blocking performance is similar to that when full-wavelength conversion is employed. Our results also show that the number of extra wavelength required to achieve a certain blocking performance is lesser when first-fit wavelength assignment strategy is employed. Thus employing extra wavelengths in practical networks is an attractive alternative compared to full-wavelength conversion even in the presence of power budget constraints.
CHAPTER 4. IP Traffic Grooming in WDM Networks

4.1 Introduction

The rapid growth of IP traffic demand has led to a paradigm shift in the telecommunications industry from voice-optimized to IP-centric networks. It is widely believed that, in the near future, data communications will be based on optical transportation networks (OTNs).

A challenging problem for carrying IP traffic over WDM optical networks is the huge optoelectronic bandwidth mismatch. The bandwidth on a wavelength is 10 Gbps today and is likely to increase, while the sub-rate traffic connections can vary from STS-1 (51.84 Mbps) to the full wavelength capacity. The bandwidth of a full wavelength is becoming too large for a single request. Therefore, the wavelength capacity might be underutilized for IP centric traffic unless it is filled up by efficiently aggregated traffic.

One approach to provisioning fractional wavelength capacity, as discussed earlier, is to divide a wavelength into multiple sub-channels using time-, frequency-, or code division multiplexing, and then multiplex traffic on the wavelength, i.e., traffic grooming. However, optical processing and buffer technologies are still not mature enough to achieve online routing decisions at high-speed. With the development of MPLS (MultiProtocol Label Switching) and GMPLS (Generalized MultiProtocol Label Switching) standards, it is possible to aggregate a set of IP packets for transport over a single lightpath. Therefore, traffic grooming in IP over WDM optical networks is performed at two layers, namely IP traffic grooming and WDM traffic grooming. IP traffic grooming is the aggregation of smaller granularity IP layer traffic streams. It is performed at MPLS/GMPLS enabled IP routers by using transmitters and receivers. This aggregated traffic streams are then sent to the optical layer where WDM traffic grooming (or wavelength level traffic grooming) is performed by utilizing optical add-drop multiplexors.
(OADMs). The two-layered grooming reduces the workload at both IP and optical layers.

4.1.1 Related Work

Most of the work in the literature on traffic grooming has been concentrated on providing efficient network designs in SONET/WDM rings for improving the overall network cost [12, 13, 44, 45, 46]. This is appropriate because today's backbone transport infrastructures are organized in rings. As networks are evolving to become more IP-centric, grooming for IP traffic in general networks is becoming an important area.

In the IP environment, the network topology is a general mesh and the traffic is typically neither static nor known in advance. Static and dynamic traffic grooming problems has been studied by various researchers. A novel algorithm for integrated dynamic routing of bandwidth guaranteed paths in MPLS networks is developed in [47]. In this work a node is viewed as \( W \) sub-nodes, where \( W \) denotes the number of wavelengths. A super-node is created for the node which has wavelength conversion capability. Three different types of nodes, namely routers, OXCs (with or without wavelength conversion capability) are considered. Different logical links are created accordingly so as to create a new network representation. Figure 4.1 gives an example of the network representation for integrated routing computation.

![Network representation for integrated routing computation.](image)

In this example, each link is assumed to have two wavelengths, \( \lambda_1 \) and \( \lambda_2 \). Nodes 1 and
4 are routers, Node 2 is an OXC with wavelength conversion and Node 3 is an OXC without wavelength conversion. Consider a request for 0.1 unit from Node 1 to Node 4 in Figure 4.1. If this demand is routed from Node 1 to Node 3 to Node 4 using \( \lambda_1 \), Node 3 cannot use \( \lambda_1 \) to route traffic along the path 2-3-4. This is due to the fact that Node 3 is OXC and cannot switch between different wavelengths.

Routing in such a network, therefore, is decided by taking into account the combined topology and resource usage information at the IP and optical layers, with constraints on the maximum delay or number of hops. However, the network representation of Figure 4.1 becomes very complex quickly with the increase in the number of wavelength. Therefore, it is hard to apply this algorithm in practical DWDM optical networks.

The study in [48] also proposed another auxiliary graph according to the given networking configuration. In this model a node is viewed as \( W + 2 \) layers with two nodes at each layer, one acting as the input and the other being the output. Apart from \( W \) layers with one for each wavelength, two layers named access layer and lightpath layer are added. This more general graph model is applicable in heterogeneous WDM mesh networks. An integrated traffic grooming algorithm and an integrated grooming procedure that jointly solve traffic grooming subproblems are developed. Several grooming policies are compared and evaluated through simulations. However, this approach may also face the scalability problem as the number of wavelength increases.

### 4.1.2 IP Traffic Grooming Issues

The main cost in IP traffic grooming is due to cost on the transmitters and receivers at the end nodes rather than number of wavelengths [49], which was the main cost for grooming ring network design. The studies in [12], [50] and [51] are the first to consider transmitter and receiver cost rather than number of wavelengths in grooming ring network design.

It has been shown that to minimize the number of transmitters and receivers required is equivalent to minimizing the number of lightpaths that are needed, since each lightpath needs one transmitter and one receiver. The problem of minimizing the number of transmitters and
receivers for a general topology is studied in [52]. The authors concentrate on the topology sub-problem. They assume the virtual topologies are always implementable on the given physical topology and the traffic streams and lightpaths are full-duplex.

An ILP formulation is developed to solve the transmitter/receiver minimizing problem. A heuristic algorithm is presented based on the successively deleting lightpaths from an initial topology.

In this chapter, the design problem in a more general IP traffic grooming network is formulated as an ILP optimization problem. A lower- and upper-bound of the transmitter/receiver problem is developed and a heuristic algorithm based on traffic matrix transformation is also developed. The organization of this chapter is as follows: Section 4.3 defines the network models. An exact ILP (Integer Linear Programming) formulation is presented in Section 4.4. Due to the complexity of the problem itself, a fast heuristic algorithm is proposed in Section 4.5. Results of both approaches are compared and evaluated in Section 4.6 and 4.7. Dynamic routing in the resulting virtual topology is studied in Section 4.8. Section 4.9 presents our conclusions and discusses possible future work.

4.2 IP Traffic Grooming Problem Formulation

4.3 Network Model

There are two topologies associated with the WDM optical networks:

- **Physical topology**, a graph $G_p(V, E)$ with $V$ being the set of nodes and $E$ being the set of physical links;

- **Virtual topology (logical topology)**, a graph $G_l(V, L)$ with nodes corresponding to the nodes in the physical network and edges corresponding to the lightpaths.

Each lightpath may extend over several physical links (spans). Lightpaths can be viewed as chains of physical channels through which packets are moved from a router to another router toward their destinations. The link flow and link capacity for link $(m, n)$ (from node $m$ to node $n$) are denoted by $x_{mn}$ and $u_{mn}$, respectively.
As mentioned earlier, the main cost in IP traffic grooming is due to the transmitters and receivers. The number of transmitters and receivers is equivalent to the number of lightpaths in the network. Figure 4.2 depicts an illustrative example that shows how IP traffic grooming helps to reduce the number of transmitters and receivers in a 3-node network.

Assume that each link has capacity of 100 units. The matrix in Figure 4.2 (a) is the original traffic matrix. It includes the location and capacity of three requests. Figure 4.2(a) depicts one solution in the absence of IP traffic grooming, it simply establishes a lightpath (connection) for each s-d pair. It requires one transmitter and one receiver at each node.

Figure 4.2(b) depicts another solution based on the fact that the capacity requested by s-d pair (1,3) is relatively smaller. Thus, instead of reserving a separate lightpath for it, the spare capacity along lightpath 1 $\rightarrow$ 2 and 2 $\rightarrow$ 3 can be reused to accommodate the traffic of s-d pair (1,3). That is, the traffic from Node 1 to Node 2 and 3 both take the route from Node 1 to Node 2, Node 2 receives and analyzes the traffic, drops the traffic that is destined for it and forwards the remaining traffic (from Node 1 to Node 3) along with its own traffic (from Node 2 to Node 3) to Node 3. This add-and-drop procedure is performed by transmitters and receivers at Node 2. In this scenario, the traffic carried by the optical layer is represented by the matrix in Figure 4.2 (b).

\[
\begin{pmatrix}
0 & 40 & 10 \\
0 & 0 & 80 \\
0 & 0 & 0
\end{pmatrix}
\]

\[
\begin{pmatrix}
0 & 50 & 0 \\
0 & 0 & 90 \\
0 & 0 & 0
\end{pmatrix}
\]

Figure 4.2 Illustrative example of IP traffic grooming.
The scheme shown in Figure 4.2 (b) results into one less transmitter and receiver in comparison to the scheme shown in Figure 4.2 (a). However, the lower size traffic request (1, 3) takes a longer route in IP layer to avoid reserving an entire wavelength for it. This is the tradeoff we need to make in order to alleviate the wavelength underutilization in optical layer. A formal problem statement of the IP traffic grooming problem is given in the next section.

4.4 Solution for Optimal Strategy

4.4.1 Problem Statement

Unlike the other chapters, let us denote the traffic matrix as \( D_{N \times N} = \{d_{st}\} \), where \( d_{st} \) denotes the traffic capacity required from source node \( s \) to destination node \( t \), represents the capacity requirement of the systems.

The IP traffic grooming problem we study in this chapter can be described as follows.

*Given a traffic matrix for a network, how to aggregate the traffic requests for transporting, such that the total number of transmitters (and receivers) required in the network is minimized.*

In the virtual topology, each arc corresponds to a lightpath between the node pair. Hence the problem of minimizing the number of lightpaths is equivalent to minimizing the number of arcs required in the virtual topology.

Notice that if each request is assigned a dedicated lightpath, the virtual topology would be a full-connected network if there is a request for each node pair. The desired grooming network is the one with minimum number of transmitters and receivers, which is a solution with a minimum set of arcs in its virtual topology that is sufficient to carry the given traffic.

To simplify the problem, it is assumed that each request has capacity smaller than or equal to the full-wavelength capacity. Note that for a capacity requirement of more than a full wavelength, there has to be some full wavelength paths assigned to this request and its remaining capacity need would be fulfilled using the traffic grooming algorithm. The terms “link” and “arc” are used interchangeably here.

This problem is similar to a capacitated multicommodity flow design problem [53] with limited link capacities. Therefore, this problem can be formulated as an ILP optimization...
problem. It is assumed that a request from the same s-d pair will always take the same route. Also, it is assumed that each link has the same capacity that is given by $W \times C$, where $W$ denotes the number of wavelengths carried by a link, and $C$ denotes the full-wavelength capacity.

4.4.2 Notations

4.4.2.1 Parameters

- $L_{st}^k$: (data) for each s-d node pair, list all possible routes from source node $s$ to destination node $t$, excluding routes that pass through a node more than once, number them using $k$ as an index. That is, $r_{1,6}^3$ indicates the 3rd route from Node 1 to Node 6.
- $A_{st}^{l,k}$: (binary data), takes value of 1 if arc $l$ is on the $k$th path from node $s$ to $t$; zero otherwise.

4.4.2.2 Variables

- $\gamma_{st}^k$: binary variable, route usage indicator, takes value of 1 if route $r_{st}^k$ is taken; zero otherwise.
- $u_l$: integer variable, logical link usage indicator, keeps an account of the number of lightpaths on arc $l$ in the virtual topology.

4.4.3 Problem Formulation

1. Objective:

The objective is to minimize the number of arcs in the virtual topology. This reflects the minimum number of lightpaths in optical layer. Recall that variable $u_l$ counts the number of lightpaths on arc $i$ in the virtual topology. Here $L$ is defined as the set of arc in the virtual topology. If the capacity carried by arc $i$ exceeds the full wavelength capacity, multiple lightpaths between the same node pair are required. Thus the number of transmitters (and receivers) increase.
2. **Fiber link capacity constraint:** Let \( T^{C_l} \) be the total capacity carried by link \( l \), which is given by Equations (4.2). Constraint (4.3) guarantees that the aggregated capacity on any arc does not exceed the total fiber capacity, which is bounded by \( W \times C \).

\[
T^{C_l} = \sum_{(s,t), s \neq t} \sum_{k} \gamma_{st}^{k} A_{st}^{k} d_{st} \quad (4.2)
\]

\[
T^{C_l} \leq W \times C \quad (4.3)
\]

3. **Traffic routes constraint:**

Equations (4.4) and (4.5) ensure that if there is a request from node \( s \) to \( t \), one and only one route is assigned to the request. In another word, \( d_{st} \geq 0 \), set \( \sum_{k} \gamma_{st}^{k} = 1 \). Otherwise, there is no traffic request from node \( s \) to node \( t \), none of the routes from node \( s \) to node \( t \) will be taken, hence, \( \sum_{k} \gamma_{st}^{k} = 0 \).

\[
\sum_{k} \gamma_{st}^{k} \leq d_{st} \quad (4.4)
\]

\[
NC \sum_{k} \gamma_{st}^{k} \geq d_{st} \quad (4.5)
\]

4. **Arc usage constraint:** Recall that arc usage indicator \( u_{l} \) counts the number of lightpaths required on arc \( l \) (logical link \( l \)) in order to carry the aggregated traffic \( T^{C_l} \). \( u_{l} = \lfloor T^{C_l}/C \rfloor \). This is obtained by using Equations (4.6) and (4.7). For example, if \( C = 48 \) and \( T^{C_l} = 62 \), \( \lfloor 62/48 \rfloor = 2 \) lightpaths are required on logical link \( l \) from its start node to its end node.

\[
C \times u_{l} \geq T^{C_l} \quad (4.6)
\]
Notice that from Equations (4.3) and (4.6), the total number of lightpaths on a logical link $l$ is bounded by the number of wavelengths on the optical fiber. It can also be noticed that Equation 4.7 is not required for solving this problem, it is left in the formulation to help understand the definition of $u_l$.

Further constraints, such as the limited number of transmitters on each node, can be easily added to this formulation. This will help to capture the cost on each node in the network.

The limitation of this exact ILP formulation is that it enumerates all the possible routers for each s-d pair and search for an optimal set of arcs in virtual topology. In a fully connected network of $N$ nodes, there are up to $\sum_{h=0}^{N-2} P_{N-2}^h$ possible routes for each s-d pair, where $P_n^m$ is the permutation operation. This search requires large computation time as the network size increases. The formulation can be further simplified by adding a hop-length constraint such that the number of possible routes is reduced to a reasonable number, consequently, the computation time is saved. However, this network design problem is still a special case of multicommodity flow problem, which becomes unmanageable even for moderate sized networks. Therefore, we have to resort to heuristics to obtain “good” solutions in a reasonable amount of time that capture all the constraints of the ILP solution.

4.5 Heuristic Approach

4.5.1 Bounds

For a network $G(V, E)$, in the absence of IP traffic grooming, the number of transmitters and receivers required at node $s$, denoted by $T_s^{\text{max}}$ and $R_s^{\text{max}}$ respectively, can be derived from matrix $D_{N \times N}$.

$$T_s^{\text{max}} = \sum_{t:(s,t) \in E} \left\lfloor \frac{d_{st}}{C} \right\rfloor$$
\[ R^{\text{max}}_{s} = \sum_{t \in \{t,s\} \in E} \left[ \frac{d_{st}}{C} \right] \] (4.9)

where \( C \) denotes the full wavelength capacity that can be utilized. This is because request \( d_{st} \) requires at most \( \lfloor d_{st}/C \rfloor \) transmitters at node \( s \) to transmit traffic \( d_{st} \), likewise, it requires at most \( \lfloor d_{st}/C \rfloor \) receivers at node \( t \) to receive traffic \( d_{st} \).

From the perspective of network flows, the total amount of outgoing traffic flows seen by node \( s \) is \( \sum_{t \neq s} d_{st} \), the total amount of incoming flows to node \( s \) is \( \sum_{t \neq s} d_{ts} \). Hence, the minimum number of transmitters and receivers needed in the network to carry the traffic in \( D_{N \times N} \) can be derived using the following two equations.

\[ T^{\text{min}}_{s} = \left\lfloor \frac{\sum_{t \in \{s,t\} \in E} d_{st}}{C} \right\rfloor \] (4.10)

\[ R^{\text{min}}_{s} = \left\lfloor \frac{\sum_{t \in \{t,s\} \in E} d_{ts}}{C} \right\rfloor \] (4.11)

In general, \( T^{\text{min}}_{s} \) and \( R^{\text{min}}_{s} \) are loose lower bounds. The reason is that in order to reduce the number of transmitters (and receivers) some s-d pairs may have to take multiple hops and hence increase the link load in the virtual topology. This overhead load is not captured in Equations (4.10) and (4.11), and it is dependent on the traffic pattern.

### 4.5.2 Traffic Aggregation Algorithm

To develop a traffic aggregation heuristic approach, the basic idea is to merge the smaller traffic request onto bigger bundles to reduce the number of transmitters and receivers. Although the total number of lightpaths required in the network is reduced, the finer granularity requests may take multiple-hop and longer routes. This may introduce delay for lower-rate requests. However, we believe that this is affordable in the future slim IP-over-WDM control plane, and this is a tradeoff we would have to make in order to reduce the overall network cost.

An element in traffic matrix can be reallocated by merging it with other traffic streams. Thus there will be no need to establish a direct path for that s-d pair. An element in traffic matrix can be aggregated if it is smaller than full capacity, i.e., has spare capacity on a wavelength
channel and allows other traffic streams to be merged on it. Each element in the traffic matrix can be viewed as in one of the three states,

- State 0: If it can be reallocated or be aggregated;
- State 1: If it cannot be reallocated, but can be aggregated;
- State 2: If it cannot be eliminated or aggregated. For example, if \( d_{st} = 0 \), there is no traffic to be reallocated, and there is no need to allocate traffic.

The goal of the traffic aggregation algorithm is to choose a traffic stream \( d_{st} \) that can be merged with some other traffic streams \( d_{sn} \) and \( d_{nt} \), so that \( d_{st} \) can be carried using a multiple hop path and not burden the system to establish a new path for it. After selecting \( d_{st} \), the basic traffic aggregation operation on traffic matrix \( D \) consists of the following three steps:

1. \( d_{sn} \leftarrow d_{st} + d_{sn} \);
2. \( d_{nt} \leftarrow d_{st} + d_{nt} \);
3. \( d_{st} \leftarrow 0 \).

After this operation, the traffic request between s-d pair \((s,t)\) is aggregated on s-d pairs \((s,n)\) and \((n,t)\). Let \( TR(T_{s,t,n}) \) be the number of transmitters (equals to the number of receivers) needed after merging \( d_{st} \) with \( d_{sn} \) and \( d_{nt} \). \( TR(T^0) \) is called the upper bound, where \( T^0 \) is the original traffic matrix.

The key here is to select \( d_{st} \) and node \( n \) to reduce the value of \( TR(T_{s,t,n}) \). In experimenting with the ILP formulation, we observed that the ILP solution uses multi-hop routes for smaller requests, while the bigger requests tend to use direct single hop path. We use this observation to develop an heuristic solution. Figure 4.3 gives the traffic aggregation algorithm. The resulting new traffic matrix gives the structure of a virtual topology and the required capacity on each physical link. The idea behind this is to integrate smaller traffic request, say \( d_{st} \), to those bigger traffic requests, \( d_{sn} \) and \( d_{nt} \), to saturate the existing wavelength paths before establishing a
**INPUT:** Graph $G(V, E)$ and a traffic matrix $D_{N\times N}$.

**OUTPUT:** Rearranged traffic matrix $D_{N\times N}$.

**ALGORITHM:**

1. Initialize s-d pair status:
   
   - If $d_{st} \geq 0$ then $d_{st}.state = 0$,
   - else $d_{st}.state = 2$.

2. $target = \min(d_{st} : d_{st}.state = 0)$.

3. If $target = NULL$, terminate.

4. else
   
   (a) Set $K$=new stack. Pick node $v$ that satisfies:
      
      - i. $d_{sv}.state \leq 1$, $d_{vt}.state \leq 1$;
      - ii. $d_{st} + d_{sv} \leq C$, $d_{st} + d_{vt} \leq C$;
      - iii. $TR(T_{s,t,v}) < TR(T)$.

     $K.push\{v\}$.

   (b) Define $index(v) = \max(d_{sv}, d_{vt}), v \in K$.

   (c) If $K = \Phi$, then $d_{st}.state \leftarrow 1$, go to 2.

   (d) else $n = \arg \max_{v \in K} \{index(v) : v \in K\}$.

   (e) Update traffic matrix $D_{N\times N}$:

      - i. $d_{sn} \leftarrow d_{st} + d_{sr}$;
      - ii. $d_{nt} \leftarrow d_{st} + d_{nt}$;
      - iii. $d_{st} \leftarrow 0$, $d_{st}.state \leftarrow 2$.

5. Go to 2.

Figure 4.3  Approximate approach: Traffic aggregation
new one. This would force some smaller granularity traffic to take longer routes with multiple hops, while saving some lightpaths.

The algorithm starts by finding the s-d pair with minimum request capacity that is in state 0 (Step 2 in Figure 4.3), say \( d_{st} \). Next it searches for a set of all eligible intermediate nodes, namely \( K \) (Step 4a in Figure 4.3). Define the index value of an item \( v \) in set \( K \) as \( \text{index}(v) = \max(d_{sv}, d_{vt}) \). The intermediate node \( n \) is selected from \( K \) to saturate some wavelengths. Hence, if \( K \) is not empty, \( n \) is chosen as the node with the maximum \( \text{index} \) value. Then the algorithm updates the current traffic matrix after an intermediate node is decided (Step 4e in Figure 4.3). If \( K \) is empty, no eligible intermediate node is found for this s-d pair, \( d_{st}.state \) is changed from 0 to 1, which means request \( d_{st} \) cannot be reallocated, but could be aggregated. The algorithm keeps searching for the next s-d candidate for aggregation until there is no eligible s-d pairs in state 0 can be found.

### 4.5.3 Complexity Analysis

One s-d pair is changed from State 0 to either State 1 or State 2 in each step. Thus the algorithm terminates after at most \( N^2 \) passes. The run time for searching \( \text{target} \) in each loop is up to \( N^2 \), it takes another \( N \) loops to find the set \( K \). Thus, the overall computation complexity of this algorithm is \( O(N^5) \). In practice one will never see this complexity and the algorithm terminates much faster. One way is to use effective data structures to make the search more efficient and faster.

### 4.5.4 Example of Traffic Aggregation

Figure 4.4 illustrates an example of how the traffic aggregation algorithm performs. Assume that each wavelength has capacity of OC-48 (2.5Gbps), and the minimum allocatable unit is OC-1. Thus, \( C = 48 \). Consider traffic matrix that is composed of random combination of OC-1, OC-3, and OC-12. An original traffic matrix includes all possible s-d pairs, shown as the top left matrix in Figure 4.4.

The algorithm starts by finding the minimum eligible s-d pair that can be reallocated, which
is \((1,4)\) with \(d_{14} = 2\) in this example. Next it finds the possible intermediate nodes to put into set \(K\). It can be observed that \(K = \{2, 3\}\) with \(\text{index}(2) = 43\) and \(\text{index}(3) = 37\). Amongst the candidates nodes in \(K\), the one with highest \(\text{index}\) value is chosen, that is \(n = 2\). Next, we update the current traffic matrix by removing \(d_{14}\) from the original position and aggregating it with \(d_{12}\) and \(d_{24}\). This results into the matrix on the top right in Figure 4.4. Next it selects \(d_{23} = 6\) and completes its processing by choosing \(n = 1\). The algorithm continues until no more relocatable s-d pair exists as shown in Figure 4.4. The bottom left matrix shows the final results. Application of Equations (4.8) and (4.9) indicate that 12 transmitters (and receivers) are required for the original traffic matrix. After traffic aggregation, this number is reduced by 3. More detailed performance study is provided in Section 4.7.

4.6 Solutions and Numerical Results

The ILP formulation of Section 4.4 is solved by using CPLEX Linear Optimizer 7.0. We use the ILP formulation and the traffic aggregation approach to solve IP traffic grooming problem for a 6-node network, with \(W = 6\), \(C = 48\). Table 4.1 gives a traffic matrix with randomly generated 50 requests. The integer numbers indicates the request capacity in unit of OC-1 (51.84 Mbps). The objective is to design a network with as few logical links as possible.
Notice that there are totally $P^0_4 + P^1_4 + P^2_4 + P^3_4 + P^4_4 = 65$ routes for each s-d pair in a 6-node network, and this number increases dramatically as the network size increases. It would be a great burden and might be unnecessary as well to obtain optimality by searching among all the possible routes. In this 6-node network example, we performed experiments with maximum hop-length as 3, 4 and 5. It is observed that limiting the hop-length to 3 still yields close to optimal solution while the number of all candidate paths for each s-d pair is effectively reduced from 65 to $P^0_3 + P^1_3 + P^2_3 = 17$. This significantly reduces the computation complexity of solving the ILP optimization problem.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>3</td>
<td>3+1+1</td>
<td>12+12</td>
<td>3+1+1</td>
<td>12+12</td>
</tr>
<tr>
<td>2</td>
<td>12+12+12+3</td>
<td>0</td>
<td>3</td>
<td>1+3</td>
<td>0</td>
<td>1+1+12</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>12+12</td>
<td>3+1+1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>12</td>
<td>3+12+3+3</td>
<td>0</td>
<td>1</td>
<td>3+1+1+1+12</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>3+12</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>3+1</td>
</tr>
<tr>
<td>6</td>
<td>1+3</td>
<td>12</td>
<td>0</td>
<td>3+12</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The results obtained from solving ILP with hop length = 3 and traffic aggregation approach are shown in Figure 4.5 (a) and Figure 4.5(b), respectively.

According to Equations (4.10) and (4.11), at least 9 transmitters (receivers) are required. Figure 4.5 (a) shows an optimal solution of 11 lightpaths by solving the ILP formulation with a maximum hop-length limit of 3. Figure 4.5 (b) shows solution with 12 transmitters (receivers) using traffic aggregation approach. Table 4.2 shows the virtual topology routing assignments obtained by solving the ILP formulation and the traffic aggregation heuristic algorithm.

### 4.6.1 Observations

Figure 4.5 also shows the similarity between the virtual topology design obtained from solving ILP formulation and heuristic approach. More specifically, the ILP formulation tends to keep bigger requests on shorter paths in virtual topology and tries to integrate smaller traffic streams onto bigger bundles. The ILP approach provides an optimal solution by performing
Figure 4.5 Comparison of ILP solution and heuristic approach: An illustrative example. (a) Results obtained by solving ILP optimization problem with hop-length limit 3. (b) Results obtained from traffic aggregation approach.
<table>
<thead>
<tr>
<th>Node pair</th>
<th>Requested Capacity</th>
<th>ILP Formulation</th>
<th>Traffic Aggregation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2</td>
<td>3</td>
<td>1-6-2</td>
<td>1-4-2</td>
</tr>
<tr>
<td>1-3</td>
<td>5</td>
<td>1-4-3</td>
<td>1-4-3</td>
</tr>
<tr>
<td>1-4</td>
<td>24</td>
<td>1-4</td>
<td>1-4-3</td>
</tr>
<tr>
<td>1-5</td>
<td>5</td>
<td>1-4-3-5</td>
<td>1-4-3-5</td>
</tr>
<tr>
<td>1-6</td>
<td>24</td>
<td>1-6</td>
<td>1-6</td>
</tr>
<tr>
<td>2-1</td>
<td>39</td>
<td>2-1</td>
<td>2-1</td>
</tr>
<tr>
<td>2-3</td>
<td>3</td>
<td>2-4-3</td>
<td>2-1-4-3</td>
</tr>
<tr>
<td>2-4</td>
<td>4</td>
<td>2-4</td>
<td>2-6-4</td>
</tr>
<tr>
<td>2-6</td>
<td>14</td>
<td>2-4-6</td>
<td>2-6</td>
</tr>
<tr>
<td>3-1</td>
<td>3</td>
<td>3-5-2-1</td>
<td>3-4-1</td>
</tr>
<tr>
<td>3-2</td>
<td>1</td>
<td>3-5-2</td>
<td>3-4-2</td>
</tr>
<tr>
<td>3-4</td>
<td>24</td>
<td>3-5-4</td>
<td>3-4</td>
</tr>
<tr>
<td>3-5</td>
<td>5</td>
<td>3-5</td>
<td>3-5</td>
</tr>
<tr>
<td>4-1</td>
<td>3</td>
<td>4-1</td>
<td>4-1</td>
</tr>
<tr>
<td>4-2</td>
<td>12</td>
<td>4-6-2</td>
<td>4-2</td>
</tr>
<tr>
<td>4-3</td>
<td>21</td>
<td>4-3</td>
<td>4-3</td>
</tr>
<tr>
<td>4-5</td>
<td>1</td>
<td>4-3-5</td>
<td>4-3-5</td>
</tr>
<tr>
<td>4-6</td>
<td>17</td>
<td>4-6</td>
<td>4-2-6</td>
</tr>
<tr>
<td>5-1</td>
<td>3</td>
<td>5-4-1</td>
<td>5-2-1</td>
</tr>
<tr>
<td>5-2</td>
<td>15</td>
<td>5-2</td>
<td>5-2</td>
</tr>
<tr>
<td>5-3</td>
<td>12</td>
<td>5-2-4-3</td>
<td>5-3</td>
</tr>
<tr>
<td>5-6</td>
<td>4</td>
<td>5-4-6</td>
<td>5-2-6</td>
</tr>
<tr>
<td>6-1</td>
<td>4</td>
<td>6-2-1</td>
<td>6-4-1</td>
</tr>
<tr>
<td>6-2</td>
<td>12</td>
<td>6-2</td>
<td>6-4-2</td>
</tr>
<tr>
<td>6-4</td>
<td>15</td>
<td>6-2-4</td>
<td>6-4</td>
</tr>
</tbody>
</table>
exhaust search among all possible routes. The traffic aggregation heuristic algorithm also gives a pretty good solution in this example by just performing local search, which takes much less computation time. However, as an approximate approach, the traffic aggregation heuristic cannot guarantee any optimality.

The integration of the traffic helps to reduce the number of transmitters and receivers. On the other hand, it also introduces overhead traffic to the network and impact the resource utilization. Besides, it adds potential delays to the requests which have been reallocated to take multiple hops in the virtual topology. It can be observed from Table 4.2 that the average hop-length in the ILP solution is 80/50 = 1.6. The average hop-length in the traffic aggregation heuristic is 77/50 = 1.54, while without grooming, given enough resource, the minimum average hop-length is 1. The more we save on transmitters and receivers, the longer the average hop-length is, accordingly the longer average delay. This is the trade-off we cannot avoid.

The ILP approach becomes unmanageable quickly as the size of the network increases. The reason is that the number of all possible arcs in the corresponding fully connected network increases dramatically as the number of nodes increases. We study the performance of the IP traffic aggregation heuristic approach in terms of wavelength utilization in the following Section.

4.7 Performance Study

4.7.1 Performance Metrics

The performance study for the above algorithm is carried out using the following performance metrics.

**Effective load.** We study the performance in terms of *wavelength utilization*. With given traffic matrix $D_{N \times N}$, where $d_{st}$ is the amount of requested wavelength capacity. Given a network's physical topology $G_p(V, E)$ with $N$ nodes, we apply Dijkstra's shortest path algorithm to find the shortest path between all s-d pairs. This forms a distance matrix $H_{N \times N} = \{h_{st}\}$,
where $h_{st}$ denotes the physical distance from node $s$ to node $t$. More specifically, $h_{st}$ here represents the shortest hop-length from node $s$ to node $t$. If the number of wavelengths is sufficient, each request would use the corresponding shortest physical path. Thus we define the effective network load $l_{eff}$ as,

$$l_{eff} = \sum_{(s,t)} d_{st} \times h_{st}. \quad (4.12)$$

This gives the minimum network resources in terms of the actual capacity used by that is needed for the given traffic requests.

**Offered load.** In the wavelength routed optical network without grooming capability, each request will be assigned a full wavelength capacity $C$, even though the actual requested capacity might be only a fraction of $C$. We define the minimum offered load of a WDM network in the absence of grooming as $l_{WDM}$. It is given by Equation (4.13) and represents the physical wavelength link product used without the grooming capacity.

$$l_{WDM} = \sum_{(s,t)} \left\lfloor \frac{d_{st}}{C} \right\rfloor C \times h_{st}. \quad (4.13)$$

Similarly, let $l_{IP}$ be the offered load by setting up lightpaths based on the new traffic matrix $	ilde{D}_{N \times N} = \{\tilde{d}_{st}\}$, which is obtained by using the traffic aggregation approach. With sufficient wavelength resource, each s-d pair in $\tilde{D}$ would take its corresponding shortest path. Recall the distance matrix $H_{N \times N} = \{h_{st}\}$, $l_{IP}$ can be obtained by using Equation (4.14). More specifically, this provides the lower bound on the actual reserved capacity for the lightpaths after aggregation.

$$l_{IP} = \sum_{(s,t)} \left\lfloor \frac{\tilde{d}_{st}}{C} \right\rfloor h_{st} \times C. \quad (4.14)$$

**Wavelength utilization.** The wavelength utilization is defined as the ratio between the effective network load and the actual offered load. Hence, the wavelength utilization in
WDM network without grooming capability and in IP traffic grooming networks are given by Equations (4.15) and (4.16), respectively.

\[
\eta_{WDM} = \frac{l_{eff}}{l_{WDM}} \quad (4.15)
\]

\[
\eta_{IP} = \frac{l_{eff}}{l_{IP}} \quad (4.16)
\]

### 4.7.2 Examples

Figures 4.6 and 4.7 show a set of experiment results obtained from a 16-node bidirectional ring topology and a 4 x 4 mesh torus network, respectively. The traffic generation for ring, mesh and ARPENET are the same. The traffic is uniformly distributed among all source-destination pairs. For each s-d pair, we randomly generate a number between 0 and max allowable traffic. Thus the mean is \((max - 1)/2\). By increasing the value of max, we can increase the value of the mean traffic in the network. The wavelength utilization is shown in Figures 4.8 and 4.9 for the two topologies, respectively. The bars in the Figures 4.6 and 4.7 represent the number of equivalent OC-1 capacity units that are required in different network topologies with different traffic matrices. We consider only sub-rate traffic in the experiments. The traffic matrix is randomly generated and the effective load is increased by increasing the mean value of the sub-rate traffic capacity. Ten experiments are performed for each traffic pattern and the average values are presented as the final results.

Simulations on the 20-node-31-link ARPANET topology (shown in Figure 4.10) are conducted and the corresponding results are shown in Figures 4.11 and 4.12.

In the absence of traffic grooming, the capacity required in a WDM network (the middle bar) does not change much as the sub-rate traffic requests varies. This is because each connection is assigned an entire wavelength irrespective of whether it actually requires a full wavelength or a fractional wavelength capacity. Significant improvement on the reserved capacity can be observed when there are more finer granularity requests in the traffic matrix.
Figure 4.6  Resource requirement in a 16-node bi-directional ring network.

Figure 4.7  Resource requirement in a 4 × 4 bi-directional mesh torus network.
Figure 4.8  Wavelength utilization in a 16-node bi-directional ring network.

Figure 4.9  Wavelength utilization in a 4 × 4 bi-directional mesh torus network.
Figure 4.10  The 20-node-31-link ARPANET topology.

Figure 4.11  Resource requirement in the 20-node-31-link bi-directional ARPANET.
This is also because the wavelengths are severely under utilized in WDM networks without traffic grooming when most traffic requests are sub-rate traffic.

In comparison to the WDM networks without traffic grooming, the capacity reserved in IP traffic grooming networks goes up as the effective load increases. This reflects a wavelength sharing among sub-rate traffic streams, which also results in an improvement on wavelength utilizations.

Generally, given the same traffic matrix, more wavelength-links are required in a ring topology comparing with a mesh-like topology. This can also be observed from Figures 4.6 and 4.7 where the same traffic matrices are tested, the effective load in the 16-node ring is almost twice as that of in the $4 \times 4$ mesh torus network. This is partly due to the longer average path length in ring topology than in a mesh network with the same number of nodes. Besides, in a ring topology, each s-d pair has only two alternate paths, when establishing the same number of lightpaths. Thus more wavelengths are required in order to satisfy the wavelength continuity constraint. In these experiments, the performance of our algorithm in ring topology is almost as good as it is in the mesh torus topology.
4.8 Dynamic Routing in the Virtual Topology

The above design is based on the given static traffic matrix, or the estimated traffic matrix. The actual traffic varies from the given data. In this section we study the routing and wavelength assignment of dynamic traffic in the designed virtual topology.

4.8.1 Dynamic Traffic

The virtual topology is designed based on the given static traffic matrix, which is also referred to as the estimated traffic matrix. The requested capacity dynamic traffic varies from the corresponding estimated value. We define this difference as \(|Diff|\), if the given requested capacity between node \(s\) and \(t\) is \(d_{st}\), the capacity for each random request from \(s\) to \(t\) is uniformly distributed between \(\max(d_{st} - |Diff|, 0)\) and \(\min(d_{st} + |Diff|, C)\). The value of \(|Diff|\) indicates the variation of the random traffic from the estimated traffic, and it is one of the parameters in our simulations. The blocking performance are compared as this range varies. Since the virtual topology is designed closely based on the given estimated traffic matrix, it is expected that as the value of \(|Diff|\) goes up, the network will see an increasing blocking probability.

It is also assumed here that random requests arrive at each node according to a Poisson process with rate \(\lambda\). Each request is equally likely to be destined to any of the remaining nodes. The holding time of the requests are exponentially distributed with mean \(1/\mu\). Hence, the Erlang load offered by a node is \(\rho = \lambda/\mu\).

4.8.2 Routing Strategies

To begin with, it is worth mentioning that both the ILP approach and the heuristic algorithms provide not only the virtual topology design, but also the routing for each request. From this we can calculate the designed load on each link in the virtual topology, which is, more specifically, the total capacity used on each corresponding lightpath in the physical topology. For instance, Figure 4.13 is the same virtual topology that we obtained in Section 4.6 with the estimated traffic matrix given in Table 4.1, with the designed load on each link marked.
Before starting the design of routing strategies, let us define the route that obtained from either ILP solution of heuristic algorithms as the *preferred route*, let us also refer to those design approaches as the *static design*. Once we have the virtual topology, we can apply shortest path algorithm repeatedly to find multiple routes for each node pair.

Notice that the preferred route for a node pair, which is obtained from the static design, does not necessarily to be the shortest route in the virtual topology.

Three different routing strategies are developed as follows. The wavelength assignment follows the rule of *first-fit*.

- **Fixed Path Routing (FPR):** Only the *preferred route* is considered in the virtual topology, if there is no enough wavelength available along this route, the request is blocked, otherwise, the request is accepted.

- **Least Congested Routing (LCR):** The least congested route is defined as the route which has the maximum amount of free capacity. If there is a tie, a shorter route is taken.

- **Preferred Path First (PPF):** In this scheme, the preferred route is the first choice for each node pair. $K$ shortest paths for the given virtual topology are pre-computed for each node pair, where $K$ indicates the number of alternate paths. $K$ takes the value of four in our simulations. If the preferred route is not available, the first available shortest path is chosen.
4.8.3 Performance Analysis

The performance of different routing strategies are studied in terms of blocking probability.

Figures 4.14, 4.15, 4.16 show the performance comparison of the proposed three routing strategies with different values of $|Diff|$ for the virtual topology in Figure 4.13. It can be observed that as expected earlier, when the value of $|Diff|$ increases, the network sees higher blocking probability. As stated earlier, this is due to the fact that the virtual topology is designed closely based on the given traffic matrix, as the actual traffic pattern goes away from the estimation, the blocking performance in the resulting virtual topology goes down. After certain point, virtual topology will need to be updated based on a better traffic estimation.

![Figure 4.14 Blocking performance in virtual topology in Figure 4.13 with random traffic, $|Diff| = 0$.](image)

The fixed path routing (FPR) approach considers only the preferred route obtained from the static design, it is actually independent to the resulting virtual topology. Also as a fixed path approach, it inevitably has the worst blocking performance among all the three routing schemes.

In contrast to FPR, the least congested routing (LCR) considers only the virtual topology. When the number of alternate paths is large enough, the preferred path will be included in the set of alternate paths. The preferred path first (PPF) approach takes both the static design
Figure 4.15 Blocking performance in virtual topology in Figure 4.13 with random traffic with $|Diff| = 2$.

Figure 4.16 Blocking performance in virtual topology in Figure 4.13 with random traffic with $|Diff| = 4$. 
and the virtual topology into account. Both LCR and PPF should perform better than FPR. And in this example, PPF performs even better than LCR.

Figure 4.17 gives another virtual topology design based on a different estimated traffic. Figures 4.18, 4.19, and 4.20 show another set of performance comparison among FPR, LCR, and PPF. In this example, FPR still gives the worst blocking performance, while LCR always performs better than FPR and PPF.

The reason LCR performs better for the virtual topology given by Figure 4.17 while PPF is the best choice for the virtual topology given by Figure 4.13 is that the average designed load in Figure 4.13 is higher than that is in Figure 4.17. This also means that it is more critical for the requests to take the preferred routes. In other words, there is no much space for selecting alternate paths when the design link load is high. Therefore, PPF outperformed LCR in this scenario.

While in Figure 4.17, the designed link load is relatively lower, which leaves more possibility for the network to select an alternate path if the preferred path is unavailable. LCR becomes a better choice in comparison to PPF in this case.

![Figure 4.17 Virtual topology solution with designed load on each link.](image)

We still can not conclude exactly in which situation PPF performs better than LCR. However, it is also can be observed that the performance of LCR and PPF is reasonable close. If the static design is an optimal solution, which means that all the estimated traffic requests are efficiently packed on each lightpath, the virtual topology should see a relatively high designed link load. In this case, it is proper to say that PPF is better choice is the static
Figure 4.18 Blocking performance in virtual topology in Figure 4.17 with random traffic, \(|Diff| = 0\).

Figure 4.19 Blocking performance in virtual topology in Figure 4.17 with random traffic with \(|Diff| = 2\).
design is an optimal one.

4.9 Summary

Traffic grooming is an essential issue in the evolution of future IP over WDM network architectures. IP traffic is characterized by its burstiness, high variability and sub-wavelength capacity requirements. Traffic grooming in optical networks has gained significant importance in the recent years due to the prevailing different and variable requirements of end users on single wavelength.

In this chapter, we studied the IP traffic grooming problem in IP over WDM framework. IP traffic grooming, that is, the traffic aggregation performed at IP routers, would help to alleviate the complexity of performing sub-wavelength level grooming in WDM layer. We used the concept of virtual topology to solve the IP traffic grooming problem with objective to minimize the network cost in terms of number of transmitters and receivers. To minimize transmitters and receivers inevitably introduces overhead IP traffic in the networks and impacts networks performance such as wavelength utilization, throughput and average delay. This is a tradeoff we have to make.
This transmitter/receiver minimization problem is formulated as an ILP optimization problem. The lower bound of this minimization problem is derived from the traffic matrix. The complexity of the ILP formulation can be reduced by adding hop-length limit constraints. It may still yield a good solution with carefully selected maximum hop-length. This model provides a general formulation and various constraints, such as maximum node degree, can be easily integrated into it.

The ILP formulation produces the optimal solution for static traffic demands, however, applying this technique to dynamic traffic in large networks is not practical due to its prohibitively large computation time. We also designed a simple fast heuristic approach, called the traffic aggregation algorithm. It is evaluated in Section 4.6 and 4.7. The IP traffic aggregation algorithm does not yield an optimal solution in terms of number of transmitters/receivers. However, it helps to effectively reduce the number of transmitters/receivers, and reduces the overhead IP traffic by reallocating smaller traffic streams first. The performance of IP traffic aggregation approach is studied in terms of wavelength utilization. We have shown that in comparison with WDM networks without traffic grooming, the IP traffic aggregation algorithm significantly improves the wavelength utilization in both ring and mesh torus topologies. Moreover, the polynomial computation complexity of the traffic aggregation algorithm makes it suitable for fast online IP traffic grooming.

It is worth mentioning that the IP traffic matrices, which contain the knowledge of the volume of traffic that flows between all possible sources and destinations, are not available to carriers today. Despite the lack of the information, it is still possible to capture the characteristics of IP traffic. Traffic matrix estimation has attracted more and more attention due to the benefits that would be derived by having access to accurate information of the size and the locality of the traffic flow [54, 55].

This traffic aggregation approach proposed in this chapter can be extended and applied in virtual private network design and upgradable network design. The wavelength utilization can be further improved by performing wavelength level traffic grooming in optical layer.

We also study the routing and wavelength assignment for dynamic traffic in the obtained
virtual topology. The dynamic traffic requests varies from the estimated traffic pattern. Three different routing strategies, namely, Fixed Path Routing (FPR), Least Congested Routing (LCR), and Preferred Path First (PPF) are proposed. The blocking performance of these three routing schemes is compared through simulation. The results show that as the dynamic traffic varies away from the estimated traffic, the blocking performance of all the three schemes goes down. FPR always gives the worst blocking performance. When the designed link load is high, PPF outperforms LCR.
CHAPTER 5. Traffic Grooming in Light Trail Architectures

To accommodate sub-rate IP bursts on OTNs is one of the key and still challenging problems in realizing the future optical Internet. Light trail [26] offers a strong candidate for supporting IP traffic over optical networks. We study this architecture in more detail and show how it can be effectively used. This chapter is devoted to the optimal design of light trails in WDM networks. The rest of the chapter is organized as follows. Section 5.1 is a brief introduction to light trail concept, light trail node structure, and a summary of light trail properties. A formal statement of light trail design problem is given in Section 5.2, followed by a two-step approach for solving this problem. The results obtained from our experiments are presented in Section 5.4. Section 5.5 presents our conclusions.

5.1 Light Trail Architecture

Current technologies that transport IP centric traffic in optical networks are often too expensive, due to their reliance on expensive optical and opto-electronic approach. Consumers generate diverse granularity traffic and service providers need technologies that are affordable and seamlessly upgradable. Recently, a concept called light trail was proposed to enable IP centric communications at the optical layer [26]. A light trail is a unidirectional optical trail between the start node and the end node. It is similar to a lightpath with one important difference that the intermediate nodes can also access this unidirectional trail. In light trails, the wavelength is shared in time and the medium access is arbitrated by control protocol among the nodes that try to transmit data simultaneously, that is, upstream nodes have higher priorities than lower stream nodes.
5.1.1 Light Trail Example

We depict a 4-node light trail in Figure 5.1. The light trail starts from Node 1, passes through Node 2, Node 3 and ends at Node 4. Each of the nodes 1, 2 and 3 are allowed to send data to any of their respective downstream nodes without the need for optical switch reconfiguration. Every node receives the data from the upstream nodes, but only the corresponding destination node(s) will accept the data packets while other nodes will ignore them. An out-of-band control signal carrying information pertaining to the set up, tear down and dimensioning of light trails is dropped and processed at each node in the light trail. Since a light trail is unidirectional, a light trail with $N_T$ nodes offers up to $\frac{N_T(N_T-1)}{2}$ optical connections along the trail. The six paths for the 4-node light trail are shown in Figure 5.1.

![Figure 5.1 Illustrative example of traffic streams in a light trail.](image)

The exclusion of fast switching at packet/burst level, combined with the flexible provisioning for diverse traffic granularity make the light trails superior to conventional circuit and burst switched architecture.

5.1.2 Node Structure

Figure 5.2 provides a typical node structure in light trail framework [26]. In Figure 5.2, the multiple wavelengths from the input link are de-multiplexed and then sent to corresponding light trail switches. A portion of the signal power goes to the local receiver, the remaining signal power passes through an optical shutter which is typically an AOTF (Acousto-Optic Tunable Filter). Thus a node receives signal from all wavelengths. If a particular wavelength is not being used by an upstream node (incoming fiber has no signal), the local host can insert
its own signal, otherwise it does not use the trail. The local signal is coupled with the incoming signal as shown in Figure 5.2.

![Diagram](image)

**Figure 5.2** An example node structure in light trail framework.

Figure 5.3 provides a detailed light trail node structure with three input and three output fibers and two wavelengths on each fiber. The input signal is first demultiplexed, a portion of it is dropped and the remaining goes to the corresponding $3 \times 3$ wavelength switch, as depicted in Figure 5.3. The output of the wavelength switches goes through the optical shutter and along with the local added signals, are sent to the output ports of the light trail node. Notice that the optical shutter can locate either before the wavelength switch or after it at the output side.

Figure 5.4 gives a connection of 4-node light trail and the corresponding ON/OFF switch configurations. The direction of communication is from Node 1 to Node 4. The light trail on that wavelength is separately shown in Figure 5.5. The optical shutter is set to OFF state at the start and end nodes of the light trail such that the signal is blocked from traveling further. For an intermediate node along the light trail, the optical shutter is set to ON state to allow the signal to pass through the node.

A unidirectional light trail is thereby obtained from the start node to the end node as shown in Figure 5.5. No switch reconfiguration is required after the initial light trail setup.
Figure 5.3 An example light trail node structure with three input fibers with two wavelengths on each fiber.

Figure 5.4 An example node configuration in light trail framework.
Due to the power loss within the light trail, which mainly comes from the power splitting at each node, the length of a light trail is limited and is estimated in terms of hop-length. The expected length of a light trail is 4 to 6 hops, and a reasonable hop-length of a light trail is 5 [26].

5.1.3 Light Trail Characteristics

In contrast to OBS, we do not need to configure any switches when using light trails to carry IP bursts. This leads to an excellent provisioning time [26]. Moreover, the major advantage of using light trails for burst traffic, as compare to OBS, is the improved wavelength utilization. Utilization is defined as the ratio of capacity used over time for actual data transmission to the total reserved capacity. The study in [26] shows that the utilization in OBS is severely degraded comparing to that in light trails as the network load increases. More specifically, the utilization of light trails is an order of magnitude better than that in OBS under similar conditions.

Multicasting in optical layer is another salient feature of light trail architecture. Nodes in a light trail are able to send the same quanta of information to a set of downstream nodes without the need for a special processing or control arbitration.

In general, the light trail offers a technologically exclusive solution that enables a number of salient features and is practical. It exhibits a set of properties that distinguishes and differentiates light trails from other platforms. The following three characteristic properties of light trails make possible this differentiation:
• The light trail provides a way to groom traffic from many nodes to share a wavelength path to transmit their subwavelength capacity traffic.

• The light trail is built using mature components that are configured in such a way that allows extremely fast provisioning of network resources. This allows for dynamic control for the fluctuating bandwidth requirements.

• The light trail offers a method to group a set of nodes at the physical layer to create optical multicasting - a key feature for the success of many applications.

• The maturity of components leads to the implementation of light trails in a cost effective manner resulting in economically viable solutions for mass deployment.

### 5.2 Light Trail Design

To identify a set of light trails to carry the given traffic is one of the key issues in setting up light trails in a WDM network. The performance of light trail in terms of wavelength utilization also depends on the location of the light trails. The goal of the design problem therefore is to develop an effective method to groom traffic in light trail architecture and come up with a set of light trails. The light trail design problem is stated as follows:

Given graph $G(V,E)$, where $|V| = N$, and traffic matrix $D_{N \times N}$, how to define a minimum number of light trails to carry the given traffic.

The design problem is expected to be a hard problem. The approach presented here, which identifies a set of light trails to be set up in a network, consists of two steps. The first step is called traffic matrix preprocessing. As stated earlier, due to the power losses on the lines, a long light trail may not be advisable. The length of a light trail is limited and is specified in terms of hop-length, denoted by $Tl_{max}$. Therefore in the first step, a single long hop traffic is recursively divided into multiple hops.

The second step is to formulate the design problem and solve it as an ILP optimization problem, for the given network topology and refined traffic matrix obtained from step one.
The objective here is to find a minimum number of light trails that are required for the system to carry the traffic.

5.2.1 Step I: Traffic Matrix Preprocessing

In the preprocessing of the traffic matrix, a single long hop traffic is divided into multiple hops to satisfy the hop-length constraint. Recall the distance matrix $H_{N \times N} = \{h_{st}\}$, where $h_{st}$ denotes the physical distance from node $s$ to node $t$.

The length of a light trail is a main constraint due to the loss both at nodes and over the links. Let $T_{l_{\text{max}}}$ be the maximum length of a light trail. For traffic between s-d pair $(i, j)$, where $h_{st} > T_{l_{\text{max}}}$, it is not possible to accommodate this traffic on a direct light trail. Thus this traffic will need to go through multiple hops. Here one light trail is counted as one “hop”. This necessitates the first step in our approach, namely traffic matrix preprocessing.

Let $D_{N \times N} = \{d_{st}\}$ denote the given (estimated) traffic matrix. Traffic matrix pre-processing will return a modified traffic matrix that satisfies: $D_{N \times N} = \{d_{st} : h_{st} \leq T_{l_{\text{max}}}, \forall d_{st} > 0\}$. Figure 5.6 provides the pseudo code for traffic matrix preprocessing algorithm.

In this step, the traffic on s-d pair $(s,t)$ with $h_{st} > T_{l_{\text{max}}}$, will be reallocated on multiple hops. The goal is to find a node $n$ such that path from node $s$ to node $n$ forms the first hop which is less than $T_{l_{\text{max}}}$ in distance. A next intermediate node $n$ is found recursively for the source node. Among all possible intermediate nodes, $n$ is chosen to be as close to the destination node as possible, as shown in step 1 in Figure 5.6. This is done in order to reduce the number of hops that the original traffic has to take.

After the preprocessing of the traffic matrix, each non-zero element in the modified traffic matrix would have corresponding distance less than $T_{l_{\text{max}}}$, which is the maximum length allowed for a light trail.

5.2.2 Step II: ILP Formulation

Given the network topology $G_p(V, E)$, and the traffic matrix obtained from step I, we first list all possible paths with the hop-length limit constraint for each s-d node pair, this can be
INPUT: Graph $G = (V, E)$ and a traffic matrix $D_{N \times N}$.
OUTPUT: Rearranged traffic matrix $D_{N \times N}$

and the distance matrix $H_{N \times N}$.

ALGORITHM:

Step 0: Apply Dijkstra's shortest path algorithm, calculate distance matrix $H_{N \times N}$.

While (find $(s, t): d_{st} > 0, h_{st} > T_{l_{max}}$) {

1. Pick an intermediate node $n$:
   
   $n = \arg \min_{v \in V} \{d_{sv} | d_{sv} \leq T_{l_{max}} \}$;

2. Update traffic matrix $D_{N \times N}$:
   
   (a) $d_{sn} \leftarrow d_{sn} + d_{st}$;
   (b) $d_{nt} \leftarrow d_{nt} + d_{st}$;
   (c) $d_{st} \leftarrow 0$.
}

Figure 5.6 Light trail design step 1: Traffic matrix preprocessing.

accomplished by applying breadth first search for each node. These eligible paths form a set of all possible light trails. Among all these possible choices, we then choose an optimal set of paths to form the light trail network, such that the total number of light trails are minimized. This problem is formulated as an ILP optimization problem. We also assume that each request can not be divided into different parts and transferred separately.

5.2.3 Notations

5.2.3.1 Parameters

For the given directed graph $G_p(V, E)$, $N = |V|$, let $LT$ be the set of all the possible light trails within hop-length limit $T_{l_{max}}$, and $\tau = 1, 2, \ldots, |LT|$ be the number assigned to each light trail in the $LT$.

We consider only fractional wavelength capacity in this study, therefore, $d_{st} \leq C$. We
assume the network is a single fiber network. In the absence of wavelength converters, the wavelength continuity constraints still need to hold for light trail networks. Here, we do not impose constraints on the number of wavelengths available per link. Yet, as we will see later on, the number of wavelengths required for establishing the light trails is not high.

5.2.3.2 Variables

- $\mu_{st}^{r}$: (binary variable) route indicator, takes value of 1 if request $(s,t)$ takes light trail $r$; zero otherwise. This also implies that node $s$ and $t$ are on trail $r$ and $s$ is $t$’s upstream node. Notice that node $s$ and $t$ do not have to be neighbors in a light trail.

- $\delta^{r}$: (binary variable) light trail usage indicator, takes value of 1 if trail $r$ is used by any request; zero otherwise.

5.2.3.3 ILP Formulation

1. Objective:

$$\min \sum_{r} C_{r} \times \delta^{r}.$$  \hspace{1cm} (5.1)

When $C_{r} = 1$, the objective is to minimize the number of light trails that are required in the network. When $C_{r}$ is defined as the hop-length of light trail $r$, the problem becomes to minimize the total wavelength-links in the network, which represents the total reserved capacity in the networks. This can be used to optimize the wavelength capacity utilization, while it might consume more light trails.

2. Assignment constraint: Each request is assigned to one and only one light trail.

$$\sum_{r} \mu_{st}^{r} = 1 \quad \forall(s,t) : d_{st} \in D, d_{st} > 0$$ \hspace{1cm} (5.2)

3. Light trail capacity constraint: The aggregated request capacity on a light trail should not exceed the full wavelength capacity.
4. **Light trail usage constraint:** If any of the s-d pair is assigned on light trail $\tau$, $\delta^\tau$ is set to 1; otherwise, if none of the s-d pairs picked light trail $\tau$, $\delta^\tau = 0$. Recall that $\delta^\tau$ is a binary variable.

$$\sum_{(s,t)} \mu^\tau_{st} d_{st} \leq C \quad (5.3)$$

$$\delta^\tau \geq \mu^\tau_{st} \quad \forall (s,t) : d_{st} \in D \quad (5.4)$$

### 5.2.4 Solution Consideration

The light trail design is a challenging problem for the following reasons.

First, in order to use a wavelength fully, one would like to groom near full-wavelength capacity traffic onto the wavelength. This is similar to a normal traffic grooming problem, which is often formulated as a *bin packing problem* and it is known to be an NP-complete problem. However, we cannot simply set up a light trail for any set of traffic requests that add up to $C$. For example, given that $d_{12} + d_{13} + d_{10} = C$, it might not be possible to establish the desired light trail due to the physical hop-length constraint. Hence, the light trail hop-length limit also adds to the complexity of the problem.

Second, the ILP formulation of the light trail design problem is similar to the *bin packing* problem, which is an NP-hard problem. However, if we treat light trails as the “bins”, and elements in the given traffic matrix as the “items” in bin packing problem, this problem differs from a normal bin packing problem due to a potential physical route constraint that an item cannot be put in any of the given bins, but only a sub-set of the bins. More specifically, an s-d pair can be assigned to the routes which satisfy: 1) node $s$ and $t$ belong to the route; 2) node $s$ is the upstream node of node $t$ along the route. Hence, the approximate algorithms for solving normal bin packing problems cannot be directly applied here for solving this light trail design problem.
5.3 Light Trail Design: Heuristic Approaches

We propose the following heuristic algorithms for light trail design. As it is well known, first-fit and best-fit are two common and effective heuristic algorithms for solving bin packing problems. Here we choose best-fit algorithm for solving the light trail design problem.

5.3.1 The Best-Fit Approach

Recall that after the traffic matrix preprocessing, each request in the newly obtained traffic matrix satisfies the light trail hop-length limit, that is, the shortest hop-length for each \( s-d \) pair is no greater than \( Tl_{max} \).

The goal of the second step is to identify a set of light trails for carrying the given traffic. To do this, we first pick up the \( s-d \) pair which has the longest distance in the distance matrix \( H_{st} \). Since a light trail between this \( s-d \) pair will be eventually required.

Once we pick up an \( s-d \) pair with the longest physical hop-length, the head and tail of a light trail are decided. The goal now is to find the best eligible light trail between these two end nodes. This is analogous to fully pack a “bin” in the bin packing problem. There are two subproblems need to be solved. First, the selection of a path (within the hop-length limit) between these two nodes is required. Second, the assignment of requests to this light trail needs to be identified.

In order to find the best light trail between the known head and tail nodes, we perform an exhausting search among all the possible paths between these two nodes. Best-fit here tries to pick up the path between the given two end nodes that is the best among all the paths between these head and tail nodes, instead of all candidate paths. This is still a local search, therefore, the final results might not be global optimal.

For each eligible path between the known head and tail nodes, we first sort all possible \( s-d \) pairs along this path according to their required capacity. There are two different ways of packing them onto a path rather than do it randomly. One is to allocate the smallest requests first, which is called increasing packing, the other way is to allocate the biggest requests first, hence it is named decreasing packing.
• Increasing packing tries to allocate finer requests first, so that the number of requests that can be packed onto this path is maximized. There might still be some capacity left on this light trail, but that is not sufficient for the next smallest request. This approach would groom as many requests as possible onto the light trail, thereby, leaving the rest of the network with fewer number of requests that are left to be allocated. The expectation is that this contributes to the saving on total number of light trails that are needed in the network. However, for each light trail, the packing efficiency might not be the most efficient, in other words, the spare capacity might not be minimized.

• Decreasing packing tries to allocate bigger requests first, and leaves the light trail with minimum spare capacity. However, since the big requests are allocated first, the total number of requests that can be carried by the light trail might be less than that of the allocation on Increasing packing. Therefore, it could leave more requests unallocated in the network and more light trails might need to be set up later on in order to carry all the requests. The spare capacity on each light trail is minimized in this approach at the time of allocating the capacity.

It is not clear which approach works better and always gives the minimum number of light trails required in the network. It depends on the traffic patterns. A preferred approach is to try both and choose the one that provides a better solution for the given data.

5.3.2 Algorithm Design

With the known graph, we first find out all possible paths for each s-d pair, save the path information in the following structure called $KSPath[N][N][NRoute_{max}]$ which contains the path information for each route in the network.

For later convenience usage, we sort the paths according to their physical hop-length, such that $KSPath[head][tail][1]$ contains the path information (hop-length, intermediate nodes along this path) of the first shortest path from head to tail.

Figure 5.7 gives the pseudo code of the local best-fit algorithm. In this pseudo code, seq is used to denote which route among all valid routes from head and tail is chosen to be the trail.
Also noticing that we are only dealing with sub-wavelength level requests here, by default, a shortest path will be chosen as the light trail to carry a given request if no better path can be found. That is, initially seq = 1.

More criteria can be added when there is a tie of selecting a route. We choose the one which can accommodate more requests, this is not included in the pseudo code in Figure 5.7. As mentioned earlier, sorting AllRequest[ ] in different ways gives us different algorithms namely, local best-fit decreasing packing and local best-fit increasing packing.

5.3.3 Discussions

The proposed heuristic algorithm has two steps, as shown in Figure 5.6 and 5.7. Both the first and second step would need the information of paths between each s-d pairs. Therefore, we first find out all possible paths for each s-d pairs. The worst case complexity of the exhausting search for each s-d pair is $O(N^3)$. The total running time for finding all possible routes is $O(RN^3)$, where $R$ is the number of s-d pairs (requests). In fact, instead of searching for all paths, we can search among K-shortest path with K being big enough. This could reduce the complexity to $O(N(E + NlogN + KN))$ for all node pairs [56]. This may be a promising choice for big networks.

In best-fit packing of step 2, for each s-d pair, we search among all $K$ paths for the best-fit one. For path $\tau$ with $n_\tau$ nodes, there are maximum $t = (n_\tau - 1) + (n_\tau - 2) + \cdots + 1 = O(n_\tau^2)$ s-d pairs, where $n_\tau$ is bounded by $T_l_{max}$, hence $t = O(T_l_{max}^2)$. The sorting takes $O(tlogt)$ loops, and packing takes another $t$ loops. Totally $O(tlogt)$ loops for each path. There are $K$ paths, and the same procedure will be performed on the selected best-fit path. Therefore, totally $O(K(tlogt)) = O(K(T_l_{max}^2logT_l_{max}))$ loops are needed for each s-d pair. At least one s-d pair will be eliminated from matrix R in Figure 5.7, the program stops when $R$ is empty.

5.4 Performance Study

To evaluate the performance of the above ILP formulations and the heuristic algorithms that we proposed earlier, experiments are performed on a physical topology given in Figure 5.8.
**INPUT:** Graph $G = (V, E)$, the rearranged traffic matrix $D_{N \times N}$ and distance matrix $H_{N \times N}$.

**OUTPUT:** A collection of light trail.

**ALGORITHM:**

**Initialization:** $d = 0$, $R = \{(m, n) : d_{m,n} > 0\}$.

**Do {**

1. $(m, n) = \arg \max \{h_{m,n} : (m, n) \in R\}$.
   
   $\text{head} = m$, $\text{tail} = n$.

2. $Trail_{cap} = d_{m,n}$, $\text{newstream} = Trail_{cap}$, $\text{best} = 0$, $\text{seq} = 1$.

3. **for**($r = 1; r \leq NRoute_{max}; r++)
   
   if ($KSP[\text{head}][\text{tail}][r].length \leq Tl_{max}$)
   
   (a) Copy all s-d pairs along path $KSP[\text{head}][\text{tail}][r]$ that need to be allocated to array $\text{AllRequest}[]$.
   
   The length of $\text{AllRequest}[]$ is known and denoted by $NSD$;

   (b) Sort $\text{AllRequest}[]$ according to the capacities;

   (c) **for**($\text{tmp} = 1; \text{tmp} \leq NSD; \text{tmp}++$)
   
   if ($\text{newstream} + \text{AllRequest}[\text{tmp}.\text{cap} \leq C]$)
   
   $\text{newstream} = \text{newstream} + \text{AllRequest}[\text{tmp}.\text{cap}]$;

   (d) **if** ($\text{newstream} > \text{best}$)
   
   { $\text{best} = \text{newstream};$
   
   $\text{seq} = r$;}

4. Copy all s-d pairs along path $KSP[\text{head}][\text{tail}][\text{seq}]$ that need to be allocated to array $\text{AllRequest}[]$.
   
   The length of $\text{AllRequest}[]$ is known and denoted by $NSD$;

5. **for**($\text{tmp} = 1; \text{tmp} \leq NSD; \text{tmp}++$)
   
   if ($\text{newstream} + \text{AllRequest}[\text{tmp}.\text{cap} \leq C]$)
   
   \{ $\text{Trail}_{cap} = \text{Trail}_{cap} + \text{AllRequest}[\text{tmp}.\text{cap}]$;

   $d_{\text{AllRequest}[\text{tmp}.\text{src}],\text{AllRequest}[\text{tmp}.\text{dst}]} = 0$;

   \}

**While** $(R \neq \Phi)$

---

Figure 5.7 Light trail design step 2: Best-Fit approach.
To simplify the problem, we assume each physical link is bidirectional with the same length.

![Figure 5.8 A 10-node example network.](image)

Table 5.1 gives a randomly generated traffic matrix for this example. The integer numbers indicate the requested capacity in unit of OC-1 (51.84 Mbps), the entire wavelength capacity is OC-48. Here we only consider the fractional wavelength capacity for traffic grooming in light trail networks. Intuitively, if every s-d pair requires capacity greater than half of the full wavelength capacity, no two requests can be groomed on a light trail. Thus, it is that most s – d pairs request a small fractional capacity of the full wavelength channel. Hence, we randomly generate requested capacities between 0 and 11 as shown in Table 5.1.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>5</td>
<td>8</td>
<td>11</td>
<td>3</td>
<td>8</td>
<td>5</td>
<td>7</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0</td>
<td>8</td>
<td>4</td>
<td>0</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>3</td>
<td>0</td>
<td>7</td>
<td>3</td>
<td>10</td>
<td>11</td>
<td>8</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>6</td>
<td>10</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>11</td>
<td>10</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>11</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>6</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>2</td>
<td>10</td>
<td>2</td>
<td>11</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>5</td>
<td>6</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>11</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>5</td>
<td>11</td>
<td>8</td>
<td>8</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>9</td>
<td>9</td>
<td>3</td>
<td>7</td>
<td>10</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
5.4.1 Light Trail Hop-Length Limit: $T_{l_{\text{max}}} = 4$

We use CPLEX Linear Optimizer 7.0 [57] to solve the ILP formulation proposed in 5.2.2. We assume that each candidate path can be used once, that is, $u = 1$. Assume the hop-length limit $T_{l_{\text{max}}} = 4$, from the topology we can observe that all s-d pairs have paths within this hop-length limit, hence, the traffic matrix preprocessing will not make any change in the given traffic matrix.

Table 5.2 presents the results from solving the ILP formulation with hop-length limit $T_{l_{\text{max}}} = 4$. It can be observed that $W = 4$ is sufficient on each link, although we do not impose constraints on number of wavelengths.

<table>
<thead>
<tr>
<th>No.</th>
<th>Light Trails</th>
<th>Hop-length</th>
<th>Accommodated s – d Pairs</th>
<th>Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{2, 3, 4, 7, 9}</td>
<td>4</td>
<td>(3,7) (3,4) (2,7) (2,9) (4,9)</td>
<td>23</td>
</tr>
<tr>
<td>2</td>
<td>{2, 6, 8, 10}</td>
<td>4</td>
<td>(2,6) (2,8) (2,10) (3,6) (3,8) (3,10)</td>
<td>32</td>
</tr>
<tr>
<td>3</td>
<td>{4, 5, 2, 1, 5}</td>
<td>4</td>
<td>(4,1) (4,3) (4,5) (5,1) (5,3) (3,1) (2,1)</td>
<td>34</td>
</tr>
<tr>
<td>4</td>
<td>{4, 7, 6, 8, 10}</td>
<td>4</td>
<td>(6,8) (6,10) (4,6) (4,7) (4,8) (4,10)</td>
<td>22</td>
</tr>
<tr>
<td>5</td>
<td>{5, 1, 2, 3, 4}</td>
<td>4</td>
<td>(1,2) (1,3) (1,4) (5,2) (5,3) (5,4) (2,4)</td>
<td>48</td>
</tr>
<tr>
<td>6</td>
<td>{5, 1, 6, 7, 9}</td>
<td>4</td>
<td>(1,7) (1,9) (6,9)</td>
<td>21</td>
</tr>
<tr>
<td>7</td>
<td>{5, 1, 6, 8, 10}</td>
<td>4</td>
<td>(1,8) (1,10) (1,6) (5,6)</td>
<td>27</td>
</tr>
<tr>
<td>8</td>
<td>{5, 8, 7, 9, 10}</td>
<td>4</td>
<td>(9,10) (8,9) (5,9) (5,8) (5,7) (7,9) (5,10)</td>
<td>44</td>
</tr>
<tr>
<td>9</td>
<td>{9, 7, 4, 3, 2}</td>
<td>4</td>
<td>(9,2) (9,3) (9,4) (7,3) (7,2) (7,3)</td>
<td>39</td>
</tr>
<tr>
<td>10</td>
<td>{9, 7, 6, 1, 5}</td>
<td>4</td>
<td>(7,6) (6,5) (9,1) (9,6) (6,1)</td>
<td>25</td>
</tr>
<tr>
<td>11</td>
<td>{10, 8, 6, 2, 3}</td>
<td>4</td>
<td>(10,3) (10,2) (8,3) (8,2) (6,3) (6,2) (2,3)</td>
<td>44</td>
</tr>
<tr>
<td>12</td>
<td>{10, 8, 6, 7, 4}</td>
<td>4</td>
<td>(10,6) (10,4) (7,4) (6,4) (6,7) (8,4) (8,6) (8,7)</td>
<td>35</td>
</tr>
<tr>
<td>13</td>
<td>{10, 9, 7, 8, 5}</td>
<td>4</td>
<td>(10,9) (10,8) (10,7) (10,5) (9,8) (9,7) (9,5) (8,5) (7,8) (7,5)</td>
<td>38</td>
</tr>
</tbody>
</table>

Table 5.2 shows the 13 light trails are needed to carry the given traffic. The traffic assignment obtained from solving ILP formulation is also listed. For each light trail, the summation of all the traffic it carries is calculated and shown in the right most column in Table 5.2.

Table 5.3 presents the results from solving the local best-fit heuristic algorithm proposed in Section subsection:BestFitApproach. In this example, local best-fit increasing packing approach gives a solution 16 light trails.

5.4.2 Light Trail Hop-Length Limit: $T_{l_{\text{max}}} = 3$

When the light trail hop-length limit is set to $T_{l_{\text{max}}} = 3$, requests between some node pairs in the network shown in Figure 5.8 have to be divided and allocated to multiple light
Table 5.3 Local Best-Fit: Resulting light trails $T_{mn} = 4$.

<table>
<thead>
<tr>
<th>No.</th>
<th>Light Tails</th>
<th>Hop-length</th>
<th>Accommodated $s - d$ Pairs</th>
<th>Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>${3, 2, 6, 8, 10}$</td>
<td>4</td>
<td>(3,10) (2,10) (2,8) (3,2) (2,6) (6,10) (6,8) (3,8) (3,6)</td>
<td>44</td>
</tr>
<tr>
<td>2</td>
<td>${10, 8, 6, 2, 3}$</td>
<td>4</td>
<td>(10,3) (8,6) (10,8) (6,2) (3,8) (8,3) (2,3) (10,2)</td>
<td>47</td>
</tr>
<tr>
<td>3</td>
<td>${1, 6, 2, 3, 4}$</td>
<td>4</td>
<td>(1,4) (6,4) (2,4) (1,2) (3,4) (1,3) (4,2)</td>
<td>47</td>
</tr>
<tr>
<td>4</td>
<td>${1, 5, 8, 10, 9}$</td>
<td>4</td>
<td>(1,9) (10,9) (5,10) (1,5) (8,9) (5,8) (1,8) (1,10)</td>
<td>41</td>
</tr>
<tr>
<td>5</td>
<td>${2, 6, 8, 7, 9}$</td>
<td>4</td>
<td>(2,9) (7,9) (2,7) (7,2) (9,7) (6,9)</td>
<td>31</td>
</tr>
<tr>
<td>6</td>
<td>${3, 4, 7, 8, 5}$</td>
<td>4</td>
<td>(3,5) (7,5) (3,7) (7,3) (5,7)</td>
<td>38</td>
</tr>
<tr>
<td>7</td>
<td>${4, 3, 2, 6, 1}$</td>
<td>4</td>
<td>(4,1) (2,1) (4,3) (2,3) (1,4)</td>
<td>42</td>
</tr>
<tr>
<td>8</td>
<td>${4, 7, 9, 10}$</td>
<td>4</td>
<td>(4,10) (4,9) (9,10)</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>${5, 8, 7, 4, 3}$</td>
<td>4</td>
<td>(5,3) (8,4) (7,4) (5,4) (3,8)</td>
<td>38</td>
</tr>
<tr>
<td>10</td>
<td>${9, 7, 6, 2, 1}$</td>
<td>4</td>
<td>(9,1) (9,6) (9,7) (9,2)</td>
<td>21</td>
</tr>
<tr>
<td>11</td>
<td>${9, 7, 4, 3}$</td>
<td>3</td>
<td>(9,3) (9,4)</td>
<td>19</td>
</tr>
<tr>
<td>12</td>
<td>${9, 10, 8, 5}$</td>
<td>3</td>
<td>(9,5) (9,8) (10,5)</td>
<td>16</td>
</tr>
<tr>
<td>13</td>
<td>${10, 8, 6, 7, 4}$</td>
<td>4</td>
<td>(10,4) (10,6) (10,7)</td>
<td>14</td>
</tr>
<tr>
<td>14</td>
<td>${1, 5, 8, 6, 7}$</td>
<td>4</td>
<td>(1,7) (5,6) (5,7)</td>
<td>18</td>
</tr>
<tr>
<td>15</td>
<td>${5, 1, 2}$</td>
<td>3</td>
<td>(5,2)</td>
<td>6</td>
</tr>
<tr>
<td>16</td>
<td>${6, 1, 5}$</td>
<td>2</td>
<td>(6,5)</td>
<td>3</td>
</tr>
</tbody>
</table>

More specifically, the shortest paths between Node 3 and Node 10 have hop-length of 4. Therefore, the request between these two nodes cannot be accommodated on single light trails. The traffic matrix preprocessing heuristic re-arranges the original traffic $d_{3,10}$ onto $d_{3,8}$ and $d_{8,10}$. Similarly, the request from Node 10 to Node 3 is aggregated onto node-pair (10,2) and (2,3). The resulting traffic matrix is shown in Table 5.4.

Table 5.4 Traffic matrix for a 10-node network: After traffic matrix pre-processing.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>8</td>
<td>11</td>
<td>3</td>
<td>8</td>
<td>5</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>17</td>
<td>4</td>
<td>0</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>9</td>
<td>3</td>
<td>0</td>
<td>7</td>
<td>3</td>
<td>10</td>
<td>11</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>6</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>0</td>
<td>6</td>
<td>10</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>11</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>11</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>0</td>
<td>2</td>
<td>10</td>
<td>2</td>
<td>11</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>0</td>
<td>5</td>
<td>6</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>11</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>4</td>
<td>5</td>
<td>11</td>
<td>8</td>
<td>8</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>0</td>
<td>18</td>
<td>0</td>
<td>3</td>
<td>7</td>
<td>10</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

Solving the ILP formulation with this modified traffic matrix gives an optimal solution consisting of 23 light trails as shown in Table 5.5. Experiments by using both local best-fit
increasing and decreasing packing algorithms are performed, and the better solution with a result of 24 light trails is chosen. The detailed results are shown in Table 5.6.

### Table 5.5 ILP: Resulting light trails \( T_{\text{max}} = 3 \)

<table>
<thead>
<tr>
<th>No.</th>
<th>Light Trails</th>
<th>Hops</th>
<th>Accommodated ( s-d ) Pairs</th>
<th>Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{1, 6, 7, 4}</td>
<td>3</td>
<td>(1,4) (6,4)</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>{1, 6, 7, 9}</td>
<td>3</td>
<td>(1.6) (1.7) (1.9) (6.7) (7.9)</td>
<td>29</td>
</tr>
<tr>
<td>3</td>
<td>{1, 5, 8, 10}</td>
<td>3</td>
<td>(1.8) (1.10)</td>
<td>17</td>
</tr>
<tr>
<td>4</td>
<td>{2, 3, 4, 7}</td>
<td>3</td>
<td>(2.4) (3.4) (3.7)</td>
<td>22</td>
</tr>
<tr>
<td>5</td>
<td>{2, 6, 7, 9}</td>
<td>3</td>
<td>(2.6) (2.7) (2.9) (6.9)</td>
<td>17</td>
</tr>
<tr>
<td>6</td>
<td>{2, 6, 8, 10}</td>
<td>3</td>
<td>(2.8) (2.10) (6.8) (6.10) (8.10)</td>
<td>18</td>
</tr>
<tr>
<td>7</td>
<td>{3, 2, 1, 5}</td>
<td>3</td>
<td>(3.2) (3.1) (3.5) (2.1) (1.5)</td>
<td>21</td>
</tr>
<tr>
<td>8</td>
<td>{3, 2, 6, 8}</td>
<td>3</td>
<td>(3.6) (3.8)</td>
<td>24</td>
</tr>
<tr>
<td>9</td>
<td>{4, 7, 6, 1}</td>
<td>3</td>
<td>(4.6) (4.1)</td>
<td>11</td>
</tr>
<tr>
<td>10</td>
<td>{4, 7, 8, 5}</td>
<td>3</td>
<td>(4.7) (4.8) (4.5) (7.8) (7.5) (8.5)</td>
<td>24</td>
</tr>
<tr>
<td>11</td>
<td>{4, 7, 9, 10}</td>
<td>3</td>
<td>(4.9) (4.10)</td>
<td>2</td>
</tr>
<tr>
<td>12</td>
<td>{5, 1, 2, 3}</td>
<td>3</td>
<td>(5.2) (5.3) (1.2) (1.3) (2.3)</td>
<td>46</td>
</tr>
<tr>
<td>13</td>
<td>{5, 8, 7, 4}</td>
<td>3</td>
<td>(5.8) (5.7) (5.4) (8.7) (8.4)</td>
<td>38</td>
</tr>
<tr>
<td>14</td>
<td>{5, 8, 6}</td>
<td>2</td>
<td>(5.6)</td>
<td>2</td>
</tr>
<tr>
<td>15</td>
<td>{5, 8, 10, 9}</td>
<td>3</td>
<td>(5.10) (5.9) (8.9)</td>
<td>12</td>
</tr>
<tr>
<td>16</td>
<td>{6, 8, 5, 1}</td>
<td>3</td>
<td>(6.5)</td>
<td>3</td>
</tr>
<tr>
<td>17</td>
<td>{8, 6, 2, 4}</td>
<td>3</td>
<td>(8.3) (6.3)</td>
<td>10</td>
</tr>
<tr>
<td>18</td>
<td>{9, 7, 6, 1}</td>
<td>3</td>
<td>(9.1) (7.6) (6.1)</td>
<td>20</td>
</tr>
<tr>
<td>19</td>
<td>{9, 7, 6, 2}</td>
<td>3</td>
<td>(9.6) (9.2) (7.2)</td>
<td>9</td>
</tr>
<tr>
<td>20</td>
<td>{9, 7, 4, 3}</td>
<td>3</td>
<td>(9.7) (9.4) (4.3) (7.4) (7.3) (4.3)</td>
<td>42</td>
</tr>
<tr>
<td>21</td>
<td>{9, 10, 8, 5}</td>
<td>3</td>
<td>(9.10) (9.8) (9.5) (10.5)</td>
<td>21</td>
</tr>
<tr>
<td>22</td>
<td>{10, 8, 6, 2}</td>
<td>3</td>
<td>(10.8) (10.6) (10.2) (8.6) (8.2) (6.2)</td>
<td>39</td>
</tr>
<tr>
<td>23</td>
<td>{10, 9, 7, 4}</td>
<td>3</td>
<td>(10.9) (10.7) (10.4)</td>
<td>5</td>
</tr>
</tbody>
</table>

### 5.4.3 Light Trail Hop-Length Limit: \( T_{\text{max}} = 5 \)

When \( T_{\text{max}} \) increases to 5, the running time to solve ILP formulation increases dramatically. This is because, as earlier mentioned, the number of candidate paths increases very fast as \( T_{\text{max}} \) increases. This increase introduces a significant number of variables and constraints in the ILP formulation. The optimal solution contains 10 light trails, the detailed results are shown in Table 5.7. The heuristic algorithms give solutions in seconds. The better solution obtained from using both best-fit increasing packing order and best-fit decreasing order packing consists of 13 light trails as shown in Table 5.8.
Table 5.6 Local Best-Fit: Resulting light trails $T_l_{\text{max}} = 3$.

<table>
<thead>
<tr>
<th>No.</th>
<th>Light Trails</th>
<th>Hops</th>
<th>Accommodated s–d Pairs</th>
<th>Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{1, 6, 7, 4}</td>
<td>3</td>
<td>(1,4) (1,6) (1,7) (6,4) (6,7)</td>
<td>32</td>
</tr>
<tr>
<td>2</td>
<td>{1, 6, 7, 9}</td>
<td>3</td>
<td>(1,9) (9,6) (7,9)</td>
<td>22</td>
</tr>
<tr>
<td>3</td>
<td>{1, 5, 8, 10}</td>
<td>3</td>
<td>(1,10) (5,8) (8,10) (1,5)</td>
<td>38</td>
</tr>
<tr>
<td>4</td>
<td>{2, 6, 7, 9}</td>
<td>3</td>
<td>(2,9) (2,6) (2,7)</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>{2, 6, 8, 10}</td>
<td>3</td>
<td>(2,10) (2,8) (6,8) (6,10)</td>
<td>12</td>
</tr>
<tr>
<td>6</td>
<td>{3, 2, 1, 5}</td>
<td>3</td>
<td>(3,2) (3,1) (3,5) (2,1)</td>
<td>18</td>
</tr>
<tr>
<td>7</td>
<td>{3, 4, 7, 8}</td>
<td>3</td>
<td>(3,8) (3,7) (3,4) (4,7) (4,8) (7,8)</td>
<td>40</td>
</tr>
<tr>
<td>8</td>
<td>{4, 7, 6, 1}</td>
<td>3</td>
<td>(4,6) (4,1) (6,1) (7,6)</td>
<td>27</td>
</tr>
<tr>
<td>9</td>
<td>{4, 7, 8, 5}</td>
<td>3</td>
<td>(4,5) (7,5) (8,5)</td>
<td>16</td>
</tr>
<tr>
<td>10</td>
<td>{4, 7, 9, 10}</td>
<td>3</td>
<td>(4,9) (4,10) (9,10)</td>
<td>7</td>
</tr>
<tr>
<td>11</td>
<td>{5, 1, 2, 3}</td>
<td>3</td>
<td>(5,2) (5,3) (1,2) (1,3) (2,3)</td>
<td>46</td>
</tr>
<tr>
<td>12</td>
<td>{5, 8, 7, 4}</td>
<td>3</td>
<td>(5,4) (5,7) (8,7) (8,4)</td>
<td>28</td>
</tr>
<tr>
<td>13</td>
<td>{5, 8, 10, 9}</td>
<td>3</td>
<td>(5,9) (8,9) (10,9)</td>
<td>11</td>
</tr>
<tr>
<td>14</td>
<td>{8, 6, 2, 3}</td>
<td>3</td>
<td>(8,3) (6,3) (2,3)</td>
<td>19</td>
</tr>
<tr>
<td>15</td>
<td>{9, 7, 6, 1}</td>
<td>3</td>
<td>(9,1) (9,7) (9,6)</td>
<td>9</td>
</tr>
<tr>
<td>16</td>
<td>{9, 7, 6, 2}</td>
<td>3</td>
<td>(9,2) (7,2)</td>
<td>7</td>
</tr>
<tr>
<td>17</td>
<td>{9, 7, 4, 3}</td>
<td>3</td>
<td>(9,3) (9,4) (7,3) (4,3)</td>
<td>37</td>
</tr>
<tr>
<td>18</td>
<td>{9, 10, 8, 5}</td>
<td>3</td>
<td>(9,5) (9,8) (10,8) (10,5)</td>
<td>18</td>
</tr>
<tr>
<td>19</td>
<td>{10, 8, 6, 2}</td>
<td>3</td>
<td>(10,2) (10,6)</td>
<td>28</td>
</tr>
<tr>
<td>20</td>
<td>{10, 8, 7, 4}</td>
<td>3</td>
<td>(10,4) (10,7)</td>
<td>4</td>
</tr>
<tr>
<td>21</td>
<td>{2, 3, 4}</td>
<td>2</td>
<td>(2,4)</td>
<td>4</td>
</tr>
<tr>
<td>22</td>
<td>{3, 2, 6}</td>
<td>2</td>
<td>(3,6)</td>
<td>10</td>
</tr>
<tr>
<td>23</td>
<td>{5, 1, 6}</td>
<td>2</td>
<td>(5,6)</td>
<td>2</td>
</tr>
<tr>
<td>24</td>
<td>{6, 1, 5}</td>
<td>2</td>
<td>(6,5)</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 5.7 ILP: Resulting light trails $T_l_{\text{max}} = 5$.

<table>
<thead>
<tr>
<th>No.</th>
<th>Light Trails</th>
<th>Hops</th>
<th>Accommodated s–d Pairs</th>
<th>Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{1, 2, 3, 4, 7, 6}</td>
<td>5</td>
<td>(1,4) (1,6) (1,7) (3,6) (4,6)</td>
<td>39</td>
</tr>
<tr>
<td>2</td>
<td>{2, 1, 6, 7, 9, 10}</td>
<td>5</td>
<td>(2,1) (2,6) (2,7) (2,9) (2,10) (1,9)</td>
<td>47</td>
</tr>
<tr>
<td>3</td>
<td>{3, 4, 7, 8, 10, 9}</td>
<td>5</td>
<td>(3,7) (3,8) (3,10) (4,7) (4,8) (4,9)</td>
<td>42</td>
</tr>
<tr>
<td>4</td>
<td>{4, 3, 2, 1, 5, 8}</td>
<td>5</td>
<td>(4,1) (4,5) (3,2) (3,1) (3,5) (1,5)</td>
<td>35</td>
</tr>
<tr>
<td>5</td>
<td>{5, 1, 6, 2, 3, 4}</td>
<td>5</td>
<td>(5,6) (5,1) (1,2) (1,3) (6,2) (6,3)</td>
<td>45</td>
</tr>
<tr>
<td>6</td>
<td>{5, 8, 10, 9, 7, 6}</td>
<td>5</td>
<td>(5,10) (5,9) (8,9) (8,7) (8,6) (10,6)</td>
<td>41</td>
</tr>
<tr>
<td>7</td>
<td>{6, 1, 5, 8, 7, 4}</td>
<td>5</td>
<td>(6,1) (6,5) (6,8) (6,7) (6,4) (5,8)</td>
<td>47</td>
</tr>
<tr>
<td>8</td>
<td>{9, 7, 8, 5, 1, 2}</td>
<td>5</td>
<td>(9,7) (9,5) (9,1) (9,2) (7,5) (7,2)</td>
<td>44</td>
</tr>
<tr>
<td>9</td>
<td>{9, 10, 8, 7, 4, 3}</td>
<td>5</td>
<td>(9,8) (9,4) (9,3) (10,8) (10,7) (10,4)</td>
<td>48</td>
</tr>
<tr>
<td>10</td>
<td>{10, 8, 5, 1, 2, 3}</td>
<td>5</td>
<td>(10,5) (10,2) (10,3) (8,5) (8,3) (5,3)</td>
<td>44</td>
</tr>
</tbody>
</table>
Table 5.8  Local Best-Fit: Resulting light trails  $T_l_{max} = 5$.

<table>
<thead>
<tr>
<th>No.</th>
<th>Light Trails</th>
<th>Hops</th>
<th>Accommodated s-d Pairs</th>
<th>Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{3, 2, 6, 7, 8, 10}</td>
<td>5</td>
<td>(3,10) (3,6) (3,8) (6,8) (2,6) (3,2)</td>
<td>48</td>
</tr>
<tr>
<td>2</td>
<td>{10, 8, 7, 6, 2, 3}</td>
<td>5</td>
<td>(6,10) (2,8) (6,7) (2,7) (2,10) (7,8)</td>
<td>46</td>
</tr>
<tr>
<td>3</td>
<td>{1, 5, 8, 6, 7, 4}</td>
<td>5</td>
<td>(10,3) (2,3) (8,3) (8,2) (7,6) (6,3)</td>
<td>48</td>
</tr>
<tr>
<td>4</td>
<td>{1, 2, 3, 4, 7, 9}</td>
<td>5</td>
<td>(6,2) (10,8) (7,2) (10,7) (8,6)</td>
<td>48</td>
</tr>
<tr>
<td>5</td>
<td>{1, 5, 8, 7, 9, 10}</td>
<td>5</td>
<td>(1,4) (1,6) (1,8) (1,7) (5,4) (6,4)</td>
<td>48</td>
</tr>
<tr>
<td>6</td>
<td>{3, 4, 7, 6, 8, 5}</td>
<td>5</td>
<td>(5,6) (8,4) (7,4)</td>
<td>47</td>
</tr>
<tr>
<td>7</td>
<td>{3, 4, 7, 6, 8, 5}</td>
<td>5</td>
<td>(5,6) (8,4) (7,4)</td>
<td>47</td>
</tr>
<tr>
<td>8</td>
<td>{4, 3, 2, 6, 1}</td>
<td>4</td>
<td>(1,3) (4,3) (2,1)</td>
<td>40</td>
</tr>
<tr>
<td>9</td>
<td>{4, 7, 8, 10}</td>
<td>3</td>
<td>(4,10)</td>
<td>37</td>
</tr>
<tr>
<td>10</td>
<td>{9, 10, 8, 6, 2, 1}</td>
<td>5</td>
<td>(4,5) (4,8)</td>
<td>37</td>
</tr>
<tr>
<td>11</td>
<td>{9, 10, 8, 7, 4, 3}</td>
<td>5</td>
<td>(9,1) (10,6) (10,2) (9,6) (9,8)</td>
<td>31</td>
</tr>
<tr>
<td>12</td>
<td>{9, 10, 8, 5}</td>
<td>3</td>
<td>(9,3) (9,4) (9,7) (10,4)</td>
<td>25</td>
</tr>
<tr>
<td>13</td>
<td>{6, 8, 10, 9}</td>
<td>3</td>
<td>(9,5) (10,5)</td>
<td>15</td>
</tr>
</tbody>
</table>

5.4.4 Discussions

An observation from the optimal solutions obtained by solving ILP formations is that only the longest candidate paths are chosen as light trails. This is due to the fact that only the number of light trails is being minimized. The program stops searching as the number of light trails does not decrease, even though it is possible to substitute some light trails with shorter paths.

The problem becomes unmanageable to ILP approach as the problem size increases. In these scenario, relaxation techniques could be a preferred choice. When the traffic is uniform or the variation among different requests are small enough that they can be approximately treated as uniform traffic, $D_{N \times N} = \{d_{s,t} = \bar{d} \forall (s,t)\}$. LP relaxation is a very effective means for obtaining fast solutions. This can be achieved by modifying ILP formulation 5.2.2 as follows, and the rest of the formulation remains the same.

$$\sum_{(s,t)} p_{s,t} \leq [C/\bar{d}]$$  (5.5)
In this formulation, the coefficient matrix of the variables is totally unimodular, hence, the LP relaxation still yields integer solutions. This can be applied to solve light trail design problem where the traffic requests have similar capacities.

5.5 Summary

The concept of light trails has been proposed as a novel architecture designed for carrying finer granularity IP burst traffic. The fast access of lightpath communication and the flexible dynamic sub-wavelength provisioning make light trail architecture a strong candidate for transporting IP traffic over optical networks. As a newly proposed concept, light trail architecture also brings up various issues in designing optical networks for transporting IP centric traffic.

How to identify a set of light trails in the design phase is one of the key issues in light trail implementations. In this chapter we proposed an exact ILP formulation for obtaining optimal light trail design with minimum cost (in terms of number of light trails as well as the number of wavelengths). A simplified formulation with possible LP-relaxations is given as well. We also designed two algorithms, namely local best-fit increasing packing and local best-fit decreasing packing. Heuristic algorithms do not guarantee the optimality of the solution. However, their capability of obtaining fast and near optimal solutions is still preferred, especially when the problem is unmanageable to ILP approaches.
CHAPTER 6. Survivable Grooming Network Design

6.1 Introduction

WDM significantly increases the capacity of a fiber by allowing simultaneous transmission of multiple wavelengths (channels), each operating at rates up to 10Gb/s. There are several critical issues involved in using WDM optical networks effectively. We address two important issues of current interest in this chapter.

1. Due to the high bandwidth involved, any link failure that leaves fiber unusable will have catastrophic results. Thus protection and restoration schemes for the interrupted services must form an integral part of the network design and operation strategies. Although network survivability can be achieved at the higher layers above the optical layer, e.g., self-healing in SONET rings, using alternate ATM virtual path, fast rerouting in MPLS, and changing routes using dynamic routing protocols in the IP layer, it is advantageous to use optical WDM survivability mechanisms since they offer a common and fast survivability platform for services to the higher layers. Moreover, due to the availability of multiple paths on the same fiber, the higher layers may not be aware of and may plan to use an alternate path through the same fiber, obviously that will not work.

2. The bandwidth on a wavelength is close to the peak electronic transmission speed and has steadily increased from OC-48 (2.5 Gbps) to OC-192 (10Gbps), and is expected to increase up to OC-768 (40 Gbps). The available bandwidth on a wavelength is becoming too large for certain traffic. Several types of further traffic multiplexing on a wavelength are thus proposed [21, 25, 13]. One approach to provisioning fractional wavelength capacity is to multiplex traffic on a wavelength. The resulting networks are referred to as
WDM grooming networks. The aim of this research is to enable grooming capability in the design of survivable WDM mesh networks.

This chapter deals with lightpath protection schemes for subwavelength level traffic grooming networks, which are defined as shared-wavelength grooming networks with wavelength continuity constrained grooming nodes. This chapter is organized as follows: the remainder of Section 6.1 reviews prior work on survivable WDM network design. The ILP formulations for enabling grooming in survivable WDM network are presented in Section 6.2. Results of ILP formulations are given in Section 6.3. Our approaches of survivable grooming network design is extended to partially protected WDM grooming networks in Section 6.4. Section 6.5 presents the conclusions.

6.1.1 Related Work

Joint working (primary) and spare (backup) capacity planning in mesh-survivable WDM networks design has gained a lot of attention in optical community [58], [40], [41], [59]. The study in [58] proposed an optimal design scheme to achieve fast restoration in survivable WDM transport networks by using predetermined restoration paths. The problem was formulated as an Integer Linear programming (ILP) problem to optimally determine the working paths and their corresponding restoration paths, together with the number of fibers in each span, and the optical crossconnects in each node. The study in [40] examined different approaches to protect mesh-based WDM optical networks from single-link failures. The problems of determining the capacity requirements for a static traffic demand based path/link protection/restoration schemes were formulated into ILP optimization problems. Joint optimization of primary and restoration routes to minimize the network capacity was studied in [41]. The study also tried to determine the best restoration route for each wavelength demand, the capacities, and primary routes of all demands, given network topology. They considered a static traffic demand and optimized the network cost assuming various cost models and survivability paradigms. The study in [59] formulated various operational phases in survivable WDM networks as a single ILP optimization problem, and proposed a fast algorithm for fast
online reconfiguration based on LP-relaxation technique to solve the ILP problem.

The above algorithms are designed for a network scenario where the full wavelength is the minimum unit of the bandwidth on a link. The algorithms cannot be directly applied for grooming WDM networks design. For example, it is assumed in [59] that if a wavelength is used by any primary path, it cannot be used by any backup paths. This constraint holds in WDM networks without grooming and it helps to simplify the ILP formulation for the survivable network design. However, in grooming WDM networks this primary path wavelength restriction might not be necessary where the subwavelength level primary and backup paths could be groomed on the same wavelength on a link.

On the other hand, most early work on traffic grooming had focused on SONET ring, which deals with known and static traffic. Only few recent studies focusing on non-ring topologies. This is appropriate because today’s backbone transport infrastructures are organized in rings. However, as networks evolve to become more IP-centric, grooming for IP traffic will become an important area for future work. In the IP environment, the network topology could be general mesh and the traffic is typically neither static nor known in advance. Grooming in mesh-based networks with dynamic traffic will become an important extension to current ring-based grooming algorithms.

By the time we completed our study on the full protection in survivable grooming network design against single link failure [60], there had been only a few papers on this topic in literature. The study in [61] addressed the problem of dynamically establishing dependable low-rate traffic stream connections in WDM mesh networks with traffic grooming capabilities. To establish a dependable connection, they pre-computed link-disjoint primary and backup paths between the source and destination node and use backup multiplexing to reduce the overhead of backup traffic streams. Two schemes for grooming traffic streams onto wavelengths were proposed, namely Mixed Primary-Backup Grooming Policy (MGP) and Segregated Primary-Backup Grooming Policy (SGP). Their simulation results showed that SGP performs better in mesh networks and MGP performs better in ring networks. Similar study in the context of IP/MPLS protection/restoration with dynamic traffic has been done in [62], where k-shortest
paths were pre-computed for each request and wavelength assignment followed the first-fit (FF) policy. The authors also applied backup multiplexing technique to reduce the redundant reserved spare capacity. Benefits gained by dynamically provisioning low-rate traffic streams at the IP/MPLS layer in IP over WDM optical networks are shown through simulations.

More research interests have been focused on the issue of survivability in grooming networks lately. In [63], the authors proposed three approaches, namely protection-at-lightpath (PAL) level, mixed protection-at-connection (MPAC) level, and separate protection-at-connection (SPAC) level, for grooming a connection request with shared protection. In shared protection, backup paths can share resources provided their corresponding working paths are unlikely to fail simultaneously. Different ways of backup sharing as well as the tradeoff between wavelengths and grooming ports were studied in this paper. They concluded that when the lower bandwidth connections outnumber higher bandwidth connections, it is beneficial to groom working paths and backup paths separately, especially when the number of grooming ports is sufficient; when the number of grooming ports is moderate or small, protecting each specific lightpath achieves the best performance. The same problem with dedicated protection was studied in [64]. Two approaches, protection-at-lightpath (PAL) level and protection-at-connection (PAC) level, for grooming a connection request were studied. Their study showed that under the same assumption in [63] when the lower bandwidth connections outnumber higher bandwidth connections, PAC outperforms PAL given large number of grooming ports are available; otherwise, when the number of grooming ports is moderate or small, PAL performs better.

The above studies are based on simulations. We investigate the problem of how to groom subwavelength level requests efficiently in mesh restorable WDM networks, and formulate the corresponding path selection and wavelength assignment problem as ILP optimization problems. We also extend our solutions to the partially protected grooming networks, based on the same design idea, we develop a heuristic algorithm for routing dynamic traffic in grooming networks.
6.2 Formulation of the Optimization Problem

6.2.1 Network Model

A network with \( W \) wavelengths and \( K \) disjoint alternate paths for each s-d pairs can be viewed as \( W \times K \) networks, each of them representing a single wavelength network. Here we choose \( K = 2 \). The first \( W \) networks contain the first alternate path for each s-d pair on each wavelength, number the networks from 1 to \( W \) according to the wavelengths associated with them. The second \( W \) networks contain the second alternate path for each s-d pair on each wavelength, similarly, number them from \( W + 1 \) to \( 2W \), where the \((W + i)\)th network represents the same wavelength as the \(i\)th network, where \( i = 1, 2, \ldots, W \). Figure 6.1 illustrates this layered model of a 6-node network with 3 wavelengths, 2 connections with each has 2 link disjoint alternate paths. We can also observe from Figure 6.1 that, for example, a path among network 1 to \( W \) is selected as a primary path for a request, its backup paths can only be selected from the network \( W + 1 \) to \( 2W \) in this layered network model, so as to guarantee that the primary and backup paths are link disjoint.

6.2.2 Restoration Models

We consider 100% restoration guarantee for any single link failure for protected connections. This implies that the primary (working) paths and the restoration (backup) paths are assigned the same capacity and are link disjoint, assuming that it is possible in the network topology.

6.2.2.1 Backup Multiplexing

An efficient way of assigning backup capacities is to employ backup multiplexing technique to improve the network resource utilization. This technique allows many restoration paths, belonging to different source-destination node pairs, to share a wavelength \( w \) on a link \( l \) if and only if their corresponding primary paths are link disjoint. This is based on the fact that a single link failure will not break down two link disjoint paths.

In grooming WDM networks, the capacity reserved for restoration paths is more complicated. Let \( B = \{b_1, b_2, \ldots, b_k\} \) denotes the set of backup paths that traverse the wavelength \( w \).
Figure 6.1 An example of layered network model with $W = 3$, $K = 2$. 
on link \( l \). Let their respective capacities be \( D = \{d_1, d_2, \ldots, d_k\} \), and their respective primary paths be \( P = \{p_1, p_2, \ldots, p_k\} \). If none of the \( p_i \)'s have common links, the needed capacity on \( w \) is \( \max(d_1, d_2, \ldots, d_k) \). If some of the \( p_i \)'s have common links, their backup paths can still be groomed on wavelength \( w \). However, the capacity to be reserved must be up to the summation of their capacities. The primary paths can be grouped according to their common links. Let \( P^l = \{p^l_1, p^l_2, \ldots, p^l_{k_l}\} \) denote the group of primary paths that have link \( l \) as their common link. The capacity required by this group for back up of link \( l \) is then given by \( D^l = (d^l_1 + d^l_2 + \cdots + d^l_{k_l}) \). It is possible that one primary path belongs to more than one group. The reserved capacity on wavelength \( w \) on link \( l \) is therefore the maximum value of the capacities required by all the groups, that is \( D = \max(D^l) \).

6.2.2.2 Dedicated Backup Reservation

One simple and effective way of assigning backup capacities is to reserve dedicated capacity for each backup path. While choosing primary paths, instead of simply choosing the shortest path, we try to minimize the total link-primary-sharing (MLPS). The link-primary-sharing is defined as following,

\[
sl = \max(0, P_l - 1)
\]  

(6.1)

where \( s_l \) denotes the link-primary-sharing of link \( l \) and \( P_l \) denotes the total number of primary paths that utilize link \( l \). \( s_l \) can be viewed as the penalty assigned to link \( l \) when it is used by more than one primary path.

Backup multiplexing and dedicated backup reservation schemes with MLPS have been formulated in ILP optimization problems in Section 6.2.5 and 6.2.6, respectively.

6.2.3 Assumptions

To formulate the grooming survivable network design problem in a WDM mesh network with static traffic pattern as an ILP problem, we make the following assumptions.

1. The network is a single-fiber general mesh network.
2. A connection request cannot be divided into several lower speed connection requests and routed separated from the source to the destination. The data traffic on a connection request should always follow the same route.

3. The transceivers in a network node are fixed, hence wavelength continuity constraint applies.

4. Each grooming node has unlimited multiplexing and demultiplexing capability. This means that the network node can multiplex/demultiplex as many low-speed traffic streams to a lightpath as needed, as long as the aggregated traffic does not exceed the lightpath capacity.

6.2.4 Notations

The following cost parameter is employed.

- $C_l$: Cost of using link $l$.

The following information is given regarding link usage and whether two given paths are link and node disjoint.

- $I_{(i,p),(j,r)}$: Takes a value of one if paths $(i,p)$ and $(j,r)$ have at least one link in common; zero otherwise. If two routes share a link, then all lightpaths using those routes have the corresponding $I$ value set to one; else zero. (data).

The following notations are for path-related information.

- $\delta^{i,p}$: Path indicator. It takes a value of one if $(i,p)$ is chosen as a primary path; zero otherwise (binary variable).

- $\nu^{l,r}$: Path indicator. It takes a value of one if $(m,r)$ is chosen as a restoration path; zero otherwise (binary variable).

- $\epsilon^{i,p}_l$: Link indicator. It takes a value of one if link $l$ is used in path $(i,p)$; zero otherwise (data).
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- $\psi_{i,p}^w$: Wavelength indicator. It takes a value of one if wavelength $w$ is used by the path $(i,p)$; zero otherwise (data).

The following variables are used to present wavelength assignment in this grooming network.

- $p_{i,w}^l$: Takes a value of one if wavelength $w$ on link $l$ is used by primary path of demand $i$; zero otherwise (binary variable).
- $r_{i,w}^l$: Takes a value of one if wavelength $w$ on link $l$ is used by backup path of demand $i$; zero otherwise (binary variable).
- $W_l$: Total number of wavelengths required on link $l$ (nonnegative integer).
- $M_{i,w}^l$: Total capacity assigned to primary paths on wavelength $w$ on link $l$ (nonnegative integer).
- $R_{i,w}^l$: Total capacity reserved for backup paths on wavelength $w$ on link $l$ (nonnegative integer).

6.2.5 ILP Formulation I: Backup Multiplexing

1. Objective:

The objective is to minimize the total wavelength links. Given a network topology and a set of point-to-point demands and their link disjoint primary and backup routes, assign the primary and backup routes in an optimal way that the total wavelength links is minimized. Here we choose $C_l = 1$, hence, the objective is to minimize the total number of wavelength – links.

$$\min \sum_{l \in E} C_l \times W_l$$  \hspace{1cm} (6.2)

2. Constraints on physical route variables: A lightpath can carry traffic for a s-d pair only if it is in the physical route of this request.
\[ p_{i,w}^j = \sum_{p=1}^{KW} \delta^{i,p} \psi_w^{i,p} \] (6.3)

\[ r_{i,j,w}^m = \sum_{r=1}^{KW} \nu^{i,r} \psi_w^{i,r} \] (6.4)

3. **Constraints on path indicators:** One and only one path will be assigned as a primary (backup) path for each request.

\[ \sum_{p=1}^{KW} \delta^{i,p} = 1 \] (6.5)

\[ \sum_{r=1}^{KW} \nu^{i,r} = 1 \] (6.6)

4. **Constraints on topology diversity of primary and backup paths:** Primary and restoration paths of a given demand should be node and link disjoint.

\[ \sum_{p=1}^{W} \delta^{i,p} = \sum_{r=W+1}^{KW} \nu^{i,r} \] (6.7)

\[ \sum_{p=W+1}^{KW} \delta^{i,p} = \sum_{r=1}^{W} \nu^{i,r} \] (6.8)

5. **Constraints on wavelength capacity:** Primary capacities are aggregated. For each wavelength, the sum of primary capacities and backup capacities should not exceed the total wavelength capacity.

\[ M_{i,w} = \sum_{i} d_i \times p_{i,w}^j \] (6.9)

\[ M_{i,w} + R_{i,w} \leq C \] (6.10)

6. **Constraints on fiber capacity:** The number of wavelengths used on a fiber should not exceed the total number of wavelengths carried by the fiber. Equations (6.12), (6.13),
and (6.14) together set \( u_{l,w} = 1 \), if \( x_{l,w} \geq 1 \), and zero otherwise. \( x_{l,w} \) counts the number of primary and backup paths that use wavelength \( w \) on link \( l \), and \( W_l \) counts the number of wavelengths used on link \( l \). Recall that we assume single-fiber networks here.

\[
x_{l,w} = \sum_i (r_{i,w} + p_{i,w})
\]

(6.11)

\[
u_{l,w} \leq x_{l,w}
\]

(6.12)

\[ψ N (N - 1) u_{l,w} \geq x_{l,w}
\]

(6.13)

\[
u_{l,w} \in \{0, 1\}
\]

(6.14)

\[
W_l \geq \sum_w u_{l,w}
\]

(6.15)

\[
W_l \leq W
\]

(6.16)

7. *Constraints on backup multiplexing:* The capacity reserved for backup paths on a link need to take the correlations between the corresponding primary paths into account. If the primary paths do not have common links, their backup paths can share the same wavelength on their common links, the reserved capacity will be the maximum requested capacity among them. Otherwise, the capacity for their backups on the same wavelength will also be aggregated. Recall \( R_{l,w} \) denotes the capacity assigned to backup paths on wavelength \( w \) on link \( l \), \( R_{l,w} \) is given as:
\[ R_{i,w} \geq d_i \times \nu^{i,p} \epsilon^{i,p} \psi^{i,p} \]
\[ + \sum_{j \geq i} d_j \times \nu^{j,p} \epsilon^{j,p} \psi^{j,p} \times I(i,j) \]
\[ + \sum_{j \geq i} d_j \times \nu^{j,p} \epsilon^{j,p} \psi^{j,p} \times I(i,j) \]
\[ + \sum_{j \geq i} d_j \times \nu^{j,p} \epsilon^{j,p} \psi^{j,p} \times I(i,j) \]
\[ + \sum_{j \geq i} d_j \times \nu^{j,p} \epsilon^{j,p} \psi^{j,p} \times I(i,j) \]

where \( \nu^{i,p} \) is a binary variable which takes value of one when \( \nu^{i,p} = 1 \) and \( \nu^{i,p} = 1 \). It is given by Equation (6.18), (6.19) and (6.20).

\[ \nu^{i,p} \geq \nu^{i,p} + \nu^{i,p} - 1 \]  \hspace{1cm} (6.18)

\[ \nu^{i,p} \leq \nu^{i,p} \]  \hspace{1cm} (6.19)

\[ \nu^{i,p} \leq \nu^{i,p} \]  \hspace{1cm} (6.20)

6.2.6 ILP Formulation II: Dedicated Backup with MLPS

1. Objective:

The objective is to minimize the total wavelength-links as well as total link-primary-sharing. Recall that \( s_l \) denotes the link-primary-sharing on link \( l \). Let \( C_{\text{share}}^l \) be the weight of \( s_l \). The objective function is hence give as:

\[ \min(\sum_{l \in E} C_l \times W_l + C_{\text{share}}^l \times s_l). \]  \hspace{1cm} (6.21)

Constraints 6.3-6.15 are still applicable, only the backup capacities are calculated in a different way.

2. Constraints on backup capacity: Backup capacities are aggregated when dedicated backup reservation is applied.
3. Constraints on link-primary-sharing: Recall the definition of $s_l$ in Section 6.2.2.2, $s_l$ is nonnegative and given as following.

$$ s_l \geq \sum_{i} \sum_{w} p_{l,w}^i - 1 \quad (6.23) $$

$$ s_l \leq \sum_{i} \sum_{w} p_{l,w}^i \quad (6.24) $$

6.3 Numerical Results

6.3.1 Experimental Design

This section presents numerical results of the ILP formulations given in Section 6.2.5 and 6.2.6 on physical topologies given in Figure 6.2(a) and (b).

The performance of grooming depends on the efficiency of grooming fractional wavelength traffic onto full or almost-full wavelength, hence, it also depends on the traffic pattern. When most of the traffic are of full-wavelength capacity or almost full-wavelength capacity, grooming will not bring much improvement on wavelength utilization. In this example traffic is randomly generated with each request having a capacity of OC-12, which is 1/4 of the full wavelength capacity. Two link disjoint alternate paths for each connection are pre-computed based on fixed shortest-paths routing algorithm.

6.3.2 Experiment I

We use CPLEX Linear Optimizer 7.0 [57] to solve the ILP formulation I and II. Tables 6.1 and 6.2 show the path selection and wavelength assignment results of the same set of requests on topology given by Figure 6.2(a) with ILP formulation I and II, respectively.
Figure 6.2  Physical topologies used in experiments.

Table 6.1  Solution from ILP formulation I: Requires 21 wavelength-links.

<table>
<thead>
<tr>
<th>Seq. No.</th>
<th>s-d pair</th>
<th>Formulation I</th>
<th>Primary</th>
<th>Backup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1-3</td>
<td>1-2-3</td>
<td>w_3</td>
<td>1-6-3</td>
</tr>
<tr>
<td>2</td>
<td>1-4</td>
<td>1-2-3-4</td>
<td>w_3</td>
<td>1-6-5-4</td>
</tr>
<tr>
<td>3</td>
<td>1-5</td>
<td>1-2-3-4-5</td>
<td>w_3</td>
<td>1-6-5</td>
</tr>
<tr>
<td>4</td>
<td>2-4</td>
<td>2-3-4</td>
<td>w_2</td>
<td>2-6-5-4</td>
</tr>
<tr>
<td>5</td>
<td>2-5</td>
<td>2-6-5</td>
<td>w_4</td>
<td>2-3-4-5</td>
</tr>
<tr>
<td>6</td>
<td>2-6</td>
<td>2-6</td>
<td>w_4</td>
<td>2-1-6</td>
</tr>
<tr>
<td>7</td>
<td>3-5</td>
<td>3-4-5</td>
<td>w_3</td>
<td>3-6-5</td>
</tr>
<tr>
<td>8</td>
<td>3-6</td>
<td>3-2-6</td>
<td>w_4</td>
<td>3-6</td>
</tr>
<tr>
<td>9</td>
<td>4-2</td>
<td>4-3-2</td>
<td>w_4</td>
<td>4-5-6-2</td>
</tr>
<tr>
<td>10</td>
<td>4-5</td>
<td>4-3-6-5</td>
<td>w_4</td>
<td>4-5</td>
</tr>
<tr>
<td>11</td>
<td>5-2</td>
<td>5-6-2</td>
<td>w_2</td>
<td>5-4-3-2</td>
</tr>
<tr>
<td>12</td>
<td>5-3</td>
<td>5-4-3</td>
<td>w_4</td>
<td>5-6-3</td>
</tr>
<tr>
<td>13</td>
<td>6-1</td>
<td>6-2-1</td>
<td>w_2</td>
<td>6-1</td>
</tr>
<tr>
<td>14</td>
<td>6-3</td>
<td>6-3</td>
<td>w_2</td>
<td>6-2-3</td>
</tr>
<tr>
<td>15</td>
<td>6-4</td>
<td>6-3-4</td>
<td>w_2</td>
<td>6-5-4</td>
</tr>
</tbody>
</table>
Table 6.2  Solution from ILP formulation II: Requires 21 wavelength-links.

<table>
<thead>
<tr>
<th>Seq. No.</th>
<th>s-d pair</th>
<th>Formulation II</th>
<th>Primary</th>
<th>Backup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1-3</td>
<td>1-2-3</td>
<td>w₃</td>
<td>w₃</td>
</tr>
<tr>
<td>2</td>
<td>1-4</td>
<td>1-6-5-4</td>
<td>w₃</td>
<td>w₃</td>
</tr>
<tr>
<td>3</td>
<td>1-5</td>
<td>1-6-5</td>
<td>w₃</td>
<td>1-2-3-4-5 w₃</td>
</tr>
<tr>
<td>4</td>
<td>2-4</td>
<td>2-3-4</td>
<td>w₂</td>
<td>2-6-5-4 w₁</td>
</tr>
<tr>
<td>5</td>
<td>2-5</td>
<td>2-6-5</td>
<td>w₁</td>
<td>2-3-4-5 w₂</td>
</tr>
<tr>
<td>6</td>
<td>2-6</td>
<td>2-6</td>
<td>w₁</td>
<td>2-1-6 w₃</td>
</tr>
<tr>
<td>7</td>
<td>3-5</td>
<td>3-4-5</td>
<td>w₂</td>
<td>3-6-5 w₁</td>
</tr>
<tr>
<td>8</td>
<td>3-6</td>
<td>3-6</td>
<td>w₁</td>
<td>3-2-6 w₁</td>
</tr>
<tr>
<td>9</td>
<td>4-2</td>
<td>4-3-2</td>
<td>w₁</td>
<td>4-5-6-2 w₃</td>
</tr>
<tr>
<td>10</td>
<td>4-5</td>
<td>4-5</td>
<td>w₂</td>
<td>4-3-6-5 w₁</td>
</tr>
<tr>
<td>11</td>
<td>5-2</td>
<td>5-6-2</td>
<td>w₃</td>
<td>5-4-3-2 w₁</td>
</tr>
<tr>
<td>12</td>
<td>5-3</td>
<td>5-6-3</td>
<td>w₃</td>
<td>5-4-3 w₁</td>
</tr>
<tr>
<td>13</td>
<td>6-1</td>
<td>6-1</td>
<td>w₁</td>
<td>6-2-1 w₃</td>
</tr>
<tr>
<td>14</td>
<td>6-3</td>
<td>6-3</td>
<td>w₃</td>
<td>6-2-3 w₃</td>
</tr>
<tr>
<td>15</td>
<td>6-4</td>
<td>6-5-4</td>
<td>w₃</td>
<td>6-3-4 w₃</td>
</tr>
</tbody>
</table>

Tables 6.1 and 6.2 shows that 21 wavelength-links are needed to carry all the 15 requests. The solution for the same request set in the network without traffic grooming capability can be obtained from formulation I as a special case where each request has full wavelength capacity. The results are shown in Table 6.3. It turned out that minimum 52 wavelength-links are required in the network without traffic grooming capability.

From pre-computed path sets, we can calculate the maximum wavelength-links that are needed to establish all the primary and backup paths. Notice that without traffic grooming and backup multiplexing, 64 wavelength-links are needed, while backup multiplexing helps to reduce it to 52. The gain by using backup multiplexing is then 18.75%, and 8 wavelength-links are saved.

With subwavelength traffic grooming, 21 wavelength-links are sufficient, which means another 31 wavelength-links are saved. If we take the wavelength capacity granularity into account, the total required capacity is 64/4 = 16 OC-12 capacity units. Without grooming, each lightpath uses full OC-48 capacity, although the requested capacity is OC-12, so totally 52 OC-48 capacity units have been occupied. With traffic grooming, although 21 wavelength-links...
Table 6.3  Solution without traffic grooming: Requires 52 wavelength-links.

<table>
<thead>
<tr>
<th>Seq. No.</th>
<th>s-d pair</th>
<th>No Traffic Grooming</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Primary</td>
<td>Backup</td>
</tr>
<tr>
<td>1</td>
<td>1-3</td>
<td>w_6</td>
<td>w_6</td>
</tr>
<tr>
<td>2</td>
<td>1-4</td>
<td>w_3</td>
<td>w_1</td>
</tr>
<tr>
<td>3</td>
<td>1-5</td>
<td>w_3</td>
<td>w_2</td>
</tr>
<tr>
<td>4</td>
<td>2-4</td>
<td>w_4</td>
<td>w_7</td>
</tr>
<tr>
<td>5</td>
<td>2-5</td>
<td>w_2</td>
<td>w_7</td>
</tr>
<tr>
<td>6</td>
<td>2-6</td>
<td>w_8</td>
<td>w_2</td>
</tr>
<tr>
<td>7</td>
<td>3-5</td>
<td>w_8</td>
<td>w_5</td>
</tr>
<tr>
<td>8</td>
<td>3-6</td>
<td>w_6</td>
<td>w_7</td>
</tr>
<tr>
<td>9</td>
<td>4-2</td>
<td>w_6</td>
<td>w_2</td>
</tr>
<tr>
<td>10</td>
<td>4-5</td>
<td>w_4</td>
<td>w_7</td>
</tr>
<tr>
<td>11</td>
<td>5-2</td>
<td>w_4</td>
<td>w_7</td>
</tr>
<tr>
<td>12</td>
<td>5-3</td>
<td>w_5</td>
<td>w_1</td>
</tr>
<tr>
<td>13</td>
<td>6-1</td>
<td>w_3</td>
<td>w_2</td>
</tr>
<tr>
<td>14</td>
<td>6-3</td>
<td>w_4</td>
<td>w_2</td>
</tr>
<tr>
<td>15</td>
<td>6-4</td>
<td>w_5</td>
<td>w_6</td>
</tr>
</tbody>
</table>

Table 6.3  Solution without traffic grooming: Requires 52 wavelength-links.

have been used, it is still possible to pack other lightpaths on to some wavelengths even without
taking backup multiplexing into account, because some wavelengths still have free bandwidth, and the total used capacity is exactly 16 OC-12 capacity units. This example clearly shows the improvement of capacity utilization by enabling subwavelength level grooming in the restorable WDM network design.

Although in the above example, backup multiplexing and dedicated backup with MLPS perform the same in terms of wavelength-links. This will not always happen. However in this scenario MLPS is preferred because fewer working paths will be touched by single-link failures. For example, from Table 6.1, the failure of link (2, 3) would affect 4 working paths in formulation I and 2 in formulation II as shown in Table 6.2. Additionally, with the objective to minimize the total wavelength-links, backup multiplexing stops when the objective value does not decrease any more. It is still possible to reallocate some primary paths so that there could be more chances to multiplex backup paths onto some wavelength, and result in more spare capacity on the utilized wavelengths. But the value of the objective function will stay the same.
Different path selections can be observed from the Tables 6.1 and 6.2. In order to simply minimize the total wavelength-links, grooming tends to exhaust one wavelength before using another wavelength. While link-primary-share is taken as a link penalty, in formulation II, it would be preferred to have more balanced load for primary paths.

6.3.3 Experiment II

We also performed experiments on the topology in Figure 6.2(b), which is a 10-node network with 14 bi-directional links. The randomly generated traffic matrix is shown in Table 6.4.

Table 6.4 Traffic matrix for the 10-node-14-link network.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3+1</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>0</td>
<td>12+12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>3+3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The solution from formulation I shows that by employing backup multiplexing technique 28 wavelength-links are needed, while formulation II gives a solution requires 33 wavelength-links. The detailed results on path selection and wavelength assignment are shown in Table 6.5 and Table 6.6 respectively.

In general, formulation II requires more wavelength-links in comparison to formulation I. However, this becomes affordable in networks with subwavelength grooming capability, where the wavelength utilization is significantly improved by traffic grooming. Moreover, from the respect of ILP formulation, formulation II has less complexity than formulation I in terms of number of constraints and variables, which makes formulation II less computationally expensive and hence more practical.
Table 6.5  Solution from ILP formulation I: Requires 28 wavelength-links.

<table>
<thead>
<tr>
<th>Seq. No.</th>
<th>s-d pair</th>
<th>Formulation I</th>
<th>Primary</th>
<th>Backup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>w₁</td>
</tr>
<tr>
<td>1</td>
<td>9-2</td>
<td>9-10-8-5-1-2</td>
<td>w₁</td>
<td>9-7-6-2 w₁</td>
</tr>
<tr>
<td>2</td>
<td>3-2</td>
<td>3-2</td>
<td>w₁</td>
<td>3-4-7-6-2 w₁</td>
</tr>
<tr>
<td>3</td>
<td>7-9</td>
<td>7-9</td>
<td>w₁</td>
<td>7-8-10-9 w₁</td>
</tr>
<tr>
<td>4</td>
<td>8-7</td>
<td>8-6-7</td>
<td>w₁</td>
<td>8-7 w₁</td>
</tr>
<tr>
<td>5</td>
<td>9-6</td>
<td>9-7-6</td>
<td>w₁</td>
<td>9-10-8-6 w₁</td>
</tr>
<tr>
<td>6</td>
<td>2-1</td>
<td>2-1</td>
<td>w₁</td>
<td>2-6-1 w₁</td>
</tr>
<tr>
<td>7</td>
<td>1-4</td>
<td>1-6-7-4</td>
<td>w₁</td>
<td>1-2-3-4 w₁</td>
</tr>
<tr>
<td>8</td>
<td>4-9</td>
<td>4-7-9</td>
<td>w₁</td>
<td>4-3-2-6-8-10-9 w₁</td>
</tr>
<tr>
<td>9</td>
<td>10-1</td>
<td>10-8-5-1</td>
<td>w₁</td>
<td>10-9-7-6-1 w₁</td>
</tr>
<tr>
<td>10</td>
<td>4-8</td>
<td>4-7-8</td>
<td>w₁</td>
<td>4-3-2-6-8 w₁</td>
</tr>
<tr>
<td>11</td>
<td>4-5</td>
<td>4-3-2-1-5</td>
<td>w₁</td>
<td>4-7-8-5 w₁</td>
</tr>
<tr>
<td>12</td>
<td>8-1</td>
<td>8-5-1</td>
<td>w₁</td>
<td>8-6-1 w₁</td>
</tr>
<tr>
<td>13</td>
<td>9-5</td>
<td>9-10-8-6-1-5</td>
<td>w₁</td>
<td>9-7-8-5 w₁</td>
</tr>
<tr>
<td>14</td>
<td>5-9</td>
<td>5-1-6-8-10-9</td>
<td>w₁</td>
<td>5-8-7-9 w₁</td>
</tr>
<tr>
<td>15</td>
<td>8-3</td>
<td>8-6-2-3</td>
<td>w₁</td>
<td>8-7-4-3 w₁</td>
</tr>
<tr>
<td>16</td>
<td>7-9</td>
<td>7-9</td>
<td>w₁</td>
<td>7-8-10-9 w₁</td>
</tr>
<tr>
<td>17</td>
<td>2-10</td>
<td>2-6-8-10</td>
<td>w₁</td>
<td>2-3-4-7-9-10 w₁</td>
</tr>
<tr>
<td>18</td>
<td>9-6</td>
<td>9-10-8-6</td>
<td>w₁</td>
<td>9-7-6 w₁</td>
</tr>
<tr>
<td>19</td>
<td>4-6</td>
<td>4-3-2-6</td>
<td>w₁</td>
<td>4-7-6 w₁</td>
</tr>
<tr>
<td>20</td>
<td>6-3</td>
<td>6-2-3</td>
<td>w₁</td>
<td>6-7-4-3 w₁</td>
</tr>
<tr>
<td>21</td>
<td>8-3</td>
<td>8-7-4-3</td>
<td>w₁</td>
<td>8-6-2-3 w₁</td>
</tr>
<tr>
<td>22</td>
<td>1-5</td>
<td>1-6-8-5</td>
<td>w₁</td>
<td>1-5 w₁</td>
</tr>
<tr>
<td>23</td>
<td>4-10</td>
<td>4-3-2-6-7-9-10 w₁</td>
<td>4-7-8-10 w₁</td>
<td></td>
</tr>
</tbody>
</table>
Table 6.6  Solution from ILP formulation II: Requires 33 wavelength-links.

<table>
<thead>
<tr>
<th>Seq. No.</th>
<th>s-d pair</th>
<th>Formulation II</th>
<th>Primary</th>
<th>Backup</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9-2</td>
<td>9-10-8-5-1-2</td>
<td>w₁</td>
<td>9-7-6-2</td>
</tr>
<tr>
<td>2</td>
<td>3-2</td>
<td>3-2</td>
<td>w₁</td>
<td>3-4-7-6-2</td>
</tr>
<tr>
<td>3</td>
<td>7-9</td>
<td>7-9</td>
<td>w₁</td>
<td>7-8-10-9</td>
</tr>
<tr>
<td>4</td>
<td>8-7</td>
<td>8-7</td>
<td>w₁</td>
<td>8-6-7</td>
</tr>
<tr>
<td>5</td>
<td>9-6</td>
<td>9-7-6</td>
<td>w₁</td>
<td>9-10-8-6</td>
</tr>
<tr>
<td>6</td>
<td>2-1</td>
<td>2-1</td>
<td>w₁</td>
<td>2-6-1</td>
</tr>
<tr>
<td>7</td>
<td>1-4</td>
<td>1-6-7-4</td>
<td>w₁</td>
<td>1-2-3-4</td>
</tr>
<tr>
<td>8</td>
<td>4-9</td>
<td>4-7-9</td>
<td>w₁</td>
<td>4-3-2-6-8-10-9</td>
</tr>
<tr>
<td>9</td>
<td>10-1</td>
<td>10-9-7-6-1</td>
<td>w₁</td>
<td>10-8-5-1</td>
</tr>
<tr>
<td>10</td>
<td>4-8</td>
<td>4-7-8</td>
<td>w₁</td>
<td>4-3-2-6-8</td>
</tr>
<tr>
<td>11</td>
<td>4-5</td>
<td>4-7-8-5</td>
<td>w₁</td>
<td>4-3-2-1-5</td>
</tr>
<tr>
<td>12</td>
<td>8-1</td>
<td>8-5-1</td>
<td>w₁</td>
<td>8-6-1</td>
</tr>
<tr>
<td>13</td>
<td>9-5</td>
<td>9-7-8-5</td>
<td>w₁</td>
<td>9-10-8-6-1-5</td>
</tr>
<tr>
<td>14</td>
<td>5-9</td>
<td>5-8-7-9</td>
<td>w₁</td>
<td>5-1-6-8-10-9</td>
</tr>
<tr>
<td>15</td>
<td>8-3</td>
<td>8-7-4-3</td>
<td>w₂</td>
<td>8-6-2-3</td>
</tr>
<tr>
<td>16</td>
<td>7-9</td>
<td>7-9</td>
<td>w₁</td>
<td>7-8-10-9</td>
</tr>
<tr>
<td>17</td>
<td>2-10</td>
<td>2-6-8-10</td>
<td>w₁</td>
<td>2-3-4-7-9-10</td>
</tr>
<tr>
<td>18</td>
<td>9-6</td>
<td>9-7-6</td>
<td>w₁</td>
<td>9-10-8-6</td>
</tr>
<tr>
<td>19</td>
<td>4-6</td>
<td>4-7-6</td>
<td>w₁</td>
<td>4-3-2-6</td>
</tr>
<tr>
<td>20</td>
<td>6-3</td>
<td>6-2-3</td>
<td>w₂</td>
<td>6-7-4-3</td>
</tr>
<tr>
<td>21</td>
<td>8-3</td>
<td>8-6-2-3</td>
<td>w₁</td>
<td>8-7-4-3</td>
</tr>
<tr>
<td>22</td>
<td>1-5</td>
<td>1-5</td>
<td>w₁</td>
<td>1-6-8-5</td>
</tr>
<tr>
<td>23</td>
<td>4-10</td>
<td>4-7-8-10</td>
<td>w₁</td>
<td>4-3-2-6-7-9-10</td>
</tr>
</tbody>
</table>
6.4 Partial Protection

Our approaches of survivable grooming network design can be extended to the partial protection in WDM grooming networks. As aforementioned in Chapter 2.2, the grooming capability of the network makes partial protection a possible solution when the network resource is not sufficient to provide full protection for every request.

For a request \( m \), its requested capacity for primary or working path is given as \( d_m \), the minimum capacity for its backup is given as \( b_m \). The difference between partial protection and full protection is that here \( 0 < b_m < d_m \), while in the full protection, \( b_m = d_m \). Just for the sake of completeness, when \( b_m = 0 \), it is called no protection for request \( m \). The problem is partial protection is to find a primary path for request \( m \), assigning capacity of \( d_m \) to it, and find a backup path with capacity \( c_m \) such that \( b_m < c_m < d_m \). The higher the value of \( c_m \), the better protection request \( m \) has.

6.4.1 Optimal Design for Partial Protection

The exact ILP formulations earlier in this chapter can be modified to solve the partial protection problems in grooming networks as well. However, a direct modification makes the formulations nonlinear, because in partial protection problems, the backup capacity becomes unknown.

If we reconsider the motivation of the partial protection in grooming networks, the problem might be solved differently. The main reason partial protection is adopted is that we do not have enough wavelength resource to provide full protection for each request. In other words, we may not want to exploit one extra wavelength just to provide more than the minimum capacity requirement of the backups. In this situation, the partial protection problem can be divided into two subproblems.

1. Resource minimization: Given the network resource and minimum backup requirement, try allocate each request \( m \) with primary capacity of \( d_m \) and backup capacity of \( b_m \).

2. Protection maximization: Given all the requests are accommodated with the minimum
Protection requirement being satisfied, the second step is to optimally distribute the residual network capacity to provide better protection to some, if not all, of the requests.

We propose a two-phase ILP formulation with dedicated backup reservation for the partial protection design in WDM grooming networks as follows.

6.4.2 ILP Formulation I: Resource Minimization

1. Objective:

The objective is to minimize the total wavelength-links as well as the total link-primary-sharing.

\[
\min \left( \sum_{(i,j) \in E} w^c_{ij} \times \lambda_{ij} + w^p_{ij} \times s_{ij} \right).
\]  
(6.25)

The constraints in Equations 6.3 - 6.8, and 6.11 - 6.16, and 6.22 - 6.24 still apply here. The modified constraints are following.

2. Constraints on wavelength capacity variables: Primary capacities are aggregated. Backup capacities are aggregated when dedicated backup reservation is applied.

\[
\alpha_{ij,w} = \sum_{m} a_{m} \times p_{ij,w}^{m}
\]  
(6.26)

\[
\beta_{ij,w} = \sum_{m} b_{m} \times r_{ij,w}^{m}
\]  
(6.27)

For each wavelength, the sum of primary capacities and backup capacities should not exceed the total wavelength capacity.

\[
\alpha_{ij,w} + \beta_{ij,w} \leq C
\]  
(6.28)
6.4.3 ILP Formulation II: Protection Maximization

After solving the ILP formulation in Section 6.4.2, it is guaranteed that each request \( m \) has its minimum protection requirement being satisfied, which is \( b_m \). In the grooming WDM network, it is quite possible that there are still fractional wavelength resource available in the network. This second step is to optimally allocate the residual capacity so that some if not all the requests can achieve better protection than their minimum requirements.

After we solved the ILP formulation presented in Section 6.4.2, the primary and backup paths for each request \( m \) are known, with \( d_m \) reserved for primary path and \( b_m \) for the backup path. That is the variables in aforementioned ILP formulations are the data for this formulation. The are as follows.

- \( \Delta^{m,p} \): Path indicator that takes a value of one if \((m, p)\) is chosen as a primary path; zero otherwise (binary data).
- \( \Gamma^{m,r} \): Path indicator that takes a value of one if \((m, r)\) is chosen as a restoration path; zero otherwise (binary data).
- \( P_{ij,w}^m \): binary data, 1 if wavelength \( w \) on link \((i, j)\) is used by primary path of demand \( m \); 0 otherwise.
- \( R_{ij,w}^m \): binary data, 1 if wavelength \( w \) on link \((i, j)\) is used by backup path of demand \( m \); 0 otherwise.
- \( A_{ij} \): nonnegative integer, total number of wavelengths required on link \((i, j)\).

The new variable here is,

- \( c_m \): capacity assigned to the backup path of request \( m \).

1. Objective:

The objective here is to maximize the protection. We use \( c_m - b_m \) to indicate the quality of the protection, where \( b_m \leq c_m \leq d_m \). \( w_m^w \) is the weight assigned to the request \( m \).
\[ \max \left( \sum_m w_m^p \times (c_m - b_m) \right). \quad (6.29) \]

2. **Constraints on wavelength capacity variables**: Primary and backup capacities are aggregated.

\[ \sum_m (d_m \times P_{ij,w}^m + c_m \times R_{ij,w}^m) \leq C \quad (6.30) \]

\[ b_m \leq c_m \leq d_m \quad (6.31) \]

### 6.4.4 Experimental Results

We use CPLEX Linear Optimizer 7.0 [57] to solve the two ILP formulations developed above, namely resource minimization and protection maximization. The experiments are performed on the same 10-node network topology shown in Figure 6.2 (b). For the sake of convenience, the topology is redrawn in Figure 6.3. It is assumed that each link is bi-unidirectional.

![Figure 6.3](image)

**Figure 6.3** Physical topologies used in experiments.
6.4.4.1 Experiment I

The first experiment uses the same randomly generated 23 requests as shown in Table 6.4. We also assume each link has single fiber that carries 2 wavelengths. As presented in Section 6.3.3, 33 wavelength-links are needed with full protection for each request. We present the solutions with capacity assigned on primary and backup paths here in Table 6.7. As it shows, wavelength 2 is only used by two requests on their primary paths. Obviously wavelength 2 is not fully utilized on those corresponding links in this example.

Table 6.7 Solution with full protection: Requires 33 wavelength-links.

<table>
<thead>
<tr>
<th>Seq. No.</th>
<th>s-d pair</th>
<th>Primary Path</th>
<th>Backup Path</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>path w cap</td>
<td>path w cap</td>
</tr>
<tr>
<td>1</td>
<td>9-2</td>
<td>9-10-8-5-1-2</td>
<td>w1 3</td>
</tr>
<tr>
<td>2</td>
<td>3-2</td>
<td>3-2 w1 3</td>
<td>3-4-7-6-2 w1 3</td>
</tr>
<tr>
<td>3</td>
<td>7-9</td>
<td>7-9 w1 3</td>
<td>7-8-10-9 w1 3</td>
</tr>
<tr>
<td>4</td>
<td>8-7</td>
<td>8-7 w1 1</td>
<td>8-6-7 w1 1</td>
</tr>
<tr>
<td>5</td>
<td>9-6</td>
<td>9-7-6 w1 3</td>
<td>9-10-8-6 w1 3</td>
</tr>
<tr>
<td>6</td>
<td>2-1</td>
<td>2-1 w1 1</td>
<td>2-6-1 w1 1</td>
</tr>
<tr>
<td>7</td>
<td>1-4</td>
<td>1-6-7-4 w1 12</td>
<td>1-2-3-4 w1 12</td>
</tr>
<tr>
<td>8</td>
<td>4-9</td>
<td>4-7-9 w1 12</td>
<td>4-3-2-6-8-10-9 w1 12</td>
</tr>
<tr>
<td>9</td>
<td>10-1</td>
<td>10-9-7-6-1 w1 3</td>
<td>10-8-5-1 w1 3</td>
</tr>
<tr>
<td>10</td>
<td>4-8</td>
<td>4-7-8 w1 3</td>
<td>4-3-2-6-8 w1 3</td>
</tr>
<tr>
<td>11</td>
<td>4-5</td>
<td>4-7-8-5 w1 3</td>
<td>4-3-2-1-5 w1 3</td>
</tr>
<tr>
<td>12</td>
<td>8-1</td>
<td>8-5-1 w1 1</td>
<td>8-6-1 w1 1</td>
</tr>
<tr>
<td>13</td>
<td>9-5</td>
<td>9-7-8-5 w1 12</td>
<td>9-10-8-6-1-5 w1 12</td>
</tr>
<tr>
<td>14</td>
<td>5-9</td>
<td>5-8-7-9 w1 1</td>
<td>5-1-6-8-10-9 w1 1</td>
</tr>
<tr>
<td>15</td>
<td>8-3</td>
<td>8-7-4-3 w2 12</td>
<td>8-6-2-3 w1 12</td>
</tr>
<tr>
<td>16</td>
<td>7-9</td>
<td>7-9 w1 1</td>
<td>7-8-10-9 w1 1</td>
</tr>
<tr>
<td>17</td>
<td>2-10</td>
<td>2-6-8-10 w1 12</td>
<td>2-3-4-7-9-10 w1 12</td>
</tr>
<tr>
<td>18</td>
<td>9-6</td>
<td>9-7-6 w1 3</td>
<td>9-10-8-6 w1 3</td>
</tr>
<tr>
<td>19</td>
<td>4-6</td>
<td>4-7-6 w1 1</td>
<td>4-3-2-6 w1 1</td>
</tr>
<tr>
<td>20</td>
<td>6-3</td>
<td>6-2-3 w2 3</td>
<td>6-7-4-3 w1 3</td>
</tr>
<tr>
<td>21</td>
<td>8-3</td>
<td>8-6-2-3 w1 12</td>
<td>8-7-4-3 w1 12</td>
</tr>
<tr>
<td>22</td>
<td>1-5</td>
<td>1-5 w1 1</td>
<td>1-6-8-5 w1 1</td>
</tr>
<tr>
<td>23</td>
<td>4-10</td>
<td>4-7-8-10 w1 12</td>
<td>4-3-2-6-7-9-10 w1 12</td>
</tr>
</tbody>
</table>

For the experiments on partial protection, we define the minimum backup capacity and protection ratio as follows.
\( b_m = \lfloor c_m \times P_{\text{ratio}} \rfloor \)  

(6.32)

where \( P_{\text{ratio}} \) is referred to as the protection ratio.

In this experiment, \( P_{\text{ratio}} = 0.6 \). The path selection and wavelength assignment results are presented in Table 6.8. Totally 28 wavelength-links are required in this scenario when partial protection with \( P_{\text{ratio}} = 0.6 \) is provided. It also shows that only one wavelength is used in the network. It can also be seen that some of the requests are provided with more capacity than their minimum requirement fully protected and some are fully protected.

Table 6.8 Solution with partial protection \((P_{\text{ratio}} = 0.6)\): Requires 28 wavelength-links.

<table>
<thead>
<tr>
<th>Seq. No.</th>
<th>s-d pair</th>
<th>Primary Path</th>
<th>w cap</th>
<th>Backup Path</th>
<th>w cap</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9-2</td>
<td>9-7-6-2</td>
<td>( w_1 ) 3</td>
<td>9-10-8-5-1-2</td>
<td>( w_1 ) 3</td>
</tr>
<tr>
<td>2</td>
<td>3-2</td>
<td>3-2</td>
<td>( w_1 ) 3</td>
<td>3-4-7-6-2</td>
<td>( w_1 ) 3</td>
</tr>
<tr>
<td>3</td>
<td>7-9</td>
<td>7-9</td>
<td>( w_1 ) 3</td>
<td>7-8-10-9</td>
<td>( w_1 ) 3</td>
</tr>
<tr>
<td>4</td>
<td>8-7</td>
<td>8-7</td>
<td>( w_1 ) 1</td>
<td>8-6-7</td>
<td>( w_1 ) 1</td>
</tr>
<tr>
<td>5</td>
<td>9-6</td>
<td>9-10-8-6</td>
<td>( w_1 ) 3</td>
<td>9-7-6</td>
<td>( w_1 ) 3</td>
</tr>
<tr>
<td>6</td>
<td>2-1</td>
<td>2-1</td>
<td>( w_1 ) 1</td>
<td>2-6-1</td>
<td>( w_1 ) 1</td>
</tr>
<tr>
<td>7</td>
<td>1-4</td>
<td>1-2-3-4</td>
<td>( w_1 ) 12</td>
<td>1-6-7-4</td>
<td>( w_1 ) 12</td>
</tr>
<tr>
<td>8</td>
<td>4-9</td>
<td>4-7-9</td>
<td>( w_1 ) 12</td>
<td>4-3-2-6-8-10-9</td>
<td>( w_1 ) 8</td>
</tr>
<tr>
<td>9</td>
<td>10-1</td>
<td>10-9-7-6-1</td>
<td>( w_1 ) 3</td>
<td>10-8-5-1</td>
<td>( w_1 ) 3</td>
</tr>
<tr>
<td>10</td>
<td>4-8</td>
<td>4-7-8</td>
<td>( w_1 ) 3</td>
<td>4-3-2-6-8</td>
<td>( w_1 ) 2</td>
</tr>
<tr>
<td>11</td>
<td>4-5</td>
<td>4-7-8-5</td>
<td>( w_1 ) 3</td>
<td>4-3-2-1-5</td>
<td>( w_1 ) 2</td>
</tr>
<tr>
<td>12</td>
<td>8-1</td>
<td>8-5-1</td>
<td>( w_1 ) 1</td>
<td>8-6-1</td>
<td>( w_1 ) 1</td>
</tr>
<tr>
<td>13</td>
<td>9-5</td>
<td>9-7-8-5</td>
<td>( w_1 ) 12</td>
<td>9-10-8-6-1-5</td>
<td>( w_1 ) 12</td>
</tr>
<tr>
<td>14</td>
<td>5-9</td>
<td>5-8-7-9</td>
<td>( w_1 ) 1</td>
<td>5-1-6-8-10-9</td>
<td>( w_1 ) 1</td>
</tr>
<tr>
<td>15</td>
<td>8-3</td>
<td>8-6-2-3</td>
<td>( w_1 ) 12</td>
<td>8-7-4-3</td>
<td>( w_1 ) 8</td>
</tr>
<tr>
<td>16</td>
<td>7-9</td>
<td>7-9</td>
<td>( w_1 ) 1</td>
<td>7-8-10-9</td>
<td>( w_1 ) 1</td>
</tr>
<tr>
<td>17</td>
<td>2-10</td>
<td>2-6-8-10</td>
<td>( w_1 ) 12</td>
<td>2-3-4-7-9-10</td>
<td>( w_1 ) 9</td>
</tr>
<tr>
<td>18</td>
<td>9-6</td>
<td>9-7-6</td>
<td>( w_1 ) 3</td>
<td>9-10-8-6</td>
<td>( w_1 ) 3</td>
</tr>
<tr>
<td>19</td>
<td>4-6</td>
<td>4-7-6</td>
<td>( w_1 ) 1</td>
<td>4-3-2-6</td>
<td>( w_1 ) 1</td>
</tr>
<tr>
<td>20</td>
<td>6-3</td>
<td>6-2-3</td>
<td>( w_1 ) 3</td>
<td>6-7-4-3</td>
<td>( w_1 ) 3</td>
</tr>
<tr>
<td>21</td>
<td>8-3</td>
<td>8-7-4-3</td>
<td>( w_1 ) 12</td>
<td>8-6-2-3</td>
<td>( w_1 ) 12</td>
</tr>
<tr>
<td>22</td>
<td>1-5</td>
<td>1-5</td>
<td>( w_1 ) 1</td>
<td>1-6-8-5</td>
<td>( w_1 ) 1</td>
</tr>
<tr>
<td>23</td>
<td>4-10</td>
<td>4-7-8-10</td>
<td>( w_1 ) 12</td>
<td>4-3-2-6-7-9-10</td>
<td>( w_1 ) 12</td>
</tr>
</tbody>
</table>
6.4.4.2 Experiment II

In the second experiment, 50 requests are randomly generated as it is shown in Table 6.9, in which each request has a capacity of 12. Given total number of wavelength $W = 3$, there is no solution for full protection ($P_{ratio} = 1$).

When the protection ratio reduces to $P_{ratio} = 0.5$, the *resource minimization* step gives a solution of 59 wavelength-links, where all backup paths are given their minimum capacity, which is 6 in this scenario. Based on this routing and wavelength assignment results obtained from *resource minimization*, we perform *protection maximization*. The results show that some of the requests gain more backup capacity and reach to its full protection level, the improved requests are shown in Table 6.10.

**Table 6.9** Traffic matrix for the 10-node-14-link network: 50 requests.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>12</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12+12</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>12+12</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>12+12</td>
<td>12+12</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>12+12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>12+12</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>12+12</td>
<td>12+12</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>12+12+12</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12+12</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>12+12</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>12</td>
<td>0</td>
<td>12+12</td>
<td>12</td>
<td>0</td>
<td>12</td>
<td>12</td>
<td>0</td>
<td>12</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 6.10** Requests with improved protection: Given $P_{ratio} = 0.5$.

<table>
<thead>
<tr>
<th>Seq. No.</th>
<th>s-d pair</th>
<th>Primary Path</th>
<th>Backup Path</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Path $w$ cap</td>
<td>Path $w$ cap</td>
</tr>
<tr>
<td>5</td>
<td>10-9</td>
<td>9-7-6-2 $w_3$</td>
<td>12</td>
</tr>
<tr>
<td>18</td>
<td>7-10</td>
<td>7-9-10 $w_1$</td>
<td>12</td>
</tr>
<tr>
<td>24</td>
<td>8-1</td>
<td>8-6-1 $w_2$</td>
<td>12</td>
</tr>
<tr>
<td>27</td>
<td>6-8</td>
<td>6-8 $w_1$</td>
<td>12</td>
</tr>
<tr>
<td>30</td>
<td>1-7</td>
<td>1-6-7 $w_1$</td>
<td>12</td>
</tr>
<tr>
<td>31</td>
<td>6-3</td>
<td>6-2-3 $w_1$</td>
<td>12</td>
</tr>
<tr>
<td>47</td>
<td>3-5</td>
<td>3-2-1-5 $w_3$</td>
<td>12</td>
</tr>
</tbody>
</table>
6.4.5 Shortest-Available-Least-Congested Routing

This section deals with partial protection design in WDM grooming networks with dynamic traffic patterns. The basic ideas of solving two subproblems are applied in dynamic routing. The idea of resource minimization is conveyed to the shortest-available routing strategy on primary path allocation, and the idea of protection maximization is realized by looking for the least-congested routing for the backup path.

More specifically, for each node pair, $K$ alternate paths are pre-computed, as the candidate routes for the primary path. As a request comes, the shortest available path, $\hat{p}$, is selected first as the temporary primary path. By removing all the links involved in path $\hat{p}$, a reduced network topology is generated. In this reduced graph, find $L$ alternative paths as the corresponding backup path candidates for the temporary primary path $\hat{p}$. Among these $L$ backup path candidates, select the one which has the maximum free capacity to be the backup path given $\hat{p}$ being the temporary primary path. Such a backup route is also referred to as the least congested route among all the $L$ backup path candidates.

Let $\hat{b}$ denote the least congested route given $\hat{p}$ as the temporary primary path. If $\hat{b}$ satisfies the protection requirement, the call is accepted with $\hat{p}$ being the primary path and $\hat{b}$ being the backup path. Depending on the free capacity on path $\hat{b}$, the request is at least protected with its minimum requirement or being full protected in the best case.

Otherwise, if $\hat{b}$, the one which has the maximum free capacity among all $L$ backup candidates, can not meet the minimum protection requirement of the current request, then none of the $L$ backup candidates can satisfy the protection requirement. $\hat{p}$ is removed from the list of the eligible primary path candidates, and the next shortest available path is then selected as the new temporary primary path, its backup candidates will be generated and checked accordingly. This algorithm terminates either the request is accepted, or all $K$ alternate paths as the primary path candidates have been checked. If either primary or backup path can not be found, the request is said to be blocked.

This routing scheme is therefore called shortest-available-least-congested routing for partial protected WDM grooming networks. The main idea of this design is to first assign the minimum
resource, in terms of wavelength-links, to the primary path. Given the primary path is decided, the second step is to select a backup path. Among all the \( L \) backup path candidates, select the one which has the maximum free capacity to be the backup path. Essentially, this is the same as the design idea in ILP, in which we solve two subproblems, namely resource minimization and protection maximization in order to obtain an optimal partial protection in grooming WDM networks.

6.4.6 Simulation Results

We perform our simulations on the same topology shown in Figure 6.3. Each link has a single fiber which carries 3 wavelengths. It is assumed that random requests arrive at each node according to a Poisson process with rate \( \lambda \). Each request is equally likely to be destined to any of the remaining nodes. The holding time of the requests are exponentially distributed with mean \( 1/\mu \). Hence, the Erlang load offered by a node is \( \rho = \lambda/\mu \). The requested capacity is uniformly distributed between a given lower-bound and an upper-bound, the full wavelength capacity is chosen to be OC-48. The minimum backup capacity is specified by the protection ratio as defined earlier in Section 6.4.4.1.

A request is said to be accepted if and only if both of its primary path and backup path are successfully allocated. If a primary path can not be found, the request is said to be blocked due to primary blocking. Otherwise, given its primary path being successfully allocated, if no backup paths are found to satisfy the protection requirement, the request is said to be blocked due to backup blocking. These terms are used to analysis the simulation results.

6.4.6.1 Experiment I

In this experiment, the request capacity is uniformly distributed between OC-1 and OC-36, with the given full wavelength capacity being OC-48. Figure 6.4 presents the networking blocking performance as the node load changes. For each node load, we perform simulations in 10 rounds, with each round has 100000 random requests. An average value is taken as the blocking probability for the given node load value. The number of primary blocking and
backup blocking are presented in Figures 6.5 and 6.6, respectively.

![Graph showing blocking probability vs offered node load for different protection ratios.]

**Figure 6.4** Blocking performance for traffic capacity varies from OC-1 to OC-36.

### 6.4.6.2 Experiment II

In this experiment, the request capacity is uniformly distributed between OC-24 and OC-36. In comparison to the traffic pattern in Experiment I in Section 6.4.6.1, the average load here is higher, also the variance of the requested capacity is smaller. And hence, the traffic pattern in this experiment is called the *heavy traffic*, while the traffic pattern in Section 6.4.6.1 is referred to as the *light traffic*.

Figure 6.7 presents the blocking performance as the node load changes. For each node load, we also perform simulations in 10 rounds, each consisting 100000 random requests. The number of primary blocking and backup blocking are presented in Figures 6.8 and 6.9 respectively.

As it can be observed from Figures 6.4 and 6.7, as the protection ratio goes down, the network blocking performance improves. In the network with high load as shown in Figure 6.7, a greater improvement on blocking performance can be seen as the protection ratio goes from 0.8 to 0.6, while in the network with light load as a comparison, the improvement is more even. The reason being is that the wavelength resource is more constrained when the traffic
Requested capacity varies from OC-1 to OC-36

Figure 6.5 Number of call blocked due to primary blocking.

Requested capacity varies from OC-1 to OC-36

Figure 6.6 Number of call blocked due to backup blocking.
Figures 6.7 and 6.8: Blocking performance for traffic capacity varies from OC-24 to OC-36.
load is high.

Figures 6.5 and 6.8 show the number of primary blocking also goes down as the value of protection ration decreases. This is due to the fact that as less resource is reserved for backup paths, the chance of establishing the primary paths increases. A very sharp reduce on the number of backup blocking can be seen in both Figure 6.6 and Figure 6.9. This is mainly due to the reduce on protection value that leads to lower backup capacity requirement. For the same reason as it is in the blocking performance improvement, as the protection ration goes down, greater improvement is seen on both number of primary blocking as well as the number of backup blocking in the network with heavy load.

6.5 Summary

This chapter addresses two important issues in WDM network design, survivability and traffic grooming. The aim is to enable subwavelength level traffic grooming in survivable WDM network design. In order to provide 100% protection under single link failure, two link-disjoint alternate paths for each connection are pre-computed. The path selection and wavelength assignment schemes are formulated as ILP optimization problems. Two exact formulations
are given for employing backup multiplexing and dedicated backup (with MLPS) respectively. Illustrative examples are given to show the improvement of wavelength utilization of the two schemes and the difference path selections.

Backup multiplexing has been extensively studied in mesh-restoration WDM networks, it helps to reduce the amount of spare capacity by allowing multiple backup paths to share the same wavelength on their common links given their corresponding primary paths are link disjoint. Backup multiplexing becomes much more complicated in WDM grooming networks as we analyze in Section 6.2.2.1. It can still be applied in WDM grooming networks, however, it becomes much more expensive in computation than it is in the network without traffic grooming. Since the network grooming capability leads to a significant improvement on wavelength utilization, the dedicated backup reservation becomes affordable to provide 100% restoration for any single link failure. Furthermore, by minimizing the total Link-Primary-Sharing (MLPS), the number of affected working paths due to single link failure is reduced, so that the recovering signalling is simplified. It would be ideal to employ both backup multiplexing and MLPS scheme. However that will be too costly in computation and therefore infeasible for practical usage.

The approaches we proposed here can be easily adapted to solve partial protection problems in grooming network design. The partial protection design is decomposed into two subproblems, namely resource minimization and protection maximization. Each subproblem is formulated as an ILP optimization problem. We apply this design idea in dynamic traffic scenario, and propose a routing scheme called shortest-available-least-congested algorithm to deal with the problem of routing partial protected requests in grooming networks. The essence of our design is to make the best out of the network resource that meets the minimum protection requirement before exploiting more wavelengths. The results for both static and dynamic traffic scenarios are obtained and presented. The results show that partial protection is a useful compromise when the network resource is restrained and not sufficient to provide full protection for every request.
CHAPTER 7. Summary and Future Work

As technology develops, the networking infrastructure evolves towards the slim two-layer model of IP over WDM. The need of ATM, SONET/SDH diminishes and their functions are divided by IP and WDM layers. Challenges remain as changes happen. We have addressed several prominent issues of the design in optical layer in the context of IP over WDM.

Routing and wavelength assignment is a key problem that needs to be solved. The data traffic keep increasing while the wavelength resource is still limited. The wavelength continuity constraint in WDM layer leads to higher blocking probability in a network without wavelength conversion capability, in comparison to a network which wavelength converters are equipped. How to route and assign wavelength on a request efficient to avoid employing the expensive network equipment like wavelength converters, or adding transmitters and receivers remains to be a significant problem.

We consider the power budget scenario in optical networks when the total number of usable wavelengths in a fiber is limited to a certain maximum number due to power considerations. The total number of available wavelengths in the fiber can be more than the maximum usable number, this is referred to as the wavelength usage constraint. This research gives a viable solution of establishing lightpaths without involving wavelength converters but still achieves similar blocking performance. We develop an analytical model for evaluating the blocking performance of WDM optical networks with wavelength usage constraint. This model is verified to be accurate by comparing the results obtained from the simulations. We also evaluate the performance of first-fit wavelength assignment strategy and compare its performance with that of random wavelength assignment strategy. Our results show that with an increase of few extra wavelengths in the fiber, the blocking performance is similar to that when full-
wavelength conversion is employed. Moreover, the number of extra wavelengths required to achieve a certain blocking performance is lesser when first-fit wavelength assignment strategy is employed. We conclude that employing extra wavelengths in practical WDM optical networks is an attractive alternative compared to full-wavelength conversion even in the presence of power budget constraints. Strictly speaking, the wavelength usage constraint is an estimation of the power limit on each fiber link. It would be accurate to use the actual power that every wavelength introduces to the fiber link in order to measure the exact power level of this fiber link. This can be another challenging research problem.

As the capacity of a single wavelength keeps increasing, there exists a big gap between the huge wavelength capacity and the fractional wavelength level users requirements, it is of great importance to develop efficient wavelength sharing techniques. This motivated our investigation on IP traffic grooming in both conventional WDM optical networks as well as in a recently proposed architecture called light tail. IP traffic grooming here is referred to as the traffic aggregation performed at IP routers. It helps to alleviate the complexity of performing subwavelength level grooming in WDM layer.

The concept of virtual topology is used to solve the IP traffic grooming problem with objective to minimize the network cost in terms of number of transmitters and receivers. We formulate the transmitter/receiver minimization problem as an ILP optimization problem, and also design a simple heuristic approach, called the traffic aggregation algorithm. The IP traffic aggregation algorithm effectively reduces the number of transmitters/receivers as well as the overhead IP traffic in big networks where it is impractical to apply ILP approaches.

For a given estimated traffic matrix, a virtual topology can be obtained by applying either of the above approaches. We then propose three different routing strategies for dynamic routing in the resulting virtual topology, namely fixed path routing (FPR), least congested routing (LCR), and preferred path first (PPF). The blocking performance of these routing schemes is compared through simulations with different traffic patterns and virtual topologies. Our simulation results show that given a virtual topology with high designed link load, PPF is a preferred choice among the three routing schemes. When the designed link load is low, LCR outperforms
PPF and FPR.

The light trail has been proposed as a novel architecture designed for carrying finer granularity IP burst traffic. The fast access of light trail communication and the flexible dynamic sub-wavelength provisioning make light trail architecture a strong candidate for transporting IP traffic over optical networks. As a newly proposed concept, light trail architecture also brings up various issues in designing optical networks for transporting IP centric traffic.

We study the problem of how to identify a set of light trails at the design phase, which is one of the key issues in light trail implementations. Both mathematical formulation and heuristic algorithms are developed for obtaining a solution with minimum number of light trails to carry the given traffic. This problem is also referred to as the light trail design problem. We have not proved but we believe that light trail design problem is NP-complete. This proof remains to be one of the future projects. Dynamic routing in light trail optical networks is another topic worth investigating. Finally, to come up with a better cost function is still an interesting problem for both conventional WDM networks as well as in the light trail architecture.

Another major issue in optical fiber network is the management of fault. Even a single link failure is expensive in optical networks due to the huge amount of traffic carried by a single fiber. We study the resource planning in WDM grooming networks where a single link failure is part of the design and operation process. We propose two exact formulations for employing backup multiplexing and dedicated backup respectively in survivable grooming networks. Backup multiplexing has been extensively studied in mesh-restoration WDM networks, it leads to the save on the reserved capacity by allowing backup paths to share the wavelength capacity if their corresponding primary paths are link disjoint and will not fail due to the same single link failure. However, backup multiplexing becomes much more computational expensive than it is in networks without grooming functionality.

Our study shows that dedicated backup reservation becomes affordable and appears to be more desired in survivable grooming networks, where the wavelength utilization has significantly improved by the grooming capability of the network. Furthermore, by adding a constraint to minimize the total link-primary-sharing, the number of affected working paths
due to single link failure is reduced. This effectually prevents failure from spreading and simplifies the recovering signalling as the same time.

When network resource is restrained and insufficient to provide 100% protection to every request, one solution is to provide partial protections. The ratio between the reserved backup capacity to the primary capacity is called the protection ratio. Our methods for survivable WDM grooming network design can be easily adapted to solve the routing and wavelength assignment problem in partial protected grooming networks. We solve this problem by dividing it into two subproblems: 1) resource minimization, and 2) protection maximization. Based on this design idea, we formulate each subproblem as an ILP optimization problem for the static traffic scenario, and develop a routing scheme called shortest-available-least-congested algorithm to solve routing and wavelength assignment problem in dynamic traffic scenario. Our approaches first allocate the minimum required network resource to meet the partial protection requirement, then maximize the residual network resource to provide better protection for some of the requests if it is impossible for all the requests. Our results show that partial protection is an effective compromise when the network resource is limited.

Survivable design in grooming network is still a relatively new territory. The protection and restoration design in grooming networks is more complicated than that of the conventional WDM networks, which does not have grooming capability. However, the wavelength resource in grooming networks is not as restricted as it is in conventional WDM networks. Other than minimizing the spare capacity reserved in the network, which is a common objective of general WDM network, different aspects of the protection and restoration design can be considered. For example, future research projects can focus on the quality of protection or the failure propagation in grooming networks.
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