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Layered materials are of great and growing interest for material scientists and condensed matter physicists, not only because of their possible applications but also because of the diverse and controllable ground states. In addition, tuning of layered materials through external fields, doping, or strain can lead to the emergence of novel phenomena. In this dissertation, the importance of the study of layered materials is emphasized in Chapter 1. Before getting into experimental results, the theoretical background and experimental methods, including growth of single crystals of selected layered materials, are introduced in Chapter 2 and Chapter 3. Chapters 4, 5 and 6 are devoted to experimental results on selected layered materials. Chapter 4 presents the physical properties of CrAuTe$_4$ at ambient pressure and the tuning of its properties using hydrostatic pressure. The physical properties of PdSn$_4$ are shown in Chapter 5, and then the origin of extremely large magnetoresistance in this material is discussed in comparison/contrast to the physical properties of PtSn$_4$. Chapter 6 focuses on the tuning of the physical properties of WTe$_2$ using temperature, magnetic field and uniaxial strain. In appendix A, I list all the growth attempts regarding Te and Se containing materials. In appendix B, I explain the growth of single crystal, EuCd$_2$As$_2$, using salt (NaCl/KCl) as a solution. In appendix C, I summarize other publications during my Ph.D. years.
CHAPTER 1. INTRODUCTION

The 2010 Nobel prize in physics was awarded to Dr. Geim and Dr. Novoselov for groundbreaking experiments on graphene, the monolayer of graphite. [1] Graphene has received much attention since then, not only because of its possible applications but also because it became a test ground for numerous exotic effects. [2, 3] However, the lack of a band gap in graphene has stimulated the search for other 2D materials, including transition metal dichalcogenides, for possible future application purposes. [4] The search became more important as heterostructures built from layers of two dimensional materials have more readily available and studied. [5]

Even before the discovery of graphene, bulk layered materials were of great interest in condensed matter physics. This is because layered materials are usually considered to manifest reduced dimensionality and exhibit anisotropic properties or quasi-two dimensional Fermi surfaces. Such reduced dimensionality is thought to enhance the likelihood of discovering (and understanding) interesting ground states like charge density waves, superconductivity etc. [6] For example, the charge density wave phase in 2H-NbSe$_2$ has intrigued condensed matter physicists for decades. [7, 8]

Tuning of layered materials through applied fields, doping, pressure or strain can lead to the emergence of novel phenomena. For instance, an external magnetic field changes the resistance of WTe$_2$ enormously ($MR \sim 10^5$ % at $B = 14.7$ T and $T = 4.5$ K). [9] Superconductivity has been found upon the suppression of the charge density wave ground state by applying pressure on the transition metal dichalcogenides such as TaS$_2$ and TaSe$_2$. [4] In addition, superconductivity is found in proximity to magnetism in the cuprates and iron pnictides, and the interplay of these phases can be studied via doping or pressure. [10]

In this dissertation, I will discuss how tuning affects the properties of selected bulk layered materials. This dissertation includes a description of both the growth of these materials, as well as the experimental efforts to tune their properties. Firstly, the effect of the hydrostatic pressure on
the antiferromagnetic material CrAuTe$_4$ was studied. (Chapter 4) Secondly, by comparing PtSn$_4$ and PdSn$_4$, we tried to understand the origin of the extremely large magnetoresistance in these materials. (Chapter 5) Thirdly, we grew and studied WTe$_2$. (Chapter 6) We devised an improved synthetic route, and studied resistivity, thermoelectric power and angle resolved photoemission spectroscopy (ARPES). In addition, we discovered that uniaxial strain has huge impacts on WTe$_2$. In particular, elastoresistance in WTe$_2$ exhibits an unusual non-monotonic behavior as a function of temperature that arises from peculiar details of the band structure and its response to strain in this material. For the first time, we consider the effects of magnetic fields on elastoresistance by combining magnetic field and strain in our experiment. We observe an unprecedented sensitivity of the elastoresistance to applied magnetic fields over the full temperature range and hitherto unknown elastoresistance quantum oscillations in the low temperature regime.
CHAPTER 2. BASIC THEORY

2.1 Two-band model of electrical conductivity

We are interested in modeling magnetoresistance and Hall effect to obtain information about carrier densities and mobilities. The simple two band model of electrical conductivity works well for analyzing data for PdSn$_4$. This section is based on Refs. [11, 12].

On the basis of a condensed Fermi gas of electrons with an approximately spherical Fermi surface, the classical Drude conductivity is:

$$
\sigma_0 = \frac{n e^2 \tau}{m^*}
$$

(2.1)

with electron density $n$, effective mass $m^*$ and relaxation time $\tau$. In the presence of the magnetic field $B$, electronic motion is bent due to the Lorentz force $F = ev \times B$ where $v$ is the velocity of electrons. This results in an angular velocity $\omega_c = eB/m^*$ such that $\gamma \equiv \omega_c \tau = \frac{eB \tau}{m^*}$. If we consider this motion of electrons as cyclotron confined to a surface rather than spiral, we can express the conductivity as two by two tensor. Here, the plane normal to $B$ is treated as a complex plane for convenience. In this sense, conductivity in the magnetic field can be written as;

$$
\sigma = \frac{\sigma_0}{1 - i\gamma}
$$

(2.2)

If both electrons and holes are present in the system, the total conductivity is given by

$$
\sigma = \frac{\sigma_e}{1 - i\gamma_e} + \frac{\sigma_h}{1 - i\gamma_h}.
$$

(2.3)

Resistivity is simply $1/\sigma$

$$
\rho = \frac{1}{\sigma} = \frac{B}{n_e} \left[ \gamma_e + c\gamma_h + \gamma_e \gamma_h (\gamma_h + c\gamma_e) \right] - i \left[ \gamma_e^2 - c^2 \gamma_h^2 + (1 - c) \gamma_e^2 \gamma_h^2 \right]
$$

(2.4)

$$
\frac{1}{\gamma_e + c\gamma_h + \gamma_e \gamma_h (\gamma_h + c\gamma_e)}
$$

$$
\frac{(\gamma_e + c\gamma_h)^2 + (1 - c)^2 \gamma_e^2 \gamma_h^2}{\gamma_e^2 + (1 - c)^2 \gamma_h^2}
$$

where $c = n_h/n_e$, and then the matrix representation of complex numbers gives

$$
\rho_{xx} (B) = \frac{1}{e} \frac{(n_h \mu_h + n_e \mu_e) + (n_h \mu_e + n_e \mu_h) \mu_h \mu_e B^2}{(n_h \mu_h + n_e \mu_e)^2 + (n_h - n_e)^2 \mu_h^2 \mu_e^2 B^2}
$$

(2.5)
\[ \rho_{xy}(B) = \frac{B}{e} \left( \frac{\mu_h^2 - \mu_e^2}{\mu_h^2 + \mu_e^2} \right) + \frac{(n_h - n_e) \mu_h^2 \mu_e^2 B^2}{(n_h \mu_h + n_e \mu_e)^2 + (n_h - n_e)^2 \mu_h^2 \mu_e^2 B^2} \] (2.6)

where \( \mu = \gamma / B \). Note that \( \rho_{xx}(B) - \rho_{xx}(B = 0) / \rho_{xx}(B = 0) \) is called the magnetoresistance and \( \rho_{xy} \) is called the Hall resistivity.

If the system is not compensated \( (n_e \neq n_h) \), \( \rho_{xx} \) and \( \rho_{xy} \) can be expanded in the low magnetic field regime as follows:

\[ \rho_{xx} = \frac{1}{n_e \mu_e + n_h \mu_h} + B^2 \left( \frac{n_e \mu_e \mu_h^2 + n_h \mu_h \mu_e^2}{(n_e \mu_e + n_h \mu_h)^2} \right) - \frac{(n_h - n_e)^2 \mu_h^2 \mu_e^2}{(n_e \mu_e + n_h \mu_h)^3} \] + \( O \left[ B^4 \right] \) . (2.7)

\[ \rho_{xy} = \frac{B}{e} \left( \frac{\mu_h^2 - \mu_e^2}{\mu_h^2 + \mu_e^2} \right) + \( O \left[ B^3 \right] \) . (2.8)

While in the high magnetic field limit, based on Eq. 2.5 and 2.6

\[ \rho_{xx} = \frac{1}{e} \left( \frac{n_h \mu_e + n_e \mu_h}{(n_h - n_e)^2 \mu_h \mu_e} \right) \] (2.9)

\[ \rho_{xy} = \frac{B}{e} \left( \frac{1}{(n_h - n_e)} \right) . \] (2.10)

Thus the magnetoresistance initially shows a quadratic increase before saturating at higher magnetic fields. In addition, the Hall resistivity is a linear function of magnetic field.

In a perfectly compensated metal \( (n_e = n_h) \), the behavior of magnetic field dependent resistivity is rather simple. The magnetoresistance is purely quadratic without any approximation, and does not saturate even at high magnetic fields. Note that this non-saturating behavior in a compensated metal does not necessarily guarantee an extremely large magnetoresistance, because of the proportionality factor in front of \( B^2 \) in Eq. 2.5. In other words, the magnetoresistance value can remain small if the mobilities of carriers are small. Similarly, the Hall resistivity is linear in \( B \) without any approximation, \( \rho_{xy} = \frac{B}{e} \left( \frac{\mu_h^2 - \mu_e^2}{\mu_h \mu_e + n_e \mu_e} \right) . \) Here, the sign of the Hall resistivity reflects that of the dominant carrier.
A nearly compensated metal \((n_e \sim n_h, c = n_h/n_e = 1 \pm \epsilon (\epsilon \ll 1))\) behaves similarly to an uncompensated system but needs a higher magnetic field before it saturates. In addition, we need to retain terms of higher order in \(B\) for the low-field Hall resistivity approximation leading to possible nonlinearities in the magnetic field response.

2.2 Kohler’s rule

We are interested in scaling large magnetoresistance and temperature dependent resistance data. Kohler’s rule may give us more information about large magnetoresistance in PdSn\(_4\) and PtSn\(_4\). This section is based on Refs. [11, 13, 14].

![Figure 2.1](image)

Figure 2.1 (a) Electron motion without any applied magnetic field (b) Electron motion with an applied magnetic field of \(B_1\) (c) Electron motion with an applied magnetic field of \(B_2\) which is larger than \(B_1\)

In the free electron gas model, the electron motion in the magnetic field can be deviated or even described as cyclotron motion in the plane perpendicular to the applied magnetic field direction. (see Fig. 2.1) As the magnetic field increases, mean free path \(l\) is gradually taken over by the Larmor radius \(r_L\). Based on this picture, we can assume \(\rho(B, T)/\rho(0, T)\) depends only on the ratio \(l/r_L\). Since \(r_L \propto B^{-1}\) and \(l \propto [\rho(0, T)]^{-1}\), \(\rho(B, T)/\rho(0, T)\) may be considered to be dependent only on the \(B/\rho(0, T)\). This is called Kohler’s rule and can be expressed as a scaling function;

\[
\Delta \rho/\rho(0, T) = F(B/\rho(0, T))
\] (2.11)
where $\Delta \rho$ is $\rho(B,T) - \rho(0,T)$. $F$ is a function depending on the geometrical configuration and on the metal. In general, scaling usually follows the power law; $(B/\rho(0,T))^n$ with $n \sim 2$, but there are changes of slope at high fields.

Note that Kohler’s rule holds only if the extra collisions are of the same sort: more impurities or more phonons with the same frequency distribution. In particular, it can break down when the orbit is quantized, open trajectories are present or the scattering mechanism changes (such as from magnetic impurities). In addition, this rule is not strictly valid for an anisotropic metal.

### 2.3 Quantum oscillations

This section is based on Refs. [15, 16, 17].

In Section 2.2, we discussed about the cyclotron motion of electrons in the magnetic field. Cyclotron motion in a quantum picture leads to quantization, and forms discrete Landau levels. This manifests as oscillatory effects occurring in density of states and various physical quantities under special conditions: strong magnetic field, low temperature, and high purity single crystals. By analyzing quantum oscillation, the Fermi surface information can be inferred.

#### 2.3.1 Density of states of the two-dimensional and three-dimensional electron gas in magnetic fields

For a two-dimensional electron gas without the magnetic field, the density of states (DOS) is continuous and constant in terms of energy. (Fig. 2.2 (a) blue dashed line) The DOS becomes discrete in the presence of the magnetic field. (Fig. 2.2 (a) red solid lines) To be more specific, let’s assume the electron motion is in the $xy$ plane with applied field along the $z$ direction. Then, the Hamiltonian can be written as

$$H = \frac{1}{2m}(p_x + \frac{e}{c}A_x)^2 + \frac{1}{2m}(p_y + \frac{e}{c}A_y)^2$$

where $e$ is the absolute value of the electron charge, the effective mass is taken equal to the electron mass $m$, and $A(r)$ is the vector potential of the magnetic field. For simplicity, the vector
Figure 2.2  (a) Density of states of a two-dimensional electron gas without the magnetic field (blue dashed line) and with the magnetic field (red solid line) (b) Density of states of a three-dimensional electron gas without the magnetic field (blue dashed line) and with the magnetic field (red solid line)

potential can be chosen as \(A(r) = (-By, 0, 0)\) by placing the magnetic field along \(z\) direction. The Hamiltonian then becomes

\[
H = \frac{1}{2m} (p_x - eBc y)^2 + \frac{1}{2m} p_y^2 = \frac{1}{2} m \omega_c^2 (y - y_0)^2 + \frac{1}{2m} p_y^2
\]

where \(\omega_c = \frac{eb}{mc}\) (cyclotron resonance frequency), \(y_0 = \frac{hc}{eB} k_x\) (centers of oscillation), and \(l = \sqrt{\frac{hc}{eB}}\) (magnetic length). Corresponding eigenvalues are

\[
E_{nk_x} = (n + \frac{1}{2}) \hbar \omega_c\quad n = 0, 1, 2, ...,\]

where \(n\) indicates the Landau level. Since the energy levels do not depend on \(k_x\), their degeneracy is given by the number of allowed \(k_x\) values of the system. In particular, the orbital degeneracy \(N_L(B)\) of a Landau level is

\[
N_L(B) = \frac{L_x eB}{2\pi \hbar c} L_y = \frac{eB}{\hbar c} BS
\]

in the condition of \(0 \leq y_0 = \frac{hc}{eB} k_x < L_y\), where \(L_x\) and \(L_y\) are the lengths of the rectangular box where the electron is confined, and \(S = L_x L_y\). This implies that the degeneracy is proportional to the applied magnetic field which means piling up of states into discrete Landau levels. At the same time, the separation of the Landau levels is proportional to the applied magnetic field based on Eq. 2.14.
For a three-dimensional electron gas without an applied magnetic field, the DOS is proportional to $E^{1/2}$. (Fig. 2.2 (b) blue dashed line) The DOS becomes discrete in the presence of the magnetic field. (Fig. 2.2 (b) red solid lines) Assuming the same configuration as for the two-dimension case above, the Hamiltonian is

$$H = \frac{1}{2m}(p_x - \frac{eB}{c} y)^2 + \frac{1}{2m}p_y^2 + \frac{1}{2m}p_z^2,$$

and the eigenvalues are

$$E_{nk_z} = (n + \frac{1}{2})\hbar \omega_c + \frac{\hbar^2 k_z^2}{2m}.$$

Here, the DOS of the n-th sub-band can be obtained using the one-dimensional character of the dispersion ($\propto E^{-1/2}$) along $z$, $N_L(B)$ from two-dimensional case, and the spin degeneracy.

$$D_n(E, B) = \frac{L_z}{2\pi} (\frac{2m}{\hbar^2})^{1/2} \frac{1}{\sqrt{E - (n + \frac{1}{2})\hbar \omega_c}} N_L(B) \text{ for } E > (n + \frac{1}{2})\hbar \omega_c \quad (2.18)$$

Summing up the contributions from every Landau sub-band,

$$D(E, B) = \frac{L_z}{\pi} (\frac{2m}{\hbar^2})^{1/2} N_L(B) \sum_{n=0}^{\infty} \frac{1}{\sqrt{E - (n + \frac{1}{2})\hbar \omega_c}} \Theta[E - (n + \frac{1}{2})\hbar \omega_c] \quad (2.19)$$

where $\Theta(x)$ is the step function. This indicates that the DOS becomes infinite at the edge of the Landau levels and then is proportional to $E^{-1/2}$ as shown in Fig. 2.2 (b) by the red solid lines.

### 2.3.2 de Haas-van Alphen effect

An intuitive way of understanding quantum oscillation is through Landau tubes. Let’s assume a spherical Fermi surface. Then, the quantized energy (Eq. 2.17) can be thought as cylinders in $k$-space as shown in Fig. 2.3. This cylinders are called Landau tubes. As the magnetic fields are increased, the Landau tubes move outward. Once it crosses the extremal areas of the Fermi surface, sharp changes of DOS can happen. Therefore, a periodic variation of DOS at the Fermi surface as a function of $1/B$ can be observed.

To be more specific, Landau levels are formed in an electron gas system in response to an applied magnetic field. This increases the overall energy and gives rise to Landau diamagnetism. Besides
that, we can consider the population and depopulation effects as the Landau levels cross the Fermi energy. Because of this sharp change, oscillations in the ground-state energy are expected. As a consequence, the magnetization will also oscillate. The period of such oscillations is

\[
(j + \frac{1}{2})\hbar \omega_c = (j + \frac{1}{2})\hbar \frac{e B_j}{mc} = E_F \Leftrightarrow \frac{1}{B_j} = (j + \frac{1}{2})\frac{\hbar e}{mcE_F}
\]  

(2.20)

where \( j \) is an integer. Therefore, the oscillations in magnetic susceptibility, called de Haas-van Alphen oscillations, are periodic in inverse magnetic field with period \( \frac{\hbar e}{mcE_F} \). The oscillations in resistivity, due to the same variation in the DOS, are called Shubnikov de Haas oscillations. Note that the sharpness of the Fermi-Dirac distribution function is required to observe the oscillation in an experiment. This means that (i) the applied magnetic field should be large and temperature should be low \( (k_B T \ll \hbar \omega_c) \) and (ii) the crystal has to be very clean (or pure) \( (\omega_c \tau \gg 1) \).

In a three dimensional system with parabolic dispersion \( (E_F = \hbar^2 k_F^2/2m) \), we can rewrite Eq. 2.20 as

\[
\Delta \left( \frac{1}{B} \right) = \left( \frac{1}{B} \right)_{j+1} - \left( \frac{1}{B} \right)_j = \frac{e}{\hbar c \pi k_F^2} \frac{2\pi}{\pi}. 
\]

(2.21)
Here, $\pi k_F^2$ correspond to the extremal areas in the k-plane, perpendicular to the applied magnetic field direction and enclosed by the Fermi energy. This is because the DOS also becomes extremal. Therefore, extremal area of Fermi surface perpendicular to the applied magnetic field direction can be experimentally obtained by analyzing frequencies of oscillations.

### 2.3.3 Lifshitz-Kosevich theory

The theoretical expression for the oscillations in magnetization was suggested by Lifshitz and Koshevich:

$$M_{osc} = \sum_r \sum_i (-1)^r A_i \sin\left(\frac{2\pi r F_i}{B} + \beta_i\right),$$

$$A_i \propto B^{1/2} \left| \frac{\partial^2 S_i}{\partial k^2_H} \right|^{1/2} R_T R_D R_S,$$

$$R_T = \frac{\lambda r m^*_c T/B}{\sinh(\lambda r m^*_c T/B)},$$

$$R_D = \exp(-\lambda r m^*_c T_D/B),$$

$$R_S = \cos(\pi g_i r m^*_c/2m_0),$$

$$\lambda = \frac{2\pi^2 c k_B}{e \hbar} \sim 14.69 \text{ T/K}$$

where $i$ indicates each orbit, $r$ is the harmonics and $g_i$ is the free electron value. The formula states that finite temperature ($R_T$), finite electron relaxation time ($R_D$) and electron spin ($R_S$) can introduce phase smearing.

From the thermal damping ($R_T$) term, the cyclotron effective mass ($m^*_c$) can be obtained. To be more specific, the magnetic field dependent resistivity at fixed temperature data need to be measured with fine step sizes (Quantum Design Physical Property Measurement System: persistent mode with less than 250 Oe step). At least five sets of data with different temperatures are required. Each data set has to be processed the same way: the magnetic field range, number of points etc. Details about data processing can be found in Chapter 6. Plot the amplitude of a frequency as a
function of temperature, and fit with Eq. 2.24. Then, one can get cyclotron effective mass of the frequency. Similarly, the so called mass plot can be used. Eq. 2.24 can be transformed into

\[
\ln \frac{A_i}{T} \left[1 - \exp \left(\frac{-2\lambda m^*_c T_B}{B}\right)\right] = -\frac{\lambda m^*_c}{B} T + \text{const.}
\]  

Using Eq. 2.28 and a method of successive approximation, the cyclotron effective mass can be obtained.

The \( R_D \) term is related to the Landau level broadening \( k_B T_D \), where \( T_D \) is called Dingle temperature. \( T_D \) reflects by both the lifetime broadening and the inhomogeneous broadening caused by impurities, crystalline imperfections and strains. It is given by

\[
T_D = \frac{\hbar}{2\pi k_B \tau}.
\]  

In order to determine \( T_D \), the field dependence of the oscillation amplitude needs to be measured. Equations 2.23-2.25 yield

\[
\ln \left[ A_i H^{1/2} \sinh \left( \frac{\lambda m^*_c T_B}{B}\right) \right] = -\lambda m^*_c T_D \frac{1}{B} + \text{const.}
\]  

A plot of \( \ln \left[ A_i H^{1/2} \sinh \left( \frac{\lambda m^*_c T_B}{B}\right) \right] \) as a function of \( 1/B \) at constant \( T \) is called a Dingle plot. From the slope of the plot, one can obtain the Dingle temperature. Note that \( m^*_c \) should be obtained prior to this analysis.

2.4 Lifshitz transition

This section is based on Refs. [18, 19].

In the energy spectrum of the conduction electrons, the energy \( (E_k) \), where the topology of the Fermi surface changes, can exist. In many cases, this critical energy point \( (E_k) \) is far from the chemical potential \( (\mu) \). However, there are some cases where a continuously changing parameter cause the difference, \( z = \mu - E_k \), to pass through zero. Such zero crossing also causes peculiarities of the density of states which leads to singular anomalies of thermodynamic and kinetic characteristics of the electron gas in the metal. Note that these changes in the topology of the Fermi surface are not related to changes in the symmetry of the lattice. It is not a second order phase transition. Instead,
the Lifshitz transition is considered to be a 2.5 order phase transition with the order parameter \( z \).
This is because the second derivative of the thermodynamic potential has a singularity at \( z^{1/2} \) and the third derivative of the thermodynamic potential has a singularity at \( z^{-1/2} \).

Parameters that can induce a Lifshitz transition include pressure, [20, 21] chemical doping, [22, 23] and temperature. [24] The chemical doping can be problematic, because it is also considered as a sort of impurity (disorder in system). Thus, doping level needs to be finite. To be more specific, the Fermi surface loses its exact meaning for an irregular lattice, owing to the absence of translational symmetry. Thus, the density of state can be smeared out.

2.5 Strain

This section is based on Refs. [25, 26, 27, 28].

2.5.1 Stress tensor

There are forces exerted on the surface of an object and proportional to the area of the surface of an object. Stress (\( \tau \)) is defined as the force (\( F \)) divided by the area (\( A \)), \( \tau = F/A \). It has nine components and is a second-rank tensor, \( \tau_{\alpha\beta} \) where \( \alpha, \beta = x, y, z \) or in matrix form

\[
\begin{pmatrix}
\tau_{xx} & \tau_{xy} & \tau_{xz} \\
\tau_{yx} & \tau_{yy} & \tau_{yz} \\
\tau_{zx} & \tau_{zy} & \tau_{zz}
\end{pmatrix}
\] (2.31)

Here, diagonal terms are called the normal components and off diagonal terms are called the shear components. This can be visualized as Fig. 2.4.

Two particular stresses are relevant to this dissertation. One is uniaxial stress, \( T \), along [100]. This can be written in matrix forms:

\[
\begin{pmatrix}
T & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\] (2.32)
The other is hydrostatic pressure, $p$, which can be expressed as

$$
\begin{pmatrix}
-p & 0 & 0 \\
0 & -p & 0 \\
0 & 0 & -p
\end{pmatrix}.
$$

(2.33)

This is because pressure is a force that only acts perpendicular to the surface. Therefore, all shear stresses are zero. In addition, hydrostatic pressure means uniform pressure on all surfaces of the specimen.

The hydrostatic pressure mainly changes lattice parameters and corresponding electronic structures. It can sometimes modify the structure of a crystal depends on the range of applied hydrostatic pressure and the details of crystal structure. [29] On the other hand, the uniaxial stress not only can changes the lattice parameters, but also can break a symmetry of a crystal.

### 2.5.2 Strain tensor

Stress induces stain. For better understanding, we will start with the one-dimensional case. Let’s assume an extendible string like a rubber band as shown in Fig. 2.5.

The origin is marked as $O$. After stretching, an arbitrary point $P$ on the string moves to $P'$. Similarly, a point $Q$, near $P$, moves to $Q'$. Strain does not care about the actual displacement but
The strain of the section $PQ$ is defined as
\[
\frac{\text{increase in length}}{\text{original length}} = \frac{P'Q' - PQ}{PQ} = \frac{\Delta u}{\Delta x}.
\] (2.34)

The strain at the point $P$ is
\[
\epsilon = \lim_{\Delta x \to 0} \frac{\Delta u}{\Delta x} = \frac{du}{dx}.
\] (2.35)

If we expand the one-dimensional argument to the three-dimensional case, the variation of the displacement $u_i$ with position $x_i$ in the body is used to define nine tensor components
\[
\epsilon_{ij} = \frac{\partial u_i}{\partial x_j}, \text{ where } i, j = 1, 2, 3.
\] (2.36)

or in matrix form:
\[
\begin{pmatrix}
\epsilon_{11} & \epsilon_{12} & \epsilon_{13} \\
\epsilon_{21} & \epsilon_{22} & \epsilon_{23} \\
\epsilon_{31} & \epsilon_{32} & \epsilon_{33}
\end{pmatrix}.
\] (2.37)

### 2.5.3 Hooke’s law

Hooke’s law is in general linear response between force and displacement. ($F = k\Delta x$) In this particular case, Hooke’s law states that below the elastic limit the amount of strain is proportional to the magnitude of the applied stress.

\[
\epsilon_{ij} = \sum_{\alpha\beta} S_{ij\alpha\beta} \tau_{\alpha\beta} \quad \text{or} \quad \tau_{\alpha\beta} = \sum_{ij} C_{\alpha\beta ij} \epsilon_{ij}
\] (2.38)
Here, $S_{ij\alpha\beta}$ is the elastic compliance constant or compliance. $C_{\alpha\beta ij} = S_{ij\alpha\beta}^{-1}$ is the elastic stiffness constant or stiffness. If we change this tensor notation to matrix (Voigt) notation (i.e. $11 \rightarrow 1$, $22 \rightarrow 2$, $33 \rightarrow 3$, $23 \& 32 \rightarrow 4$, $31 \& 13 \rightarrow 5$, and $12 \& 21 \rightarrow 6$),

$$\epsilon_k = \sum_l S_{kl} \tau_l , \text{ where } k, l = 1, 2, 3, 4, 5, 6. \quad (2.39)$$

Note that the Hooke’s law is only true below the elastic limit. In the elastic regime, the strain is recoverable. In other words, the object returns to its original shape when the stress is removed. Once the object experience a stress beyond the elastic limit, it undergoes plastic deformation.

![Stress-strain curve](image-url)

Figure 2.6 Stress-strain curve.

Although the detailed form of the stress-strain curve (shown in Fig. 2.6) varies a lot between materials, the elastic limit can be determined as the point where the curve starts to deviate from linear behavior.

### 2.5.4 Piezoelectricity

If a stress is applied to certain crystals they develop an electric moment whose magnitude is proportional to the applied stress. This is known as the direct piezoelectric effect. In the opposite sense, when an electric field is applied to a piezoelectric crystal the shape of the crystal will change slightly. This is called the converse piezoelectric effect. Interestingly, there is a linear relation
between the electric field within the crystal and the strain tensor which describes the change of shape.

\[ \epsilon_{jk} = \sum_i d_{ijk} E_i \]  

(2.40)

where the \(d_{ijk}\) are the piezoelectric moduli.

2.5.5 Gauge factor and elastoresistance tensor

The elastoresistance (a.k.a. Gauge factor) of a material characterizes the changes of the resistance of the material due to the stress experienced by the material. Based on the definition of resistance, \(R = \rho \frac{L}{A}\), changes in the resistance can be written as

\[ \frac{dR}{R} = \frac{d\rho}{\rho} + \frac{dL}{L} - \frac{dA}{A}. \]  

(2.41)

The first term is the change in the resistivity of the material due to changes in the electronic properties of the material. The second and third terms are purely geometrical factors. Let’s consider a system with a cylindrical rod and strain along the length direction. Then, strain can be defined as \(\epsilon = \frac{dL}{L}\) and geometrical factors can be simplified with Poisson’s ratio (\(\nu\)): \(\nu = \frac{dr}{r}/\epsilon\), where \(r\) is radius of the cylindrical rod. The Gauge factor (GF) can be obtained:

\[ GF = \left( \frac{dR/R}{\epsilon} \right) = \left( \frac{d\rho/\rho}{\epsilon} \right) + (1 + 2\nu). \]  

(2.42)

The GF of ordinary metals, like copper, is temperature independent with a magnitude around 2. This is because the geometric factors are the dominant term and Poisson’s ratio for most metals is \(0.3 < \nu < 0.5\). [30]

In reality, it can be more complicated because all physical quantities are tensors and the crystal symmetry matters. Then the resistivity component can be described by:

\[ \left( \frac{d\rho}{\rho} \right)_i = \sum_{k=1}^{6} m_{ik} \epsilon_k \]  

(2.43)

where \(m_{ik}\) is the elastoresistive strain matrix and \(\epsilon_k\) is the strain tensor in Voigt notation (or matrix form). Here, \(m_{ik}\) is depend on cyrstal symmetry. In this dissertaion, only orthorhombic structures
are studied under uniaxial strain. For an orthorhombic structure, there are nine independent terms in the elastoresistivity tensor: [28]

\[
\begin{pmatrix}
m_{11} & m_{12} & m_{13} & 0 & 0 & 0 \\
m_{12} & m_{22} & m_{23} & 0 & 0 & 0 \\
m_{13} & m_{23} & m_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & m_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & m_{55} & 0 \\
0 & 0 & 0 & 0 & 0 & m_{66}
\end{pmatrix}.
\]  
(2.44)
CHAPTER 3. EXPERIMENTAL METHODS

One of the most intriguing parts of studying condensed matter physics, in contrast to many other areas of physics (e.g. astrophysics, nuclear and particle physics etc.), comes from the fact that it offers better access to diverse, reproducible and tunable experiments. For example, astrophysics is more like observational physics rather than experimental physics, while nuclear and particle experimental physics require so much effort including thousands of people, years of time and huge instruments. On the other hand, experimental condensed matter physics can be done in a laboratory with controllable, extreme environments such as low or high temperature, high magnetic fields, pressures and strains. In addition, its subjects of study are diverse. Condensed matter physics researchers can create and explore fractional charge, exotic superconductivity or even new particle such as Majorana fermions in laboratory settings. [31]

3.1 Crystal growth

The first step of experimental condensed matter physics often is growing a good quality crystals. They can be as simple as an element or compounds with various elements, and each of them has their own properties. Considering the 80 stable, non-noble gas, elements on the periodic table as a building blocks, one can imagine an almost unlimited playground of experimental condensed matter systems. For the studies presented in this dissertation, bulk single crystals were synthesized. There are some advantages to using single crystals over polycrystals. For example: (i) anisotropic thermodynamic and transport properties can be studied or (ii) electronic structures (a.k.a band structures) can be experimentally studied through ARPES and quantum oscillations. It is important to understand the band structures of crystals, because the band structure near the Fermi level is key to understanding many of their intrinsic physical properties.
There are several techniques for growing bulk single crystalline samples: vapor transport, floating zone, Bridgman method and solution growth. [32] Here, high temperature solution growth will be discussed. The principle of solution growth is similar to that of the growth of a salt crystal out of cooling saturated salty water. To be more specific, salt (NaCl, melting temperature of 801 °C) can be dissolved in hot water (≤ 100 °C). On cooling (or evaporating water), crystals of salt can be obtained. Similarly, one can dissolve higher melting elements into a solvent of lower melting elements, and then single crystals can be obtained on cooling. The solvent can be one element or a mixture of elements comprising the final compound, or some other compounds (eg. water for salt growth). In the following, some details about high temperature solution growth will be explained using examples.

Figure 3.1 Phase diagram of Pd-Sn from ASM alloy phase diagram. [33] Inset shows the enlarged right bottom corner of the phase diagram. Reprinted with permission of ASM International. All rights reserved. www.asminternational.org

A phase diagram has composition and temperature information about how to potentially grow the target compound. As an example, Fig. 3.1 shows the phase diagram of Pd-Sn. Blue color stands for single phase regions and white color indicates two phase regions. The large blue area on
the top/right of the phase diagram is the homogeneous liquid regime. The boundary between the liquid region and the white, two phase region is called the liquidus line, where solid crystals start to precipitate on cooling below the line. I will use this phase diagram to illustrate how we grew single crystals of PdSn$_4$.

To start, the starting stoichiometry should be in the range where the PdSn$_4$ liquidus line can be intersected upon cooling. Since the window for PdSn$_4$ is relatively small, the initial stoichiometry of Pd$_2$Sn$_{98}$ can be a reasonable choice (Fig. 3.1 inset). To contain the growth, a fritted alumina crucible [CCS] [34] was chosen. This is because neither of the elements (Pd or Sn) react with alumina crucibles and the growth does not require temperatures above 1200°C. However, as described in [34] and [35], at low temperatures, such as those used here, Sn has a large enough surface tension as to require large holes in the separation frit for successful decanting. Therefore, we put an initial stoichiometry of Pd$_2$Sn$_{98}$ into a CCS, and then sealed it into an amorphous silica tube under partial Ar atmosphere. Next, materials need to be heated up until they become a homogeneous liquid. Considering high melting temperature of Pd, we heated the elements up to 600°C which is $\sim$ 300°C higher than the liquidus line and stayed there for 5 hours to make sure all elements become a homogeneous, single phase, liquid. We then rapidly cooled to 325°C, because no precipitation (i.e. crystal growth) is expected above 325°C. Then, we slowly cooled down to 245°C over more than 100 hours, and then finally decanted using a centrifuge. [36] Note that we did not cool down all the way to room temperature, instead we stopped at 245°C, which is above the solidifying temperature of Sn, and centrifuge the ampoule. This way the fritted alumina crucible [CCS] allowed us to cleanly separate the crystals from the excess Sn. The obtained crystals were rectangular shaped plates. Interestingly, the size of the single crystals varied a lot, depending on the form (powder or chunk) of Pd that we used for the growths. When we used the powder form of Pd, we obtained many small crystals of maximum 2 mm $\times$ 1 mm $\times$ 0.3 mm. On the other hand, crucible limited single crystals of PdSn$_4$ were obtained when we used the chunk form of Pd.

Single crystals of PdSn$_3$, PdSn$_2$ and PdSn can, in theory, be grown similar to the method as PdSn$_4$, although the initial stoichiometry as well as the temperature sequence would be different.
On the other hand, Pd$_3$Sn and Pd$_2$Sn requires some modification of the growth procedures. Firstly, the required temperature to grow Pd$_3$Sn is too high for fused silica tubes. This is because, SiO$_2$ glass begins to soften above 1200°C. In addition, there is a greater risk of devitrification of fused silica. In order to avoid this issues, one might try to use an *in – situ* decanting furnace system, [35] Bridgman growth method or other low melting elements as a solvent. Pd$_2$Sn on the other hand does not have an exposed liquidus line. In this case, one might try to use other growth methods, such as vapor transport, or other low melting elements as a solvent. In order to select the right solvent, one needs to check the solubility of the elements in the compound into the solvent. At the same time, the elements should not form the secondary phases with the solvent.

3.1.1 Te/Se Growth

The high vapor pressure of some elements can be an obstacle to doing high temperature solution growth. This is because the initial composition of the melt can be changed via evaporation or worse, the ampoule can explode in extreme cases due to vapor pressures in excess of 5-10 atm. A detailed study of how to work with sulfur [37] was carried out and paved the way to more common use of S-based melts. Both tellurium and selenium also have high vapor pressures (the boiling point of Te is 988°C and Se is 685°C). In addition, both elements are well known for their toxicity. As a result, fewer studies have been done on compounds containing these two elements compared to other elements. This implies that there are still a lot of unexplored properties associated with compounds containing these elements. In addition, quasi two dimensional materials with van der Waals bonding between layers recently gained lots of attention due to their potential use for applications; Te/Se commonly form van der Waals bonding networks and many compounds containing Te/Se have quasi two dimensional structures and easily exfoliate. For these reasons, Te/Se based compounds are a focus of this dissertation.

Although Te and Se based materials have great interest, experiments need to be conducted carefully. Firstly, understanding elements and being aware of their hazards is important. [38] Secondly, one needs to wear proper personal protecting gears (lab coat, gloves, mask and safty
glasses) when preparing growths. Thirdly, back-filling growth ampoules with a partial pressure of Ar is recommended due to high vapor pressure of Te/Se. Fourthly, it is better not to exceed the boiling temperature of both materials. However, higher temperature can be achievable depends on the solubility with other elements and the amount of Te/Se. Fifthly, decanting needs extra caution. This is because Te vapor (yellow color) presents in the ampoule instead of Te droplet above 600 °C. Therefore, there is some risk of inhaling the Te gas or generating Te powders if the ampoule breaks. The list of Te/Se growth attempts can be found later in appendix A. As examples, two growth projects (single crystal growth of CrAuTe$_4$ and WTe$_2$) will be discussed below.

![Figure 3.2](image_url)  (a) Phase diagram of Au-Te from ASM alloy phase diagram. [33] (b) Phase diagram of W-Te from ASM alloy phase diagram. [33] Inset shows the enlarged left bottom corner of the phase diagram. Reprinted with permission of ASM International. All rights reserved. www.asminternational.org

The Au-Te binary phase diagram has very accessible, Te-rich low temperature liquid as shown in Fig. 3.2 (a). Owing to this high solubility of Au into Te, there are several benefits in terms of solution growth: (i) the high melting point element, Au, can be introduced in a compound, (ii) Te vapor pressure can be lowered, and (iii) other high melting temperature third elements can be introduced through Au-Te melts. By adopting these benefits, we grew single crystals of CrAuTe$_4$. We added small amounts of Cr into this Au-Te low temperature melts to grow the single crystals of CrAuTe$_4$. In particular, high purity elemental Cr, Au and Te were put into alumina crucible with initial stoichiometry, Cr$_2$Au$_{30}$Te$_{68}$, and sealed in an amorphous silica tube. [34, 36] The ampoules
were heated up to 900 °C over 5 hours, kept at 900 °C for 3 hours, rapidly cooled to 625 °C and then slowly cooled down to 500 °C, over 75 hours, and finally decanted using a centrifuge. [36] We obtained both blade-like CrAuTe$_4$ with typical dimensions of 5 × 0.2 × 0.1 mm and platelike Cr$_5$Te$_8$. Identifying the two compounds was possible given their different morphologies as well as their different magnetic properties. Since Cr$_5$Te$_8$ is a ferromagnet, [39] even a small amount of Cr$_5$Te$_8$ could be detected by measuring the magnetic properties.

Another example of a Te based growth is the single crystal growth of WTe$_2$. Previously, single crystals of WTe$_2$ were grown via chemical vapor transport using halogens as transport agents. [9, 40] However, we grew WTe$_2$ single crystals from a Te-rich binary melt. This was possible because W has finite (albeit small) solubility into Te liquid. (see Fig. 3.2 (b)) To be more specific, high purity, elemental W and Te were placed in alumina crucibles in W$_1$Te$_{99}$ and W$_2$Te$_{98}$ ratios. The crucibles were sealed in amorphous silica tubes and the ampoules were heated to 1000 °C over 5 hours, held at 1000 °C for 10 hours, then slowly cooled to 460 °C over 100 hours, and finally decented using a centrifuge. The resulting crystals were blade- or ribbonlike in morphology with typical dimensions of 3 × 0.5 × 0.01 mm with the crystallographic c axis being perpendicular to the larger crystal surface; the crystals are readily cleaved along this crystal surface. There were no significant differences between two different initial stoichiometries.

3.2 Characterization

Once single crystals are obtained, it is important to determine their crystal structure, composition and intrinsic physical properties. Here, I review the use of X-ray diffraction (XRD), magnetization, resistivity, specific heat and thermoelectric power (TEP) measurements.

3.2.1 X-ray diffraction

XRD measurements can provide data that allow for the determination of a sample’s crystal structure. Once x-rays are incident on a crystal, the x-rays are diffracted with specific angles due to the periodic arrangement of atoms. To be more specific, the diffracted beams are found when
the reflections from parallel planes of atoms interfere constructively. This constructive interference condition can be described by Bragg’s law: \(2d \sin \theta = n\lambda\), where \(d\) is the spacing between the lattice planes, \(\theta\) is the angle between incoming photon and outgoing photon, \(n\) is the integer multiplier and \(\lambda\) is photon wavelength. [41]

A Rigaku MiniFlex diffractometer (Cu-\(K_{\alpha 1,2}\) radiation) was used for acquiring an XRD pattern at room temperature. Most of the specimens are prepared by grinding a single crystal and then spreading the ground powder on a thin layer of vacuum grease on a zero background sample holder, made out of single crystalline Si. A typical data acquisition profile was 0.02° step size with 1-3 seconds data collection time at each angle. The range was determined based on the expected continuous of peaks from the compound or generally \(10^o \leq 2\theta \leq 80^o\). The obtained powder pattern was fitted with a Le Bail refinement. [42]

We also used single crystals with nice clean surfaces. By placing the surface parallel to sample holder, the orientation of single crystals could be determined out. [43] This is because diffraction peaks from the oriented single crystals arise from periodicity in only one crystallographic direction, which is perpendicular to the surface of the sample.

### 3.2.2 Magnetization

Magnetic measurements were performed in a Quantum Design (QD) magnetic property measurement system (MPMS) superconducting quantum interference device magnetometer over the temperature range of \(1.8 \text{ K} \leq T \leq 300 \text{ K}\) with applied magnetic fields up to 70 kOe. A measurement can be done by moving a sample through the superconducting detection coils. As the sample moves, an electric current is induced in the detection coils by the magnetic moment of the sample. Note that any other discrepancy throughout the scan length can induce additional current in the detection coils, so the mounting procedure is very important. Samples were most commonly mounted using transparent plastic straws which are homogeneous throughout the scan length. Some of the possible ways of mounting are shown in Fig.3.3.
Figure 3.3 Various ways of mounting crystals for magnetization measurement. (a) Sample in between outer and inner straw. (b) Sample in between two inner straws. (c) Sample in between two straws in the bottom and two straws on the top. (d) Sample on the disk. (e) Sample in between two thin film.

The first way is mounting a sample in between outer and inner straw (Fig. 3.3 (a)). An advantage of this method is almost no background, because of the uniformity of the straws along the scan length. However, small errors come from the fact that the sample is slightly off-center, and does not match the location where the MPMS calibration sample (∼200 mg Pd) is measured. The second mounting method (Fig. 3.3 (b)) is locating the sample between two inner straws and inserting all inside of an outer straw. It is better than the first method in terms of possible positional errors, since sample location is in the middle of the sample space. On the other hand, sample can experience more force than in the case of 3.3 (a), thus, it is not an appropriate mounting method for brittle or flexible samples. Both methods shown in Figs. 3.3 (a) and (b) are limited to having the applied field along the longer dimension of a plate or rod like sample.

In order to measure the anisotropic properties of plate or rod like samples, three other mounting methods, as shown in Fig. 3.3 (c), (d) and (e), were used. One method is mounting a sample between two inner straws on the bottom and two inner straws on the top, as shown in Fig. 3.3 (c).
Figure 3.4  (a) Temperature dependent magnetization data of three different length of straws at $B = 70$ kOe. (b) Magnetic field dependent magnetization data of three different length of straws at $T = 2$ K. (c) Magnetic field dependent magnetization data of three different length of straws at $T = 300$ K.

A background still comes from the gap between upper and lower straws. However, the background signals are usually small compared to the sample because the thickness of a plate or rod like sample is usually tens or hundreds of $\mu$m. In order to understand how much background comes from the gap, magnetization measurements on three different length of straws were conducted (see Fig. 3.4). Based on the data, one can roughly estimate the background due to the gap. Note that the background from the gap should have opposite sign of magnetization of a straw. Another method is gluing a sample on a PCTFE (Poly-Chloro-Tri-Fluoro-Ethylene) disk. This way one can get precise magnetization data by subtracting the background from the disk. Finally, we also tried mounting a sample between two thin films (press-and-seal wrap, the Glad Products Company), which have small diamagnetic signals. This was actually the worst mounting method among all
three, because of a background from both the films and also from the gap between the straws. Moreover, the films can bend easily, allowing the sample to locate in a tiled orientation, as opposed to perpendicular to the magnetic field direction.

3.2.3 Resistivity

Temperature- and field-dependent electrical transport measurements were carried out in a QD Physical Property Measurement System (PPMS) for $1.8 \, \text{K} \leq T \leq 305 \, \text{K}$ and $|H| \leq 140 \, \text{kOe}$ with the ac-resistivity ($f = 17 \, \text{Hz}, I = 1-3 \, \text{mA}$) option. Four Pt or Au wires were attached to bar shaped single crystals using various methods, depending on the sample properties. Most of the time, Epotek-H20E silver epoxy (cure at $120 \, ^\circ\text{C}$ for about 20 mins) or DuPont 4929N silver paint (air dried for a couple of minutes) was used. For many of the Te based materials, neither silver epoxy nor silver paint gave a good contact resistance values (from $\sim 100 \, \Omega$ to $\text{M}\Omega$). Therefore, spot welding was used with Au wires (12.7 m diameter) or Au sputtering was done prior to attaching wires with silver epoxy or paint. To be more specific about Au sputtering, we first made a simple mask using aluminum foil, sputtered Au on top, took out the aluminum foil mask, and then put wires with silver epoxy or paint. This way we could have contact resistance values below $5 \, \Omega$.

![Figure 3.5](image)

**Figure 3.5**  (a) 4 probe contacts for $\rho_{xx}$ measurement (b) 4 probe contacts for $\rho_{xy}$ measurement

Both $\rho_{xx}$ and $\rho_{xy}$ were measured with four wires on the sample, although the configuration were different as shown in Fig. 3.5. For $\rho_{xx}$, all four wires (2 current wires at the end and 2 voltage wires in the middle) were parallel. (see Fig. 3.5 (a)) For $\rho_{xy}$, two current wires were on the edge and two voltage wires were aligned at the middle of the sample. (see Fig. 3.5 (b)) In the case of $\rho_{xy}$, it is very hard to align the voltage wires perfectly, so the measured resistivity is almost always a combination
of $\rho_{xy}$ and $\rho_{xx}$. Therefore, we measured both magnetic field directions and then corrected by subtracting the resistance values measured in negative magnetic field from the resistance values measured in positive magnetic field ($\rho_{xy} = (\rho_{\text{positive magnetic field}} - \rho_{\text{negative magnetic field}})/2$). This was possible because $\rho_{xx}$ is symmetric and $\rho_{xy}$ is anti-symmetric as a function of the applied magnetic field.

3.2.4 Specific heat

Temperature dependent specific heat measurements ($2 \text{ K} \leq T \leq 200 \text{ K}$) were performed in a QD PPMS using a relaxation method. [44] Prior to attaching sample on the addenda, we measured addenda and grease over $T$ and $H$ ranges that we used for the sample measurement. The relaxation method determines heat capacity values by fitting the thermal response of a system after it experiences a heat pulse of a known size. In particular, the following equations describes the two-tau model:

$$P(t) = C_{\text{platform}} \frac{dT_b}{dt} + K_w(T_p(t) - T_b) - K_g(T_s(t) - T_p(t))$$  \hspace{1cm} (3.1)

$$0 = C_{\text{sample}} \frac{dT_s}{dt} + K_g(T_s(t) - T_p(t))$$ \hspace{1cm} (3.2)

where $C_{\text{platform}}$ and $C_{\text{sample}}$ are specific heat of the sample platform and the sample, $K_w$ and $K_g$ are thermal conductance of the supporting wires and the grease, $T_b$, $T_p$ and $T_s$ are temperature of the thermal base, platform and sample, and $P$ is power. (see Fig. 3.6) The solution of these
equations are proportional to exponential $e^{-t/\tau}$. Here, two $\tau$ values are used; $\tau_1$ for the relaxation between thermal bath and the platform and $\tau_2$ for the relaxation between sample and the platform.

### 3.2.5 Thermoelectric power

TEP measurements were performed by a dc alternating temperature gradient technique\cite{45} using QD PPMS over the temperature range of $2\text{K} \leq T \leq 300\text{K}$ and the magnetic field up to 140 kOe. Samples were picked or shaped in a bar shape with dimension of $l \sim 3\text{mm}$, $w \sim 0.2\text{mm}$ and $t \leq 0.1\text{mm}$. Especially, in the case of WTe$_2$ we used as grown crystal because morphology of the crystal was already very thin bar which fulfills requirements for TEP measurement. Ends of a prepare sample were attached to the two Cernox thermometers using DuPont 4929N silver paint, cured overnight at room temperature and made sure no crack as suggested by Ref.\cite{46}.

![Figure 3.7](image)

Figure 3.7  (a) System controlled solely by LabVIEW program, (b) System controlled by both LabVIEW and Multi Vu programs

Previously, both TEP electronics and QD PPMS hardware were controlled directly by a LabVIEW program (Fig. 3.7). Therefore, several advantages of Multi Vu program for PPMS including safeguarding were not available while measuring TEP. In order to improve the issue, we separated the controlling system; LabVIEW program to control TEP electronics and Multi Vu program to
control PPMS systems, and then connected these two programs using Ethernet cable with QDIn-
strument sub VIs (detailed information can be found in QD application note 1070-210). After
implementing such programs, we did Pt reference measurements and confirmed the TEP system.

### 3.3 Resistance under uniaxial strain

Although it is important to characterize the properties of novel materials at ambient pressure
or strain, the response of a material to strain is also a great interest. This is because strain can be
a powerful tool for tuning the structural and thereby electronic and magnetic, properties of novel
materials. In general, strain can change the lattice parameters of single crystals and thereby change
the band structure (the size of those changes varies depending on the material). Furthermore, larger
impacts can be expected from strain by breaking certain symmetries of single crystals. For example,
four fold symmetry of cubic or tetragonal crystal structure can be broken by applying uniaxial strain
along the crystallographic $a$ direction.

#### 3.3.1 Razorbill uniaxial strain cell

Razorbill uniaxial strain cell [Instruments] is made out of Ti, with one inner and two outer
piezoelectric stacks and a capacitance sensor. Figure 3.8 shows working principle of the cell. A
sample is mounted at the unstrained position of the cell. By applying positive (negative) voltage
differences across the outer (inner) piezoelectric stacks, a strain can be applied to the sample. For
example, one can apply positive strain (tension) by extending the outer piezo stacks and retracting
the inner piezo stack as shown in the middle picture of Fig. 3.8. While, negative strain (compression)
can be applied to the mounted sample by retracting the outer stacks and extending the inner stack.
(the last picture of the Fig. 3.8)

#### 3.3.2 Probe for the strain cell

Figure 3.9 (a) shows a QD PPMS Multi-function probe (MFP) modified for use with a Razorbill
strain cell. A top head plate made out of aluminum was replaced with plastic one with two holes
Figure 3.8 Razorbill uniaxial strain cell in three different configurations; unstrained, positive strained and negative strained based on Ref. [Instruments].

(3/8 drill bit) in the middle. (see Fig. 3.9 (b)) Two BNC female hermetically sealed connectors (Pasternack, part number: PE4077) were fed through these two holes to allow for connection to the capacitance sensor. Four holes for voltage wires to control the piezoelectric stack were drilled (3/8 drill bit) on the side of a top head body, and same BNC connectors were attached. (see Fig. 3.9 (b)) By using only the middle wire of the BNC connector, voltage wires are isolated from the system. In order to achieve mechanical strength and improve vacuum seal of the connecting part between the connector and the head, we put small amount of Stycast 2850 FT on sides of the BNC connectors.

Low thermal conductivity wires were used to provide a degree of thermal insulation between the top of the probe (room temperature) and the bottom of the probe (1.8 K minimum). To be more specific, the Lake Shore stainless coax cable (part number: CC-SS-50) was used for the capacitance sensor and the Lake Shore phosphor bronze wire (part number: WQT-36-100) was used for the
Figure 3.9  (a) Entire probe for the strain cell. (b) Top head of the probe with side four voltage BNCs and top two capacitance BNCs. (c) Four voltage connectors and two capacitance connectors. (d) Bottom of the probe. Showing vertical and horizontal holes to hold the cell and wiring for resistance measurements.

Voltage sources. At the bottom end of each wire, we put a connector to facilitate mounting and demounting cells as shown in Fig. 3.9 (e). For resistance measurements of a sample, insulated Cu wires are run from the electrical pad on the strain cell to the sample socket connected to the pins on the bottom of PPMS. Similarly, an extra thermometer (Cernox thin film RTD, CX-1030-Sd-HT, Serial number: X121805) was also attached through the bottom socket. There are two reasons that we use an extra thermometer on the strain cell probe. One is large thermal mass of the strain cell, so it takes certain time to stabilize the temperature. The other is that the location of the cell is slightly above the bottom of the PPMS. The PPMS cooling system can be controlled via exchange
gas and the bottom thermal connection. Therefore, one can lose fine control of temperature by being away from the bottom of the PPMS. In general, we measured a temperature difference of $T_{\text{diff,avg}} = 1.67 \text{ K}$ (the temperature difference gets smaller upon cooling, $T_{\text{diff at } 2K} \leq 0.01 \text{ K}$) between our extra cernox thermometer and the PPMS thermometer with the 1 K/min sweep rate.

Eight holes were made at the bottom of the MFP probe to hold the Razorbill cell. (See Fig. 3.9 (d)) Four horizontal holes (two in one side and the other two in another side) hold the cell vertically so that one can apply the magnetic field in an “in-plane direction” of a plate like sample. Additionally, four vertical holes hold the cell horizontally so that the magnetic field can be applied in an “out-of-plane direction” of a plate like sample.

### 3.3.3 Mounting a crystal

Prior to mounting a sample on the strain cell, the sample needs to be picked and shaped correspondingly. Typical sample dimension suggested by the Ref. [Instruments] is $l = 2 \text{ mm} \times w = 0.4 \text{ mm} \times t = 0.2 \text{ mm}$. Length limit is in between 1.2 mm and 2.5 mm. Other than length, one of the most important parameter that one need to keep in mind before mounting the sample is the spring constant of the sample (upper limit of $5 \times 10^6 \text{ N/m}$). This is because if the stiffness of the sample is above the upper limit, it can substantially limit the displacement that the strain cell can apply.

The mounting procedures are well explained in the separate sheets of paper that the company provide with the cell.[Ref. [Instruments]] Here, some missing details are given for future users. The first step of the mounting sample on the Razorbill strain cell is put the bottom two plates in a position. One can use a guide (shown in Fig. 3.10 (a) left) to assist the procedure. The two plates should be parallel and the gap between the two should be adjusted based on the sample length. Very light addition of GE Varnish between the plates and the cell can help the mounting procedure.

After fixing the bottom plate, we added small amount of glue on the edge of the plates as shown in the Fig. 3.10 (b). Here, the glue should have the right volume and texture. Small enough to increase the transmitted strain to the sample and not overflow through the edge of the plates, but
large enough to electrically isolate the cell from the sample. Texture wise, it should be viscous enough that the sample does not sink through the glue, but it also should not be so solid that it does not actually hold a sample well. The glue can be Devcon 5 minute epoxy, Devcon 2 ton epoxy or Stycast 2850 FT. (Use $T \leq 270 \text{K}$) The type of glue may not the biggest component to determine the transmitted strain on the sample. [47] Thickness and width of sample and the thickness of glue are more crucial components to determine the transmitted strain on the sample. Place the sample with four wires gently on top of the glue and then wait a day for it to solidify. The contacts for the electrical transport measurement were prepared in a standard linear four-probe configuration using Epotek-H20E silver epoxy and silver paint.
Once glue is cured, the wires from the sample can be soldered onto the electrical pad on the cell. Note that the sample has to be electrically isolated from the cell using the proper amount and thickness of glue on top of the sample. Align spacers, top plates and golden screws that can match with the bottom plates. Here, the spacers need to be polished using sand paper to have same height, as sample and glue. Tighten up the screws well so that all the mounting components are secured. Then, another day is need to for the glue to cure.

3.3.4 Electronic connections

Figure 3.11 shows a schematic diagram and a real picture of the measurement system. The outer and inner piezoelectric stacks were controlled by two Keithley Model 2400 source meters, and corresponding length changes of the sample were measured by capacitance sensor using an Andeen-Hagerling(AH) Model 2550A capacitance bridge. Note that there are always certain errors in the length change measurements due to thermal contraction of different parts of the cell. Although some thermal effects were fixed (i.e. the thermal effect from piezoelectric materials was canceled via symmetric usage of outer and inner piezoelectric stacks, and the thermal effect from the capacitance sensor was corrected by subtracting the temperature dependent capacitance of the empty cell), others, including the thermal contraction from the cell and the crystal itself, were not considered.

Two Lake Shore Model 370 AC resistance bridges were used, one each for the resistance measurement of the crystals and the Cernox thermometer. Due to the limit of the resistance bridge (resolution is $1 \mu\Omega$ with $I = 3.16 \text{ mA}$ in the range of $2.0 \text{ m}\Omega$), we were not able to carry out elastoresistance measurements below $50 \text{ K}$ with $H = 0 \text{ T}$ in the above experimental setting for WTe$_2$ and PtSn$_4$ which have high residual restivity ratios (RRR) of close to 1000. In order to overcome this measurement limit, we performed the zero field elastoresistance experiment using a Stanford Research Systems(SRS) 860, Lock-In Amplifier and SRS Model CS580, voltage controlled current source in a Janis SHI-950-T closed cycle cryostat.

Similar to the TEP setup (see 3.2.5), both Multi Vu and LabVIEW programs were used to control the strain system.
3.3.5 Empty cell measurements

We have two Razorbill cells; CS100 and CS130. While the working principle of the two cells is the same, the difference between two cells is the size of the piezo electric stacks which gives different displacements. It is important to understand the empty Razorbill cell behavior prior to attaching a sample to the cell for strain measurements. First of all, voltage sweeps of the empty cell at various temperatures, as shown in Fig. 3.12 (a) and (c), need to be performed in order to determine how “healthy” the cell is and what the maximum length changes of the cell are at various temperature. To be more specific, if the hysteresis loops are not symmetric, it means the cell is broken. In addition, two factors which have opposite effects determine the maximum length changes of the cell. One is that the maximum voltage which can be applied to the inner and outer piezo stacks, varies with temperature due to dielectric breakdown and de-poling of the piezoelectric stacks. The other is that the displacement achieved for a given applied voltage drops as the temperature decreases. (At high temperatures, the domain boundaries move more compared to low temperature.) The difference in maximum length changes between the CS100 (Fig. 3.12 (a), \( L_{\text{max}} \sim \pm 7.5 \, \mu m \) around \( T \sim 130 \, \text{K} \)) and the CS130 (Fig. 3.12 (c), \( L_{\text{max}} \sim \pm 30 \, \mu m \) around \( T \sim 130 \, \text{K} \)) is due to the size of piezoelectric stacks.

As explained earlier in Subsection 3.3.4, thermal expansion effects came from many sources. One of them originates from the differential thermal expansion of the materials used for the capacitance sensor. This has nothing to do with length changes in the mounted sample, but is an artifact solely from the capacitance measurements. By subtracting the temperature dependent displacement of the empty cell (Fig. 3.12 (b) and (d)), this artifact from the capacitance sensor can taken into account.

He gas is another source of error in displacement measurement. Changes of displacement are calculated by changes in capacitance using an equation, \( C = \epsilon A/(d+d_0) + 0.25 \, \text{pF} \), where \( A \) and \( d_0 \) is given by manufacturer. Here, the problem is dielectric constant, \( \epsilon \). We used vacuum permittivity, \( \epsilon_0 \), for \( \epsilon \) to calculate the displacement. However, \( \sim 4 \, \text{Torr} \) (at \( T = 300 \, \text{K} \)) of He exchange gas was present during the measurement. Therefore, we conducted a capacitance measurement of empty cell
at $T = 300$ K while switching mode from high vacuum ($\sim 10^{-4}$ Torr) to vent continuous ($\sim 760$ Torr). The changes were $d = 0.03 \mu$m. Since we used only 4 Torr at 300 K, the expected displacement error due to the presence of the He exchange gas is rather small compared to the actual displacement triggered by the piezo stacks. In addition, the elastoresistance value is not affected by this effect because, by definition, elastoresistance is the first derivative of resistance versus strain.

Another capacitance measurement was conducted while ramping the magnetic field to determine the effect of the magnetic field. The results show that the capacitance value is more or less constant in the magnetic field range of $0 \leq H \leq 140$ kOe. When the magnetic field was ramped at the rate of 100 Oe/min (20 Oe/min), the fluctuations were $\leq 0.002 \mu$m ($\leq 0.001 \mu$m). The fluctuation level was inversely proportional to the magnetic field ramping rate. This said, neither ramping rates cause any significant changes in the measured displacement.
Figure 3.11  (a) Schematic diagram of connections. (b) Picture of measurement system.
Figure 3.12  (a) Voltage sweeps of CS100 at various fixed temperature. Temperatures are marked with difference colors, rainbow scale; red for 300 K and purple for base temperature. (b) Temperature sweep of CS100 at $V = 0$ V. (c) Voltage sweeps of CS130 with various temperature. Temperatures are marked with difference colors, rainbow scale; red for 300 K and purple for base temperature. (d) Temperature sweep of CS130 at $V = 0$ V.
CHAPTER 4. ANISOTROPIC PHYSICAL PROPERTIES AND PRESSURE DEPENDENT MAGNETIC ORDERING OF CrAuTe$_4$


Transition metal based antiferromagnetism (AFM) can be considered to be a necessary, but clearly not sufficient, ingredient for high temperature superconductivity in both the CuO- and Fe-based superconductors. When long-range AFM can be suppressed by either substitution or pressure in these systems superconductivity emerges, often with remarkably high transition temperatures and upper critical fields. One proposed route to the discovery of new high-T$_c$ superconductors is through the study of other transition metal based antiferromagnets, specifically their response to pressure. [49] Many studies have been done on Cr based AFM materials not only at ambient pressure but also under pressure. Pure, elemental Cr showed rapid decrease of $T_N$ as pressure was applied. [50, 51, 52] V doped Cr also showed a substantial decrease in $T_N$, [53] and several studies examined the effects of pressure on V doped Cr to see quantum criticality. [54, 55, 56] More recently, pressure studies on CrAs, which has $T_N = 265$ K at ambient pressure, demonstrate complete suppression of AFM, and even a superconducting transition around 2 K at the critical pressure of 8 kbar. [57] All of these pressure studies are important, because new physics around the quantum critical point can be studied. [58]

CrAuTe$_4$ was reported to crystallize in a monoclinic space group ($P2_1/m$) with lattice parameters $a = 5.4774(7)$ Å, $b = 4.0169(6)$ Å, $c = 7.3692(13)$ Å and $\beta = 90.604(10)^\circ$, [59] and it has a layered structure. The layered structure is composed of slabs made up of a central Cr-Au plane capped on each side by a Te layer. These 3 layer slabs are then stacked along the crystallographic $a$ axis.
with van der Waals bonding between Te atoms. (see Fig. 4.1 (a) inset) It has only one Cr site with monoclinic centrosymmetric point symmetry (2/m), and it reported AFM ordering temperature was below 255 K. [59] Previous studies were done on polycrystalline samples and only at ambient pressure.

In this chapter, the physical properties of single crystal CrAuTe$_4$ at ambient pressure as well as temperature and field dependent resistivity for pressures up to 5.22 GPa will be presented. We find that CrAuTe$_4$ orders antiferromagnetically with $T_N = 255$ K at ambient pressure, with the ordered moments along the crystallographic $c$-axis. Angle resolved photoemission spectroscopy (ARPES) data show that there is a clear reconstruction of the Fermi Surface associated with the magnetic ordering and pressure dependent resistivity measurements show that the ordering temperature can be suppressed to 236 K by 5.22 GPa. In addition to the suppression of the antiferromagnetic ordering temperature we are able to infer that for $P \sim 2$ GPa there is an additional, pressure induced phase transition that leads to clear changes in the temperature and field dependent resistivity.

### 4.1 Single crystal growth and XRD

Single crystals of CrAuTe$_4$ were grown by adding small amount of Cr to the low temperature Au-Te eutectic. [33] Growth detail can be found in the Methods chapter, subsection 3.1.1.

The powder data were fit with a Le Bail refinement (Fig. 4.1 (a)). Lattice parameters obtained from this refinement were $a=5.49\,\text{Å}$, $b=4.02\,\text{Å}$, $c=7.37\,\text{Å}$, and the angles $\alpha=90^\circ$, $\beta=90.64^\circ$, $\gamma=90^\circ$ in agreement with reported values. [59]. The orientation of the crystal was determined by single crystal XRD. [43] When the largest surface of the crystal was exposed to XRD, only $(h\,0\,0)$ peaks, where $h$ is integer number, were detected (Fig. 4.1 (b)). After confirming the $a$-axis direction, we rotated the sample almost 90° ($\beta=90.64^\circ$) and measured XRD again to confirm the $c$-axis direction; in this case, only $(0\,0\,l)$ peaks were detected (Fig. 4.1 (c)). By elimination, the long axis of the crystal is the crystallographic $b$-axis.
Figure 4.1 (a) Observed and fitted powder x-ray diffraction (XRD) pattern of CrAuTe$_4$ shown on a semi-log plot. Inset schematic drawing shows crystal structure of CrAuTe$_4$. Inset picture is typical CrAuTe$_4$ single crystal with the $b$-axis as the longest edge. (b) Single crystal XRD along the $a$-axis. (c) Single crystal XRD along the $c$-axis.

4.2 Magnetization

In Fig. 4.2 (a), magnetic susceptibility as a function of temperature, $M(T)/H$, measured in $H = 10$ kOe shows the AFM transition just above 250 K. Because we mounted sample with diamagnetic thin film (see Fig. 3.3 (c)), the magnetic susceptibility data for $H \parallel a$ and $H \parallel c$ have a diamagnetic background, which is a likely cause for the differences above $T_N$. In addition, no anisotropy is expected in the paramagnetic state of Cr$^{3+}$ in octahedron environment with $S = 3/2$ considering the crystalline electric field effect. Therefore, the $H \parallel a$ and $H \parallel c$ susceptibilities have been additively
shifted to overlap the high temperature $H \parallel b$ data (the sample was mounted between two long straws for $H \parallel b$. see Fig. 3.3 (b)) in Fig. 4.2 (b).

Magnetic susceptibility data below 250 K (in the antiferromagnetically ordered state) are highly anisotropic with the ratio of the magnetization data for $H \parallel c$ and $H \perp c$ being $\sim 10$ at around 100 K. We were not able to take the data below 100 K for $H \parallel c$, because magnetization of our single crystal dropped below $\sim 10^{-6}$ emu which is below the MPMS sensitivity. Simple visual inspection of the anisotropic data suggests that the ordered Cr moments are along the $c$-axis. [41]

![Figure 4.2](image)

Figure 4.2 (a) Anisotropic magnetization data along three different directions. Black cross represents the magnetization when $H \parallel c$, green filled dot corresponds to $H \parallel b$ magnetization, and red open dot is the magnetization with $H \parallel a$. (b) anisotropic magnetization data with $H \parallel a$ and $H \parallel c$ data shifted additively to compensate for small addenda contribution (see text). Dashed lines are from a MFT result (see text).
More quantitatively, the anisotropic, temperature dependent magnetic susceptibility of AFM systems can be analyzed within the context of mean field theory (MFT). [60, 61] The magnetic susceptibility with \( H \) perpendicular to the ordered magnetic moment below \( T_N \) can be described by MFT.

\[
\frac{\chi_\perp(T \leq T_N)}{C} = \frac{1}{1 - \theta_P/T_N} 
\]

(4.1)

where \( \theta_P \) is the paramagnetic Weiss temperature and,

\[
C = 2[S(S+1)]^{1/2}
\]

(4.2)

Based on previous magnetization data on polycrystalline CrAuTe\(_4\), [59] Cr is known to be trivalent. \( \text{Cr}^{3+} \) has \( S = 3/2 \) and the corresponding \( C \) was calculated by using \( C = 2[S(S+1)]^{1/2} \). We used \( T_N = 255 \) K which is determined from both our magnetization and resistivity data (see below). The only free parameter that has to be determined is \( \theta_P \). By matching the theoretical prediction and the magnetic susceptibility data for \( H \parallel b \), which has almost no background, we find \( \theta_P = -202 \) K.

From this value, the magnetic susceptibility with field along the easy axis, \( H \parallel c \), of collinear antiferromagnet below \( T_N \) can be calculated without any free parameters:

\[
\frac{\chi_\parallel(T)}{\chi(T_N)} = \frac{1 - \theta_P/T_N}{\tau^* - \theta_P/T_N}
\]

(4.3)

where

\[
\tau^*(t) = \frac{(S+1)t}{3B_S'(y_0)}
\]

(4.4)

In the function \( \tau^*(t) \), \( t \) and \( B_S'(y_0) \) are

\[
t \equiv \frac{T}{T_N}, \quad B_S'(y_0) = \left[ dB_S(y)/dy \right]_{y=y_0}
\]

(4.5)

where \( B_S(y) \) is unconventional Brillouin function which is defined as

\[
B_S(y) = \frac{1}{2S} \left\{ (2S+1)\coth[(2S+1)y/2] - \coth\left(\frac{y}{2}\right) \right\}
\]

(4.6)

and \( y_0 = \frac{3\mu_0}{(S+1)t^*} \). \( \mu_0 \) can be calculated numerically by graphical method from \( \mu_0 = B_S(y_0) \). The calculated behavior, based on MFT, is shown in Fig. 4.2 (b) with dashed blue lines. The MFT calculated anisotropic susceptibility is consistent with the experimental data.
4.3 Resistivity

Figure 4.3 Zero-field, temperature dependent resistivity $\rho(T)$ of CrAuTe$_4$. Filled black squares show derivative of $\rho(T)$ with respect to temperature and open red circles represent the $d(\chi T)/dT$. Both show a clear peak near 255 K.

Samples for transport measurement were prepared by attaching four Au wires (12.7 $\mu$m diameter) via spot welding. The contact resistance values were all around 1 $\Omega$. Prior to spot welding, we tried to use silver epoxy but the contact resistance was above 1 k$\Omega$. Since silver paint itself cannot give rigid enough contacts between the sample and the wires for pressure experiments, spot welding was used.

The electrical resistivity, $\rho(T)$, of CrAuTe$_4$ was measured from 1.8 K to 305 K. A kink, where an abrupt slope change occurs, is found at $T_N$, in Fig. 4.3. The residual resistivity ratio (RRR) determined by $\rho(300 \text{ K})/\rho(2 \text{ K})$ of the sample is 13 with $\rho_0 = 5.57 \mu\Omega\cdot\text{cm}$. The low residual resistivity and high RRR demonstrate the good quality of the single crystal. In order to evaluate the transition temperature from different measurements, we used Fisher’s arguments of singular behavior near an AFM transition transition. [62, 63] It is expected that the anomaly shown in specific heat due to AFM material is similar to anomaly in $d(\chi T)/dT$, [62] and that the resistivity anomaly, $d\rho/dT$, due to short-range fluctuation near transition temperature exhibits similar feature as specific heat. [63]

We calculated $d(\chi T)/dT$ and $d\rho/dT$ as shown in Fig. 4.3 inset. Both $d(\chi T)/dT$ and $d\rho/dT$ show step like features just above and just below 255 K (respectively), giving $T_N = 255 \pm 1 \text{ K}$. 
Figure 4.4  (a) Magnetoresistance (MR = \( \rho(H) / \rho(H = 0) \)) of CrAuTe\(_4\) at 1.8 K for two different field directions. (b) and (c), Shubnikov-de Haas oscillations after subtracting a second order polynomial background. (b) magnetic field along the c direction. (c) magnetic field along the a direction.

The field dependent resistivity was measured up to 90 kOe at 1.8 K along two different directions of applied magnetic field (Fig. 4.4). When the field direction is \( H \parallel c \), the magnetoresistance (MR = \( \rho(H) - \rho(H = 0) \)) for \( T = 1.8 \text{ K} \) is 1.85 at 90 kOe. On the other hand, MR is 0.94 at 90 kOe for \( H \parallel a \). In the high field regime, Shubnikov de Haas (SdH) oscillations become increasingly apparent. We subtract the background by using second order polynomial function and plot the obtained oscillatory part of MR as a function of \( 1/H \) in Fig. 4.4 (b) and (c). Two distinct frequencies are found for \( H \parallel c \). On the other hand, a beat-like feature, due to two adjacent frequencies, is detected for \( H \parallel a \).
Figure 4.5 (a) Fast Fourier Transform (FFT) analysis of quantum oscillation data for $T = 1.8\, \text{K}, 3\, \text{K}, 4\, \text{K}, 5\, \text{K}$ and $7\, \text{K}$ when magnetic field is applied along the $c$-axis. Inset is the mass plot. The closed circle is the data from $F_1$ and open square is the data from $F_2$. (b) Same as (a) except the magnetic field direction on the crystal was along the $a$-axis.

We use a Fast Fourier Transform (FFT) algorithm to compare the quantum oscillation for the two directions of applied field. (Fig. 4.5) The FFT result for $H \parallel c$ shows two sharp peaks: $F_1 = 0.36\, \text{MOe}$ and $F_2 = 3.6\, \text{MOe}$. At first glance only one frequency is found from $H \parallel a$: $F_3 = 3.9\, \text{MOe}$, but, if we look at the FFT data for $H \parallel a$ more carefully, we can see that the peak is broader than those found for $H \parallel c$. This may indicate that it indeed has two adjacent frequencies associated with the beat like feature seen in Fig. 4.4 (c). From the Onsager relation, $F^i = \frac{\hbar c}{2\pi e} S^i$, which states direct proportionality between frequency and extremal areas, three corresponding extremal area of the Fermi surface were calculated: $S_{F1} = 0.00344\, \text{Å}^{-2}$, $S_{F2} = 0.0344\, \text{Å}^{-2}$ and $S_{F3} = 0.0378\, \text{Å}^{-2}$. 
MR was also measured at 5 different temperatures: 1.8 K, 3 K, 4 K, 5 K, and 7 K, and the FFT is done on each MR data set (Fig. 4.5) with same data processing. The amplitude of quantum oscillations decreases as temperature increases. Using Lifshitz-Kosevich theory explained in Chapter 2, we obtain the effective mass \( m^* \) by linear fitting using the mass plot in Fig. 4.5 insets. The calculated effective mass for \( F^1 \) is 0.19 \( m_e \), \( F^2 \) is 0.25 \( m_e \) and \( F^3 \) is 0.25 \( m_e \). The effective masses for \( F^2 \) and \( F^3 \) are same, and their frequencies are also almost same as well. These features in \( F^2 \) and \( F^3 \) might indicate that these frequencies are associated with an almost spherical sheet of the Fermi surface whereas \( F^1 \) is not.

\section{4.4 ARPES}

ARPES data were acquired using a tunable, vacuum ultraviolet laser-based ARPES [64] in collaboration with Yun Wu in Adam Kaminski’s group. The samples were cleaved \textit{in situ} at 40 K at a base pressure lower than \( 8 \times 10^{-11} \) Torr. Momentum and energy resolution were set at \( \sim 0.005 \) Å\(^{-1}\) and 2 meV, respectively.

The clear signatures of \( T_N \) in magnetization and resistivity are accompanied with changes in the Fermi surface as well. Whereas the SdH oscillations can provide information about the low temperature, extremal orbit dimension, a \( T_N \) value of 255 K makes quantum oscillations measurements for \( T > T_N \) highly unlikely. Fortunately, ARPES measurements can probe the Fermi surface both above and below \( T_N \).

In Fig. 4.6, we show the Fermi surface plot and band dispersion measured using 6.70 eV photon energy. Fig. 4.6 (a) shows the \( T = 40 \) K, ARPES intensity in the first Brillouin zone, integrated within 10 meV about the chemical potential. The red arrows point to the location of two Fermi sheets identified in Figs. 4.6 (e) and (i). In Figs. 4.6 (b)-(e), we show the band dispersion along cuts 1-4 (marked in panel (a)) measured at \( T = 40 \) K. As we move away from \( \Gamma \) to \( Z \) (i.e. from cut 1 to cut 4 in Fig. 4.6), two hole pockets emerge as indicated by the red arrows, which can be better seen in the second derivative plots of the ARPES intensity shown in Figs. 4.6 (f)-(i).
In Figs. 4.7 (a)-(b), we show the band dispersion along cut 4 in Fig. 4.6 (a) measured at two temperatures: 270 and 40 K (above and below the AFM transition temperature, respectively). We can clearly see that above the AFM transition temperature of 255 K (in the paramagnetic state), there is only a single hole pocket (marked by red arrows). When the sample temperature is decreased to 40 K, another hole pocket emerges in the center. To better illustrate the band dispersion, we calculate and plot second derivative of the ARPES intensity in Figs. 4.7 (c)-(d).

Diameters of the two pockets that we marked on Fig. 4.7 at 40 K are 0.1708 Å and 0.0815 Å. Assuming circular orbits, the calculated surface areas are 0.023 Å⁻² and 0.005 Å⁻². Former one may correspond to $F^2$ and $F^3$. The differences between SdH data and ARPES data may be due to limited access to full Brillouin zone along the $k_x$ direction. Thus, the values that come from ARPES data often are close to, but different from the extremal value inferred from SdH oscillations, which give the true minimal or maximal value along the applied field direction, regardless of position in Brillouin zone.

The Fermi surface topology change is due to the magnetic transition from paramagnet to AFM. In the AFM state, the unit cell size can change, and it can affect the Brillouin zone in k-space. Thus, it introduces the band folding in the system. [22, 65] This is the reason why two bands were observed below $T_N$, although only one band was observed above the transition temperature.

### 4.5 Resistivity under pressure

The resistivity data under pressure were collected in collaboration with Udhara S. Kaluarachchi with two types of pressure cells. A Be-Cu/Ni-Cr-Al hybrid piston-cylinder cell (PCC), similar to that used in Ref. [20], was used for pressures up to 2.1 GPa. For this pressure cell, a 4:6 mixture of light mineral oil: n-pentane [20, 66] was used as a pressure medium. It solidifies at $\sim$3-4 GPa at room temperature [66, 67]. For higher pressure, a modified Bridgman anvil cell (mBAC) [67, 68] was used with a 1:1 mixture of n-pentane:iso-pentane as a pressure medium [66, 67, 69, 70]; the solidification of this medium occurs around $\sim$6-7 GPa at room temperature [66, 67, 71, 70]. For both cells, the pressure was determined by the superconducting transition temperature of Pb [72]
measured resistivity. The temperature dependent electrical resistivity of CrAuTe$_4$ was measured up to 5.22 GPa.

The temperature dependence of the resistivity at various pressures is shown in Fig. 4.8 (a). Note that we used different samples for each cells; RRR = 14 for the sample used in the PCC and RRR = 13 for the sample used in the mBAC. The data from each of the two samples was normalized to the ambient pressure resistivity value from Fig. 4.3. The antiferromagnetic transition temperature decreases as we apply pressure. $T_N = 254$ K inferred from the ambient pressure decreases monotonically to $T_N = 236$ K at 5.22 GPa (see Fig. 4.9 (a)). The rate of suppression of $T_N$ is -3.4 K/GPa when we assume a linear change. In fact, though, there are two breaks in slope of $T_N(P)$, one at roughly 2 GPa and a second at roughly 4 GPa. Whereas the 2 GPa change will be discussed further below, the 4 GPa change is most likely associated with the $T_N(P)$ line crossing the solidification temperature line ($T_s(P)$) for the 1:1 mixture of n-pentane:iso-pentane pressure medium near 4 GPa. [67]

The residual resistivity ratio of CrAuTe$_4$ also changes with pressure and manifests a very clear, non-monotonic behavior (Fig. 4.9 (b)). The broad, local maxima between 1.7 and 2.1 GPa is followed by a shallow drop at higher pressures.

Figure 4.8 (b) shows the MR ratio (defined as $(\rho(H) - \rho(H = 0))/\rho(H = 0)$) for $T = 1.8$ K measured at 14 different pressures. To be consistent, we always applied the current along the $b$-axis and magnetic field along the $c$-axis. MR shows quadratic behavior at low pressure, and near-linear behavior is detected at high pressure. To be more quantitative, we fitted the MR data with $cH^n$, where $c$ is a constant, $H$ is the field, and $n$ is an exponent. The values of $n$ are plotted in Fig. 4.9 (c). $n$ is around 2 at low pressure, but starts to drop from 2 GPa. Finally, $n \sim 1$ around 5.22 GPa. Conventionally MR is proportional to $H^2$, but it sometimes shows linear MR when there is scattering and magnetic breakdown. [11] More recently, A. A. Abrikosov suggested that linear energy dispersion can induce linear MR. [73] Although sudden increases in scattering (with pressure) are possible, magnetic breakdown happens over limited high field regimes. However,
electronic transition is possible with introducing linear dispersion. It is possible, then, that the anomaly in MR exponent is a result of the electronic phase transition under pressure.

Figure 4.9 (c) also shows the MR at 90 kOe. The MR is 1.85 at ambient pressure, with a local maximum at 0.87 GPa of 3.45, and then drops down to 0.57 at 5.22 GPa. It noticeably starts to drop around 2 GPa, and, as expected, at higher pressures shows a similar pressure dependence as the exponent, n. Given that the pressure dependence of $T_N$, RRR, the MR as well as the MR power-law exponent all show changes in behavior just below 2 GPa, it is likely that there is a pressure induced transition near this pressure.

The pressure dependence of the SdH oscillations was tracked as well. As pressure increases, both frequencies move to higher values (Fig. 4.10). This implies that the respective Fermi surfaces areas in k-space increase in the ab plane. The pressure dependences of the changing frequencies are presented in Fig. 4.10 (a). Both frequencies, $F_1$ and $F^2$, show almost linear change. The pressure derivatives of extremal cross sections which is defined as $dlnF/dp$ are calculated for each frequencies; $dlnF_1/dp = 1.31$ GPa$^{-1}$ and $dlnF_2/dp = 0.23$ GPa$^{-1}$. The pressure derivative of $F_2$ is comparable to previous results on Cd and Bi, [20, 74] but $F_1$ is at least 2 times greater.

Not only frequencies but also amplitudes are changed as pressure is increased. As $F_1$ and $F^2$ are smeared out, no more frequencies are detectable in the PCC for $P > 1.42$ GPa. This may suggest that the local curvature near extremal cross-sections of the Fermi surface is changing as we apply pressure. In addition, we start to seeing a new low frequency peak from 2.08 GPa, and finally pronounced low frequency peak, $F^4 = 0.71$ MOe, is observed at 3.5 GPa. Low frequency peaks can sometimes be due to an artifact during the data processing. However, $F^4$ has large amplitude and, as shown in the inset of Fig. 4.10 (g), it can even be clearly seen in the raw data.

Based on the present data, it is apparent that the antiferromagnetism in CrAuTe$_4$ is not particularly "fragile" and much higher pressures would be needed to suppress it. On the other hand, there is a pressure induced phase transition near 2 GPa. We cannot identify the nature of this transition; it could be a pressure induced change in the magnetic ordering wave vector, it could be a structural phase transition, or it could be a Lifshitz transition.
4.6 Summary

In summary, we studied physical properties of high quality single crystal, CrAuTe$_4$. The temperature dependent magnetization has been measured, and we observed the anisotropic susceptibility consistent with the spins aligned antiferromagnetically along the \( c \)-axis below 255 K. The temperature dependent resistivity also showed a clear, loss-of-spin-disorder-scattering feature at the antiferromagnetic transition temperature. The 2 K MR showed anisotropy with factor of 2, SdH oscillations are observed and analyzed. The band structure was measured by ARPES below and above the Neel temperature; band folding due to the antiferromagnetic transition is detected. To test for possible fragile magnetism, the pressure dependence of the temperature dependent electrical resistivity was measured for \( p < 5.25 \) GPa. \( T_N \) was suppressed to 236 K by 5.22 GPa. Suggesting a possible pressure induced phase transition that affects the electronic properties.
Figure 4.6 Fermi surface plot and band dispersion measured using 6.70 eV photon energy.
(a) Plot of ARPES intensity integrated within 10 meV about the chemical potential measured at \( T = 40 \) K. High intensity areas correspond to location of Fermi sheets and/or proximity of the bands to the chemical potential. The red arrows indicate the location of the Fermi momenta found in figures (e) and (i) below. (b)-(e) ARPES intensity along cuts 1-4 measured at \( T = 40 \). (f)-(i) The intensity plots of the second derivatives of data in (b), (c), (d) and (e). The red arrows in (d), (e), (h) and (i) mark the locations of Fermi momenta.
Figure 4.7  Band dispersion measured using 6.70 eV photon energy. (a)-(b) ARPES intensity along cut 4 measured at $T = 270$ and 40 K, respectively. (c)-(d) The intensity plots of the second derivatives of data in (a) and (b). The red arrows mark the Fermi crossings.
Figure 4.8  (a) Temperature dependent resistivity at 0, 0.21, 0.84, 0.87, 1.42, 1.86, 1.97, 2.08, 2.79, 3.50, 4.13, 4.75, 5.12 and 5.22 GPa.  (b) MR as a function of field at 1.8 K with same pressures as (a).
Figure 4.9  Pressure dependence of transport properties: (a) transition temperature (filled red triangle data was measured in piston-cylinder cell, open blue triangle data was measured in Bridgeman cell) (b) RRR (filled red circle data was measured in piston-cylinder cell, open blue circle data was measured in Bridgeman cell) (c) (left) square stands for exponent of H (filled red square data from piston-cylinder cell, open blue square data from Bridgeman cell), (right) green stars are MR at 90 kOe (filled data from piston-cylinder cell, open data from Bridgeman cell).
Figure 4.10  FFT results of SdH oscillation from 0 GPa to 1.42 GPa, and 3.5 GPa (a) overall trend of frequencies change as a function of pressure. (b) 0 GPa, (c) 0.21 GPa, (d) 0.84 GPa, (e) 0.87 GPa, (f) 1.42 GPa, (g) 3.5 GPa. Inset of (g) is the periodic oscillation as a function of $1/H$ after subtracting background.
CHAPTER 5. A STUDY OF THERMODYNAMIC, TRANSPORT AND BAND STRUCTURE PROPERTIES OF PdSn$_4$ INCLUDING EXTREMELY LARGE MAGNETORESISTANCE AND KOHLER’S RULE ANALYSIS

The following context is a slightly modified version of the published work in Ref. [75]. DOI: http://dx.doi.org/10.1103/PhysRevB.96.165145. Reprinted (abstract/excerpt/figure) with permission from [N. H. Jo et. al., Phys. Rev. B 96.165145 (2017)] Copyright (2017) by the American Physical Society.

The recent discovery of three-dimensional topological semi-metals generated lots of attention. Topological semi-metals can be classified as three different types: [76] a Dirac semimetal, a Weyl semimetal, and a nodal-line semimetal. A Dirac semimetal has points in the Brillouin zone where doubly degenerate conduction and valence bands are touching linearly, and has been realized in Na$_3$Bi and Cd$_3$As$_2$. [77, 78] A Weyl semimetal is similar to Dirac semimetal, but a Weyl semimetal exhibits Weyl points that are crossing of singly degenerate electronic bands, which requires the breaking of either time-reversal or inversion symmetry. Weyl points have chirality which is represented by the sign of the determinant for the velocity tensor. [79] Experimental manifestations of Weyl semimetals are: TaAs, NbAs, TaP and transition metal dichalcogenides including WTe$_2$. [80, 81, 82, 83, 84] A nodal-line semimetal has a gap closing along a line in the Brillouin zone instead of at isolated points. Several materials have experimentally confirmed to be nodal-line semimetals: PbTaSe$_2$, ZrSiS and TiTaSe$_2$. [85, 86, 87] A different type of a novel topological quantum structure was identified recently in PtSn$_4$ which has a Dirac node arc feature on the surface, whose (topological) origin is still unknown. [88] In the bulk, PtSn$_4$ is a metallic with a number of complex electron and hole Fermi surface sheets containing significant carrier densities. [88]

The fascinating thermodynamic and transport properties of PtSn$_4$ were reported in Ref. [89]. Most importantly, it manifests an extremely large magnetoresistance (XMR) of $\sim 5 \times 10^5 \%$ for
$T = 1.8 \text{ K}$ and $H = 140 \text{kOe}$, without any evidence of saturation. [89] In the following years, many of other topological materials that also showed XMR have been found.

Several mechanisms have been suggested for such XMR in various materials. Nearly perfect electron-hole compensation has been suggested as the origin of XMR ($\sim 10^5 \%$ at 4.5 K and 147 kOe) in WTe$_2$. [9] (Although it has also been noted that in this material there is a clear relation between MR and the residual resistivity ratio, $\rho_0$). [90] Magnetic field induced changes in Fermi surface structure have been suggested as the cause of XMR in NbSb$_2$ ($\sim 10^5 \%$ at 2 K and 9 T) and Cd$_3$As$_2$ ($\sim 10^5 \%$ at 5 K and 9 T), specifically field induced gaps in Dirac points or splitting of Dirac Fermi points into separated Weyl points. [9, 91] More recently, for the case of LaSb ($\sim 10^6 \%$ at 2 K and 9 T) and LaBi ($\sim 10^5 \%$ at 2 K and 9 T) XMR has been associated with $d$-$p$ orbital mixing. [92, 93] Despite all of these possible mechanisms, the origins of XMR in all of these materials are open to debate.

PdSn$_4$ is isostructural to PtSn$_4$; [94, 95] it has an orthorhombic structure and a space group number of 68, with Pd and Sn each having a unique crystallographic site. [95] The lattice parameters of PdSn$_4$ are $a = 6.4417 \text{Å}$, $b = 11.4452 \text{Å}$ and $c = 6.3886 \text{Å}$, which are very similar to those of PtSn$_4$: $a = 6.418 \text{Å}$, $b = 11.366 \text{Å}$ and $c = 6.384 \text{Å}$. [95, 96] Both materials have a layered structure along the crystallographic $b$ direction owing to the weak van der Waals bonding between Sn atoms. Since not only the structure, but also the electron count is same, the primary difference between PdSn$_4$ and PtSn$_4$ may be the reduced spin orbit coupling strength or slight lattice expansion associated with PdSn$_4$. Therefore, it is interesting to compare these two materials.

In this chapter, the physical properties of PdSn$_4$, including temperature and the magnetic field dependent transport and magnetic properties as well as a detailed angle resolved photoemission spectroscopy (ARPES) and density functional theory (DFT) study of its electronic bulk and surface band structure will be discussed. Compared to PtSn$_4$, the anisotropic physical properties of PdSn$_4$ are qualitatively similar. In contrast, our ARPES results show that whereas PtSn$_4$ exhibits a Dirac node arc at the surface, the corresponding surface state is clearly gapped out in PdSn$_4$. We rule out a number of proposed microscopic mechanisms for XMR in PdSn$_4$, through detailed analysis.
of the magnetoresistivity and band structure. In particular, we show that carrier compensation cannot explain XMR in either PtSn$_4$ or PdSn$_4$. In addition, we point out a scaling property of the magnetoresistivity that follows Kohler’s rule over a wide magnetic field and temperature range, revealing to a robust scale invariance of the electronic orbital motion known from classical descriptions of magnetotransport.

5.1 Single crystal growth and XRD

Figure 5.1 (a) Single crystal of PdSn$_4$. (b) Crystal structure (Pd: orange sphere, Sn: blue sphere). (c) Powder X-ray diffraction pattern (Black lines) and reported PdSn$_4$ (Ccca) peaks from Ref. [95] (Red lines). (d) Single crystal X-ray diffraction pattern identifying the (0 h 0) lines.
Single crystals of PdSn$_4$ were grown out of Sn-rich binary melts. Detailed explanation can be found in the section 3.1. We put an initial stoichiometry of Pd$_{2}$Sn$_{98}$ into a fritted alumina crucible [Canfield Crucible Set (CCS)], [34] and then sealed in it into an amorphous silica tube under partial Ar atmosphere. The ampoule was heated up to 600°C over 5 hours, held there for 5 hours, rapidly cooled to 325°C and then slowly cooled down to 245°C over more than 100 hours, and then finally decanted using a centrifuge. [36] The single crystalline sample has a clear plate like shape with mirrored surface and typical dimension of $\sim 2 \text{ mm} \times 1 \text{ mm} \times 0.3 \text{ mm}$.(Fig. 5.1 (a))

Fig. 5.1 (c) shows XRD patterns of PdSn$_4$. All the peak positions are well matched with the reported orthorhombic PdSn$_4$ structure. [95] However, the relative intensity of the peaks is different from the calculated powder pattern, presumably reflecting the preferential orientation of the ground powder due to the layered structure. The crystal structure in real space is shown in Fig. 5.1 (b) and preferential orientation. The crystallographic $b$-axis is anticipated to be perpendicular to the mirrored surface shown in Fig. 5.1 (a). To confirm this, we did XRD on oriented single crystals. [43] When the x-ray beam is incident perpendicular to the surface, only (0 k 0) peaks were observed as shown in Fig. 5.1 (d). This confirms that the crystallographic $b$ direction is perpendicular to the mirrored surface shown in Fig. 5.1 (a).

### 5.2 Specific heat

The temperature dependent specific heat, $C_P$, of PdSn$_4$, shown in Fig. 5.2, does not show any signature of a phase transition. We plot the $C_P/T$ as a function of $T^2$ in the inset to Fig. 5.2 to infer the electronic specific heat coefficient, $\gamma$, and the Debye temperature, $\Theta_D$. This is based on the relation $C_P = \gamma T + \beta T^3$ at low temperature; $\gamma = 4 \text{ mJ/molK}^2$ and $\Theta_D \sim 206 \text{ K}$. These values are very similar to those of PtSn$_4$ ($\gamma \sim 4 \text{ mJ/molK}^2$ and $\Theta_D \sim 210 \text{ K}$). [89] Since both systems have $\gamma$ values of less than 1 mJ/molK$^2$ atom, neither has a significant density of states at the Fermi surface or strong electron correlations.
Figure 5.2  Temperature dependent specific heat, $C_P$, of PdSn$_4$. Inset shows $C_P/T$ as a function of $T^2$. The red line is a linear fit to the lowest temperature PdSn$_4$ data.

5.3 Resistivity

Figure 5.3 (a) shows the temperature dependent resistivity, $\rho(T)$, measured from 1.8 K to 300 K. The current was applied perpendicular to the crystallographic $b$ direction. (i.e. within the plane of the plate-like sample). Sample S1 has a residual resistivity ratio (RRR = $\rho$(300 K)/$\rho$(1.8 K)) value of 331, and sample S2 has RRR = 625. In both cases, the large RRR indicates the high quality of the crystals. The overall behavior of $\rho(T)$ is metallic, which is similar to PtSn$_4$. [89] It shows almost linear temperature dependence at high temperatures; the low temperature ($T < 10$ K) data from S1 and S2 were fitted with a polynomial function, $\rho(T) = \rho_0 + AT^2$. The obtained values are $\rho_0 = 0.105 \mu \Omega \text{ cm}$ and $A = 2.7 \times 10^{-4} \mu \Omega \text{ cm}/\text{K}^2$ for S1, and $\rho_0 = 0.049 \mu \Omega \text{ cm}$ and $A = 2.2 \times 10^{-4} \mu \Omega \text{ cm}/\text{K}^2$ for S2. Given that S2 has RRR, $\rho_0$ and $A$ values closer to those reported for PtSn$_4$ than S1, [89] we chose to use S2 to carry out further transport experiments with the applied magnetic field.

The difference in $A$ values between two samples can be associated with uncertainty in geometric factors, since single crystals of PdSn$_4$ are easy to be exfoliated and bended. In order to confirm
Figure 5.3  (a) Temperature dependent resistivity of two PdSn₄ single crystals. (b) Temperature dependent resistivity of two PdSn₄ single crystals normalized to their room temperature respective slopes.

this hypothesis, we plot temperature dependent resistivity normalized to the room temperature slopes, which can compensate for the uncertainty of the geometric factor. [97] As shown in Fig. 5.3 (b), temperature dependent resistivity data of both samples are same except the slight different residual resistivity, ρ₀. Therefore, we can conclude that the difference in resistivity other than ρ₀ between two samples are indeed due to uncertainty in geometric factors.

The ρ(T) of PdSn₄ for H = 140 kOe was measured from 1.8 K to 300 K with the two different magnetic field directions (red filled circles for H ⊥ b and blue filled squares for H || b) (Fig. 5.4 (a)). Note that the current was always applied in an I ⊥ b and I ⊥ H direction. The current thus always flows in the a-c plane, perpendicular to the applied magnetic field. For comparison, we also
Figure 5.4  (a) Temperature dependent resistivity of PdSn$_4$ in zero applied magnetic field (black filled circles), and in 140 kOe for different magnetic field directions; red filled circles ($H \perp b$, $H \perp I$) and blue filled squares ($H \parallel b$, $H \perp I$). (b) Magnetoresistance (MR) of PdSn$_4$ at 1.8 K for different magnetic field and current directions; red filled circles ($H \perp b$, $H \perp I$), blue filled squares ($H \parallel b$, $H \perp I$). Magenta dashed-line is fitted line based on a two-band model (see text).

plotted the $\rho(T)$ of PdSn$_4$ for $H = 0$ kOe (black filled circles). For both field directions, PdSn$_4$ shows a strong field dependence at low temperatures. To be more specific, for both directions of applied field the 140 kOe MR starts becoming large below $\sim 100$ K. A local minimum in the 140 kOe resistance is observed near 40 K ($H \perp b$) and 25 K ($H \parallel b$), followed by steep increases in resistivity that tends to saturate as $T \rightarrow 2$ K.

Transverse magnetoresistance (MR) measurements were carried out from 0 Oe to 140 kOe at 1.8 K, with MR defined as $(\rho(H) - \rho(H = 0)) \times 100/\rho(H = 0)$. The magnetic field dependency of MR in both directions is quadratic rather than linear, and there is no evidence of saturation in MR
up to 140 kOe. Anomalies in the higher magnetic field regime are due to quantum oscillations. (see discussion below). The size of the MR at 1.8 K and 140 kOe is $\sim 8 \times 10^4\%$ ($H \perp b$) and $\sim 2 \times 10^4\%$ ($H \parallel b$) both of which are extremely large values. It is interesting that both PtSn$_4$ and PdSn$_4$ show a larger MR when the magnetic field is applied perpendicular to the $b$ direction (i.e. within the basal plane). This is in contrast to many layered materials with large MR anisotropy that manifest the largest MR when the magnetic field is applied perpendicular to the plane. [98, 99]

Furthermore, for layered materials that manifest quasi-two dimensional Fermi surfaces, it has been predicted that the transverse MR along one magnetic field direction (perpendicular to the plane) increases quadratically while it tends to saturate for a field that lies within the plane. [12] Given the quadratic MR, for both field directions, found for PdSn$_4$ as well as PtSn$_4$, it seems that the magnetotransport is dominated by 3D Fermi surface (FS) sheets, even though each compound cleaves and exfoliates well.

5.4 Hall coefficient

Electron-hole compensation can be a reason for large MR and has been invoked in the case of WTe$_2$. [9] In general, the conductivity tensor components $\sigma_{xy}$ and $\sigma_{yx}$ are proportional to $1/H$ when the carrier density of electrons and holes are not approximately equal (i.e. $n_e > n_h$ or $n_e < n_h$).

Then the diagonal components of resistivity tensors, except $\rho_{zz}$, saturate as the magnetic field goes to infinity. On the other hand, the resistivity tensor components $\rho_{xx}$ and $\rho_{yy}$ increase quadratically without saturating at high field when $n_e \approx n_h$ since $\sigma_{xy}$ and $\sigma_{yx}$ are then dominated by higher order of $1/H$ terms. One should note that this is true only if the following assumptions are fulfilled: (i) there are closed trajectories and (ii) in the high field regime. [12] In order to see whether such a compensation scenario is possible for PdSn$_4$, we measured its Hall resistivity, $\rho_H$. In Fig. 5.5 (a), the temperature-dependent Hall coefficient, $R_H = \rho_H/H$, of PdSn$_4$ at 140 kOe from 1.8 K to 300 K is plotted. Above 65 K, the $R_H$ of PdSn$_4$ shows a relatively weak, monotonic dependence on temperature with a positive value which indicates that hole-like carriers dominate its transport properties. $R_H$ of PdSn$_4$ starts to decrease rapidly below 65 K, crosses $R_H = 0$ at
Figure 5.5  (a) Temperature dependent Hall resistivity divided by the applied magnetic field, $\rho(H)/H$, of PdSn$_4$ for $H = 140$ kOe $\parallel b$. (b) Magnetic field dependent Hall resistivity of PdSn$_4$ at 1.8 K, 30 K, 40 K, and 50 K. The dashed magenta line is based on a two-band model (see text).

38 K, and then saturates to $R_H \approx -1.5 \times 10^{-11} \Omega$ cm/Oe below 7 K. Given that $R_H$ changes sign at low temperatures, it is tempting to associate the zero crossing with perfect carrier compensation. However, this assumes that the mobilities of all carriers are equal. This is because $R_H$ is not only a function of carrier density but also mobility. Therefore, we need a way to disentangle the carrier density and mobility contributions to $R_H$.

One indication of compensation is a nonlinear behavior of $\rho_{xy}(H) \equiv \rho_H$ in high magnetic fields. [12] Thus, we measured the $\rho_H$ of PdSn$_4$ as a function of the magnetic field, as shown in
Fig. 5.5 (b). The $\rho_H$ of PdSn$_4$ shows nonlinear behavior in the low temperature regime, where it shows non-saturating, large MR. This means PdSn$_4$ has very similar values of carrier densities, i.e. $n_e \approx n_h$, whereas the mobility of electrons is larger compared to the mobility of holes based on $R_H(T)$ at low temperature (see Fig. 5.5 (a)).

We were able to use a simplified two-band model to fit the $\rho_H(H)$ and MR data at 1.8 K in order to do a quantitative analysis. [11] This method has been successfully used in many materials. [100, 101, 102]

$$\rho_{xx}(B) = \frac{1}{e} \left( \frac{n_h \mu_h + n_e \mu_e}{n_h \mu_h + n_e \mu_e} \right) + \left( \frac{n_h \mu_e + n_e \mu_h}{n_h \mu_e + n_e \mu_h} \right) \mu_h \mu_e B^2$$

(5.1)

$$\rho_{xy}(B) = B \left( \frac{n_h \mu_h^2 - n_e \mu_e^2}{n_h \mu_h + n_e \mu_e} \right) + \left( \frac{n_h - n_e}{n_h - n_e} \right) \mu_h^2 \mu_e^2 B^2$$

(5.2)

The values obtained from the two-band model from the 1.8 K data, are $n_e = (1.6 \pm 0.1) \times 10^{27} \text{ m}^{-3}$, $n_h = (1.5 \pm 0.1) \times 10^{27} \text{ m}^{-3}$ such that their ratio is $c = n_h/n_e = 0.93 \pm 0.1$. The mobilities are found to be $\mu_e = (0.34 \pm 0.04) \text{ m}^2/\text{Vs}$ and $\mu_h = (0.27 \pm 0.03) \text{ m}^2/\text{Vs}$ such that their ratio is $c_\mu = \mu_h/\mu_e = 0.80 \pm 0.18$. The corresponding $R^2$-values of the fit are very good $R^2 - 1 = 0.02$, showing that although the Fermi surface clearly consists of several hole and electron pockets with different mobilities and effective masses (see below), the magnetoresistivity can be well captured (at least qualitatively) within a two-band model. We want to emphasize that the simplified two-band model equations above are based on the assumption of (i) only one electron and one hole band are present, (ii) the isotropic free electron gas model is applicable, and (iii) components of the conductivity tensor that contain $z$ need not be considered. In addition, we have found that slightly worse but still reasonable fits can be obtained with other mobility ratios $c_\mu$ and total densities $n_e$. The data constrains the ratio $c$ more than the value of $n_e$. [For example, similarly good fits to the data could be found for $n_e \simeq n_h \sim 10^{33} \text{ m}^{-3}$ with $c_\mu = \mu_h/\mu_e = 0.0013$. Clearly the size of $n_e$ and $n_h$ is not physical, but it is worth noting that they are still roughly equal.]

The best fits we have obtained are plotted in both Fig. 5.4 (b) and Fig. 5.5 (b) with magenta dashed lines. Unlike PtSn$_4$, [89] the values of $n_e$ and $n_h$ for PdSn$_4$ obtained from the fit are very
similar, within about 7% of each other, whereas $\mu_e > \mu_h$, which was expected from the Hall data at the high magnetic fields. The shape of $\rho_{xy}$ immediately yields two constraints $(i)n_e\mu_e^2 > n_h\mu_h^2$ and $n_h < n_e$, which follows directly from the fact that the linear and cubic coefficients in an expansion $\rho_{xy} = a_1B + a_3B^3$ both need to be negative $a_1, a_3 < 0$. From the fact that the non-linearity sets in around $B_2 \approx 8$T, we can further derive the relation \[ \frac{(1 - cc_\mu^2)(1 + cc_\mu)^2}{[cc_\mu^2(1 - c)(1 + c)^2]} \approx B_2^2\mu_e^2. \]

5.5 Magnetization

![Figure 5.6](image)

Figure 5.6  (a) Angular-dependent magnetic susceptibility of PdSn$_4$ in both in-plane to out-of-plane rotation and in-plane rotation at $T = 30$ K and $H = 50$ kOe. (b) Temperature-dependent magnetic susceptibility of PdSn$_4$ at 50 kOe, $H \parallel b$ (black filled circles), $H \perp b$ for maximal in-plane magnetization orientation (red open rectangles) and $H \perp b$ for minimal in-plane magnetization orientation (blue filled triangles)
A modified QD sample rotating platform for MPMS instrument with an angular resolution of 0.1 deg was used for angular-dependent dc magnetization measurements in collaboration with Sergey L. Bud’ko. Both out-of-plane and in-plane angular dependent magnetization measurements are shown in Fig. 5.6 (a). The observed magnetic properties of PdSn$_4$ are diamagnetic in all directions with a clear anisotropy between the $a$-$c$ plane and the $b$ direction. The data are taken at 30 K and 50 kOe, but the magnetization is linear as a function of the magnetic field for $H \leq 7$ T, so the angular dependent magnetic susceptibilities measured in different magnetic fields of 25 kOe, 50 kOe and 70 kOe are the same. On the other hand, both angular dependent magnetic susceptibility show deviations from simple sine function behavior when the temperature is below 30 K due to quantum oscillations.

Based on the angular dependent magnetization measurements, we find that the maximum susceptibility (smallest negative value) occurs for $H \parallel b$. For $H \perp b$, we find a simple angular variation of $M(\theta)$ and can identify an in-plane field orientation that produces a minimal and maximal response separated by 90°. In Fig. 5.6 (b) we present the temperature dependence magnetization from 20 K to 300 K with 50 kOe along the three different magnetic field directions. All of them show weak temperature dependence, and the anisotropy gets smaller as temperature is increased. The low temperature upturn is due to entering the temperature range of quantum oscillations (see below).

In order to understand the physical meaning of an anisotropic susceptibility, it is important to separate core diamagnetism from Pauli paramagnetism and Landau diamagnetism. If we subtract the core diamagnetic contribution, [103, 104] we can infer the conduction electron contribution to the magnetic susceptibility. Even after the core diamagnetic correction, $\chi_{core} = -1.05 \times 10^{-4}$ emu/mol of PdSn$_4$, [103, 104] the remaining conduction electron susceptibility is still essentially diamagnetic. Based on an equation for the total electronic susceptibility of a metal [105]

$$\chi = \chi_P \left[ 1 - \frac{1}{3} \left( \frac{m_e}{m^*} \right)^2 \right],$$

(5.3)

where $m_e$ is an electron mass, $m^*$ is an effective mass and $\chi_P$ is Pauli paramagnetism, the result indicates that the carriers should have rather small effective masses.
Figure 5.7  (a) Magnetization isotherms of PdSn$_4$ without background subtraction for $H \parallel b$, $H \perp b$, Max and $H \perp b$, Min at 1.85 K. (b) FFT spectra of dHvA data for $H \parallel b$. (c) FFT spectra of dHvA data for $H \perp b$, Max. (d) FFT spectra of dHvA data for $H \perp b$, Min.

More detailed information about the Fermi surface and effective masses can be obtained via measurement and analysis of quantum oscillations. Thus, we measured the magnetization of PdSn$_4$ as a function of the magnetic field, $M(H)$, up to 70 kOe at 1.85 K in all three salient directions: $H \parallel b$, $H \perp b$, Max and $H \perp b$, Min as shown in Fig. 5.7 (a). Note that the plotted magnetization data are raw data without subtracting the background of the sample rotator and data for low magnetic field ($H \leq 3$ kOe) are not reliable (Reg fit was below 0.5, possibly complication due to the background from the rotator), but clear de Haas van Alphen (dHvA) oscillations are readily detected. For analysis, the oscillatory part of the magnetization is obtained as a function of $1/B$. 
after subtracting a linear background. We then used a FFT algorithm. The FFT analyses are shown in Fig. 5.7 (b) for $H \parallel b$, Fig. 5.7 (c) for $H \perp b$, Max and Fig. 5.7 (d) for $H \perp b$, Min. All the frequencies are labeled on the figures and listed in the Table 5.1. $F_{14}$ is broad, and it might be a superposition of the second harmonics of $F_{11}$ and $F_{12}$. In addition, $F_{19}$ is likely a second harmonic of $F_{17}$. Here, we note that Shubnikov-de Haas oscillation show some low frequencies ($F_1$, $F_2$ and $F_3$) for $H \parallel b$ as noted in Fig. 5.4 (b), but these oscillations are much clearer in the $M(H)$ data. The corresponding extremal areas were calculated via the the Onsager relation which gives a direct proportionality between frequency and extremal area, $F_i = \frac{he}{2\pi e} S_i$.

<table>
<thead>
<tr>
<th>$F_i$</th>
<th>$m_e$</th>
<th>$S_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.14</td>
<td>0.0013</td>
<td>0.00057</td>
</tr>
<tr>
<td>0.52</td>
<td>0.0050</td>
<td>0.00067</td>
</tr>
<tr>
<td>0.65</td>
<td>0.0062</td>
<td>0.00069</td>
</tr>
<tr>
<td>0.94</td>
<td>0.0090</td>
<td>0.00107</td>
</tr>
<tr>
<td>1.23</td>
<td>0.0118</td>
<td>0.00144</td>
</tr>
<tr>
<td>1.47</td>
<td>0.0140</td>
<td>0.00203</td>
</tr>
<tr>
<td>2.20</td>
<td>0.0210</td>
<td>0.0260</td>
</tr>
<tr>
<td>4.18</td>
<td>0.0390</td>
<td>0.0203</td>
</tr>
</tbody>
</table>

$M(H)$ data were measured not only at the base temperature, 1.85 K, but also at the several other temperatures, 2.5 K, 3.2 K, 4 K, 5 K, 7 K and 10 K. (Fig. 5.8) For the measurement of these magnetic isotherms, the sample was mounted on a diamagnetic, isotropic, amorphous PCTFE disk and manually rotated with respect to the applied field. Exactly the same peaks that we detected from rotator (Fig. 5.7 (b)) are found when the $H \parallel b$. On the other hand, the FFT data for $H \perp b$ show slightly different peaks compared to both $H \perp b$, Max and $H \perp b$, Min measured from the rotator, although the frequency of the peaks are very similar to that of $H \perp b$, Max, except for $F_{12}$.

Figure. 5.8 shows that the oscillation amplitudes decrease as temperature increases. The Lifshitz-Kosevich formula [17] explains a phase smearing which is related to amplitude. Specifically, the
Figure 5.8 (a) Temperature dependence of the fast Fourier transformed dHvA data of PdSn$_4$ for $H \parallel b$ and $T = 1.85$ K, 2.5 K, 3.2 K, 4 K, 5 K, 7 K, 10 K. (b) Mass plot of dHvA orbits at each frequency when the magnetic field was applied parallel to the crystallographic $b$-axis. (c) Temperature dependence of the fast Fourier transformed dHvA data of PdSn$_4$ for $H \perp b$ and $T = 2$ K, 3 K, 5 K, 7 K, 10 K. (d) Mass plot of dHvA orbits at each frequency when the magnetic field was applied perpendicular to the crystallographic $b$-axis.

The effect of temperature is described by

$$R_T = \frac{\alpha m^* T/H}{\sinh(\alpha m^* T/H)}$$

(5.4)

where $\alpha = 2\pi^2 c k_B / e \hbar$. We used an average value for $1/H = (1/H_{\text{min}} + 1/H_{\text{max}}) \ast 1/2$, where $H_{\text{min}}$ and $H_{\text{max}}$ indicate the range of the data, we used for FFT. Effective masses are obtained based on the above equation, and linear behavior in mass plot in Fig. 5.8 (b) and (d) suggests that the obtained effective masses are reasonable. The effective mass of each frequency is shown in the Table 5.1. All effective masses are small and approximately equal to each other. However, the low frequency peak, $F^*_9$ has a particularly small effective mass which suggests a potentially large...
contribution to density of states. Thus, the carriers confined to the Fermi surface related to the \( F_9^* \) may give a dominant contribution to the anisotropy of the magnetic susceptibility.

5.6 Discussion and comparison to PtSn\(_4\)

The temperature and field dependent properties, including anisotropies, of PdSn\(_4\) are qualitatively similar to those of PtSn\(_4\), [89] but there exist some important quantitative differences. The question that we now would like to address is whether a comparison of these two, related, materials helps us understand the origin of XMR.

5.6.1 Carrier compensation

Carrier compensation is one of the reasons that many materials, including WTe\(_2\), [9] LaBi, [93] LaSb [93] and PtBi\(_2\) [106], are thought to exhibit XMR behavior. However, the scenario of nearly perfect compensation of carriers cannot explain XMR in PdSn\(_4\) and PtSn\(_4\). At the simplest level, PdSn\(_4\) exhibits a larger degree of compensation than PtSn\(_4\) but shows a smaller, MR. At low temperatures where MR is large, PdSn\(_4\) shows a non-linear field dependence of \( \rho_H(H) \) at high field whereas a linear \( \rho_H \) is observed for PtSn\(_4\) in the high field regime. [89] Note that such non-linear behavior is an indication of carrier compensation. Moreover, the results from classical two-band-model fitting indicate that PdSn\(_4\) has similar electron and hole carrier densities albeit with different mobilities, whereas PtSn\(_4\) has an almost two order of magnitude difference between electron and hole carrier densities. [89] (It should be noted, though, that if we consider classical carrier compensation theory, this describes the non-saturating \( H^2 \) behavior but not the prefactor.) [12] This means that, in this simplest treatment, the magnitude of MR cannot be explained. For the more specific case of WTe\(_2\) an excitonic insulator was invoked: [9] for PdSn\(_4\) and PtSn\(_4\) such an insulating state is unlikely given their multiple and complex Fermi surfaces. Finally, a recent theoretical paper studied the compensated Hall effect in confined geometry with electron-hole recombination near the edge, inducing a large MR. [107] In this case, linear response regime is found when the edge currents dominate the resistance. [107] On the other hand, for PdSn\(_4\) and PtSn\(_4\) we find quadratic behavior.
up to 140 kOe. We can thus confidently rule out (i) carrier compensation, (ii) the emergence of an excitonic insulating state, and (iii) MR enhancement by sample confinement as the primary origins of XMR in PdSn$_4$ and PtSn$_4$.

5.6.2 Dirac arc node feature

ARPES measurements were carried out using a laboratory-based tunable VUV laser ARPES system, consisting of a Scienta R8000 electron analyzer, picosecond Ti:Sapphire oscillator and fourth harmonic generator [64] in collaboration with Yun Wu in Adam Kaminski’s group. All data were collected with a constant photon energy of 6.7 eV. Angular resolution was set at $\sim 0.05^\circ$ and $0.5^\circ$ (0.005 Å$^{-1}$ and 0.05 Å$^{-1}$) along and perpendicular to the direction of the analyzer slit (and thus cut in the momentum space), respectively; and energy resolution was set at 1 meV. The size of the photon beam on the sample was $\sim 30$ µm. Samples were cleaved in situ at a base pressure lower than $1 \times 10^{-10}$ Torr. Samples were cleaved at 40 K and kept at the cleaving temperature throughout the measurement.

Band structure with spin-orbital coupling (SOC) in density functional theory (DFT) [108, 109] have been calculated by Lin-Lin Wang with PBE [110] exchange-correlation functional, a plane-wave basis set and projected augmented wave method [111] as implemented in VASP5.6. [112, 113] For bulk band structure of PdSn$_4$, we used the conventional orthorhombic cell of 20 atoms with a Monkhorst-Pack [114] $(8 \times 6 \times 8)$ $k$-point mesh including the $\Gamma$ point and a kinetic energy cutoff of 251 eV. The convergence with respect to $k$-point mesh was carefully checked, with total energy converged below 1 meV/atom. Experimental lattice parameters have been used with atoms fixed in their bulk positions. A tight-binding model based on maximally localized Wannier functions [115, 116, 117] was constructed to reproduce closely the bulk band structure including SOC in the range of $E_F \pm 1$ eV with Pd $s$ and $d$ orbitals and Sn $s$ and $p$ orbitals. Then Fermi surface and spectral functions of a semi-infinite PdSn$_4$ (0 1 0) surface were calculated with the surface Greens function methods [118, 119, 120, 121] as implemented in WannierTools. [122] The PtSn$_4$ data that are shown here for comparison are from our previous paper on PtSn$_4$. [89]
In order to check whether the Dirac arc node feature seen in PtSn$_4$ [88] can be associated with XMR in PdSn$_4$, or not, angle resolved photo emission spectroscopy (ARPES) measurements and surface band structure calculations were performed. The Fermi surface and band dispersion along key directions in the Brillouin Zone (BZ) for PdSn$_4$ are shown in Fig. 5.9. Panel (a) shows the ARPES intensity integrated within 10 meV about the chemical potential. High intensity areas mark the contours of the FS sheets. The FS consists of at least two electron pockets at the center of BZ surrounded by several other electron and hole FS sheets. Fig. 5.9 (b) shows the calculated bulk FS, which matches the ARPES data well close to the center of the zone in Fig. 5.9 (a). However, it does not predict the linear band dispersion near the Z point (see below) or the FS crossings close to the X point, missing a set of curved FS sheets that are present in Fig. 5.9 (a). This is similar to the results of PtSn$_4$, where a surface state calculation was needed to reproduced the Fermi surface sheets observed by ARPES in the proximity of the X point. [88] Thus we carried out a surface spectral function calculation as shown in Fig. 5.9 (c) and we can clearly see extra FS sheets connecting the bands close to the center of BZ and at the X point. Band dispersion along several cuts in proximity of the Z and X points are shown in Figs. 5.9 (d)–(g). Close to the Z point (Figs. 5.9 (d) and (e)), the dispersion resembles a Dirac-like feature. This linear dispersion was not found in bulk calculations and only appeared in the surface spectral function calculations (Figs. 5.9 (h) and (i)). The small gap in the Dirac-like feature at the Z point (Figs. 5.9 (e) and (i)) is reduced to zero for cuts further away from the BZ boundary (Figs. 5.9 (d) and (h)). Close to the X point [Fig. 5.9 (f)], the band dispersion consists of Dirac-like dispersion (surface origin) surrounded by broad hole bands (most likely bulk states). The data agree well with surface spectral function calculation shown in Fig. 5.9 (j). In Fig. 5.9 (g), the observed conduction band and valence band have a significant band gap as marked by the black arrows, which is in agreement with the surface spectral function calculation shown in Fig. 5.9 (k).

The data in Figs. 5.9 (a), (d)–(g) demonstrate that the experimentally observed band structure has both bulk and surface components, and the Dirac-like features near Z and X points have surface origin. Compared to the results of PtSn$_4$ shown in Fig. 5.9 (l), the Fermi surface of these
two compounds are very similar close to the zone center, which is consistent with the similar crystal structures and electronic configurations of the compounds. However, comparing the results in Figs. 5.9 (f) and (g) with those in Figs. 5.9 (m), the primary difference between these two data sets is that for PdSn₄, the double Dirac node arcs surface state is gapped out [Fig. 5.9 (g)].

In Fig. 5.10, we show details of the features of PdSn₄ near the Z point. An enlarged image from the red box in Fig. 5.10(a) is shown in panel (b), where two triangular-shaped FS sheets make a somewhat disconnected hourglass like shape. The detailed evolution of band dispersions along cuts no. 1 to no. 8 is shown in Fig. 5.10(c). A sharp linear dispersion (the inner band) starts to cross at a binding energy of ~100 meV in cut no. 1; this band moves up in energy and eventually becomes almost degenerate with the outer bands in cut no. 5. As we move further toward the second BZ cuts(no. 6 – no. 8), the sharp band moves back down in energy, as expected.

A similar study of the band evolution near the X point is shown in Fig. 5.11. We focus on the Fermi surface and band dispersion in a small area in the part of the BZ that is marked by the red box in Fig. 5.11(a). The Fermi surface in this region consists of two parabolic FS sheets intersecting each other, forming two almost parallel straight segments in the overlapping region. Detailed band dispersion along cuts no. 1 to no. 10 are shown in Fig. 5.11(c). The data along cut no. 1 show a sharp electron band enclosed by the bulk intensity. As we move to cut no.2, a Dirac-like dispersion is revealed with the possible Dirac point marked by the red arrow. Moving closer to the X point (cut no. 3), we can see a gap develops between the conduction and valence bands, and another electron band emerges. As we move to cuts no. 4, 5, and 6, the two electron bands come closer and eventually merge together in cut no. 6 at the X point. A significant gap between the conduction and valence bands persists across these cuts. The gap size slowly decreases and seems to form another Dirac dispersion in cut no. 10 in the second BZ. The observed features around X point are markedly different for PtSn₄, [88] where gapless Dirac node arc structure is observed.

Even though, in PdSn₄ the Dirac point at Z is a surface state and the Dirac arc node feature is gapped out, XMR behavior is still present in both compounds. Moreover, both PdSn₄ and PtSn₄ show larger MR when the magnetic field is applied perpendicular to the b direction. This is
not consistent with the measured surface states at a surface perpendicular to $b$ giving rise to the measured XMR, because the resulting orbits do not lie in the surface plane.

### 5.6.3 Kohler’s rule

Let us now investigate whether a classical description of the electronic motion can give insight into the MR results. The well-known Kohler’s rule states that the change of resistivity $\Delta \rho$, where $\Delta \rho = \rho(T, H) - \rho_0$ and where $\rho_0 \equiv \rho(T, H = 0)$, under the magnetic field $H$ can be described as a scaling function of the variable $H \tau$. [123] Here, $\tau$ is the mean time between scattering events of conduction electrons, and it is inversely proportional to $\rho_0$. Such a scaling behavior expresses a self-similarity of the electronic orbital motion across different length scales: an invariance of the magnetoresponse under the combined transformation of shrinking the orbital length $L \sim 1/H$ by increasing $H$ while at the same time also increase the scattering rate $1/\tau$ by the same factor such that $H \tau$ remains unchanged, indicates that the system behaves identical on different length scales. The formula for the Kohler’s rule can be written as follows with scaling function $F(x)$.

$$\frac{\Delta \rho}{\rho_0} = F\left(\frac{H}{\rho_0}\right)$$

(5.5)

It should be appreciated that Kohler’s rule is both powerful and simplified; Kohler’s rule scaling breaks down if different scattering mechanisms emerge on different temperature or lengthscales or if Landau orbit quantization plays a role. [11]

In Figs. 5.12 and 5.13 we plot MR data for PdSn$_4$ and PtSn$_4$ respectively as $\Delta \rho/\rho_0$ Vs. $H/\rho_0$ on a log-log scale. In Fig. 5.12, for PdSn$_4$ we plot MR data, for two field directions, extracted from two different extremes of MR sweeps: $\rho(T = 1.8 \text{ K}, 500 \text{ Oe} \leq H \leq 140 \text{ kOe})$ and $\rho(1.8 \text{ K} \leq T \leq 300 \text{ K}, H = 140 \text{ kOe})$. Remarkably although the two data sets, lie in very different field and temperature regimes, they fall precisely on top of each other on a sigmoidal-shaped curve. These plots demonstrate that the behavior of all of the MR data for PdSn$_4$, from 1.8 K to 300 K, from 0 Oe to 140 kOe is captured and described by a Kohler’s rule. Figure 5.13 shows the same generalized Kohler’s plot for MR data collected on PtSn$_4$. [89] We find that all of the $\rho(T, 500 \text{ Oe} \leq$
$H \leq 140 \text{kOe})$ data for temperatures ranging from 1.8 K all the way up to 300 K fall onto similar sigmoidal-shaped curves.

The importance of the such complete MR data collapse in Figs. 5.12 and 5.13 cannot be over emphasized. In Fig. 5.12, for PdSn$_4$, we find precisely the same behavior at 1.8 K as we so for temperatures ranging up to 300 K. The two very different cuts through $T$-$H$ phase space yield the same Kohler’s rule curve. This means that the behavior of the MR at 1.8 K is governed by the simple physics as the behavior at 300 K; i.e. there is not a metal-to-insulator transition or other such feature associated with the local minima in the $\rho(T)$ data for any given applied field. Instead, given that a generalized form of Kohler’s rule describes the PdSn$_4$ and PtSn$_4$ data exceptionally well, any features that are seen in the $\rho(T, H)$ data in the low temperature/high field limit originate from the same physics that gives rise to the high temperature/low field behavior.

This generalized Kohler’s rule analysis, of course, raises the question of what is the origin of the sigmoidal-shape we find for both PdSn$_4$ and PtSn$_4$? In both Figs. 5.12 and 5.13 there is a well defined, linear, high field/low temperature (upper right hand corners of the plots) region that can be associated with power law behavior. As either temperature is increased or field is lowered the curvature associated with the sigmoidal-shape appears and grows. It is possible, even likely, given the clear dHvA oscillations, that the high magnetic field (or low temperature) regime is where $\omega_c \tau > 1$. Conversely, high temperatures and low magnetic field will be where $\omega_c \tau < 1$. It should be noted that large MR can be expected only when $\omega_c \tau \gg 1$. [11] For both PtSn$_4$ and PdSn$_4$ the middle of the sigmoidal region of the curves occur for $\Delta \rho/\rho_0 \sim 1$; this may provide a physical sense of, or criterion for, $\omega_c \tau \gg 1$.

We can use the Kohler’s rule data shown in Fig. 5.13 (a) to delineate the low temperature/high field part of the $T$-$H$ phase space from the high temperature/low field part. In Fig. 5.13 (c) we plot data inferred from (i) the deviation from high field/low temperature linear behavior in the upper right part of Fig. 5.13 (a), and (ii) the position of the inflection point associated with the sigmoidal-shaped curve. These data provide an estimate of the extent of the high field/low temperature region for this specific PtSn$_4$ sample. We can also use the local minima in the $\rho(T)$ data measured
for a constant applied magnetic field to define a set of \((T,H)\) data points. We include these data in Fig. 5.13 (c) as well; they clearly are associated with crossing over from a low temperature limit to a high temperature limit in terms of \(\omega_c\tau\).

The challenge that PdSn\(_4\) and PtSn\(_4\) present is to understand what specific feature of their band structure is responsible for the remarkable size of the MR that is observed. This still unresolved point is what makes research into these compounds, as well as other XMR materials a compelling topic for ongoing research.

5.7 Conclusion

In conclusion, the thermodynamic and transport properties of PdSn\(_4\) are strikingly similar to those of PtSn\(_4\); both compounds have closely related temperature dependent specific heat, anisotropic resistivity and magnetization, although the precise magnitudes of RRR and MR are quantitatively different. We have focused on the origin of XMR in these two materials. Based on our analysis, we can rule out carrier compensation and the surface state Dirac arc node features observed in PtSn\(_4\) can be considered as key reasons for the XMR. Instead, we find that, by using a generalized Kohler’s plot, all of the MR data for both PdSn\(_4\) and PtSn\(_4\) collapse onto simple sigmoidal manifolds. For PdSn\(_4\), the fact that MR data from an isothermal field sweep at 1.8 K and a constant field (140 kOe) temperature sweep from 1.8 K to 300 K fall indistinguishably on top of each other (with similar results for PtSn\(_4\)) clearly emphasizes that the behavior of the MR data for these materials is captured by the basic metal physics encoded into Kohler’s rule. A future challenge is to identify the specific properties of PdSn\(_4\), PtSn\(_4\) and other XMR compounds that give rise to the remarkable size and durability of the observed XMR.
Figure 5.9  Experimental ARPES and calculated results for the electronic Fermi surface and band dispersion of PdSn₄. (a) Fermi-surface plot of ARPES intensity integrated within 10 meV of the chemical potential along Γ – Z and Γ – X. (b) Bulk FS calculated by density functional theory (DFT) at $k_y = 0.364 \pi/b$. (c) Calculated surface FS. (d)-(g) ARPES band dispersions along cut #1-#4 in (a), respectively. (h)-(k) Calculated surface band dispersion corresponding to (d)-(g). (l) For comparison, Fermi-surface plot of ARPES intensity integrated within 10 meV of the chemical potential along Γ – Z and Γ – X in PtSn₄. [88] (m) Band dispersion in PtSn₄ at $k_x = 0.88$ and $1.0 \pi/a$ along cut #5 and 6 in (l). [88]
Figure 5.10 Fermi surface and band dispersion in the proximity of the Z point, (0,1), of PdSn₄. (a) Fermi surface plot of the ARPES intensity integrated within 10 meV of the chemical potential along Γ − Z. (b) Zoomed image of the red box in (a), red dashed lines mark cuts no.1 - no.8. (c) Band dispersion along cuts no. 1 - no. 8. Cut no. 5 passes through the Z point.
Figure 5.11  Fermi surface plot and band dispersion close to the X point, (1,0), of PdSn$_4$. (a) Fermi surface plot of the ARPES intensity integrated within 10 meV of the chemical potential along $\Gamma - X$. (b) Zoomed image of the red box in (a), red dashed lines mark cuts no.1 – no.10. (c) Band dispersion along cuts no.1 - no.10. Cut no. 6 passes through the X point.
Figure 5.12 Kohler’s plot of PdSn$_4$ magnetoresistance data. Red filled squares are based on $\rho(H)$ data taken at 1.8 K. ($H \perp b$, $I \perp b$) Magenta open squares are based on $\rho(T)$ data taken under the magnetic field of 140 kOe. ($H \perp b$, $I \perp b$) Blue filled circles are based on $\rho(H)$ data taken at 1.8 K. ($H \perp b$, $I \parallel b$) Purple open circles are based on $\rho(T)$ data taken under the magnetic field of 140 kOe. ($H \perp b$, $I \parallel b$)
Figure 5.13 Kohler’s plot of PtSn$_4$ magnetoresistance data with various temperatures; 1.8 K, 3 K, 5 K, 7 K, 10 K, 15 K, 20 K, 25 K, 30 K, 50 K, 100 K, 200 K, 300 K with two different magnetic field directions from Ref. [89] (a) $H \perp b$ and (b) $H \parallel b$. (c) Temperature-field phase diagram for PtSn$_4$ for $H \perp b$. Filled black circles are the starting point of the Kohler’s rule slope change in (a) in the high magnetic field regime. Open black circles are the temperature of the local minimum in $\rho(T)$ data for an applied magnetic field of 50, 100 or 140 kOe. Half filled circles are the shallowest slope in the Kohler’s plot in (a).
CHAPTER 6. PHENOMENAL MAGNETORESISTANCE AND MAGNETOElastoresistance of WTe$_2$

The following context is a slightly modified version of the published work in Ref. [24, 124] and arXiv:1901.05090, (2019).[125]


6.1 Ambient condition transport and thermal-transport properties of WTe$_2$

Whereas single crystals of WTe$_2$ had been to grown via chemical vapor transport using halogens as transport agents, [9, 40] we grew WTe$_2$ single crystals from a Te-rich binary melt. Elemental W and Te were placed in alumina crucibles in W$_1$Te$_{99}$ and W$_2$Te$_{98}$ ratios. The crucibles were

---

**Figure 6.1** Temperature dependent resistivity with left and bottom scale in black color and MR with right and top scale in red color.

Whereas single crystals of WTe$_2$ had been to grown via chemical vapor transport using halogens as transport agents, [9, 40] we grew WTe$_2$ single crystals from a Te-rich binary melt. Elemental W and Te were placed in alumina crucibles in W$_1$Te$_{99}$ and W$_2$Te$_{98}$ ratios. The crucibles were
sealed in amorphous silica tubes and the ampoules were heated to 1000°C over 5 hours, held at 1000 °C for 10 hours, then slowly cooled to 460°C over 100 hours, and finally decented using a centrifuge. Details about the single crystal growth of WTe₂ can be found in the method chapter, subsection 3.1.1. Interestingly, single crystals of WTe₂ grown via solution growth method show higher residual resistivity ratio (RRR) and magnetoresistance (MR) values than the ones grown via chemical vapor transport. [90] For instance, the first paper [9], that reported XMR behavior in WTe₂, used the chemical vapor transport method to growth the single crystals. They observed a RRR value of 370 and a MR value of 1730 (at $B = 9\, T$). On the other hand, we observed RRR value of 907 and MR value of 6500 (at $B = 9\, T$) with our solution growth sample as shown in Fig. 6.1. Later Ref. [90] further codified the correlation between RRR and MR ratio as well as relation between RRR and growth methods.

Owing to this high quality crystal, we were able to study transport and thermal-transport properties in detail.

### 6.1.1 Three-dimensionality of the bulk electronic structure in WTe₂

Figure 6.2 (a) shows that the MR has a parabolic behavior without any saturation for fields up to 14 T. In order to analyze the quantum oscillation spectra, we subtracted the background using a second-order polynomial function to fit the background MR in the range of $6\, T \leq H \leq 14\, T$ for all temperatures. The oscillations show periodic behavior in $1/H$, as shown in Fig. 6.2 (b).

The frequencies of the oscillation were obtained by FFT analysis, as shown in Fig. 6.2 (c). Five frequencies, including $F^1 = 92\, T$, $F^2 = 132\, T$, $F^3 = 152\, T$, $F^4 = 172\, T$, and $F^5 = 264\, T$, are similar to published results. [24, 126, 127] $F^5$ is thought to be due to the magnetic breakdown between $F^1$ and $F^4$, as suggested in Ref. [24]. Interestingly, a new, low-frequency peak, $F^* = 10\, T$, is also clearly observed in our data. In order to make sure that it is not an artifact from background subtraction, we did FFTs of the data over three different magnetic field windows: 4 T - 14 T, 5 T - 14 T, and 6 T - 14 T. In all cases, we found the low-frequency peak, $F^*$. The amplitude of the $F^*$ decreases with increasing temperature, as shown in Fig. 6.2 (d). Note that for sake of consistency the exact same
Figure 6.2  (a) Magnetoresistance measured at $T = 1.8$ K, 2.5 K, 4 K, 6 K, 8 K, and 10 K. (b) Shubnikov-de Haas oscillation after subtracting a monotonic second order polynomial fit for background. (c) FFT analysis of quantum oscillations. (d) Temperature dependence of the oscillations amplitude as a function for the peak, $F^*$. The closed circles are the data, and solid line is the fitted line of Lifshitz-Kosevich formula.

Data acquisition and processing protocol were followed for all temperatures. The observed decrease of the oscillation amplitude is due to the temperature-induced scattering of electrons, described by the Lifshitz-Kosevich formula. (As described in Sec. 2.3) Using this formula, we calculated the effective mass of the carriers linked to the oscillation frequency $F^*$, $m_{F^*} = 0.29 \pm 0.01 m_e$. Note that we used an average value for $1/B$, $1/B = (1/B_{\text{max}} + 1/B_{\text{min}})/2$; this might give a certain error in our effective mass of $F^*$ due to the Dingle envelope.
To match this small frequency observed in quantum oscillation to a specific Fermi surface, we carried out photon-energy-dependent ARPES measurements with the collaboration with Yun Wu in Adam Kaminski’s group. These results are published in Ref. [124]. The photon energy dependence measurements with relatively fine energy steps have revealed the three-dimensional character of the electron and hole pockets along the Γ-Z direction. With the increase of the incident photon energy from 5.77 to 6.70 eV (i.e., probing along $k_z$ direction), we have observed that the hole pocket expands and then shrinks, while the electron pocket displays opposite behavior. Strong photon energy dependence is also observed in the hole bands at the Γ point. Furthermore, at the photon energy of 6.36 eV we have revealed a pair of tiny electron pockets sitting at the opposite side of the Γ point, providing strong support for the low quantum oscillation frequency peak that was not accounted for in the previous studies. [24, 127] It should be noted that the details of the band structure calculation depend critically on small changes of parameters of the crystal structure, especially precise ionic positions, and equally important model approximations used in computations. We hope that the observation of extra electron pockets will be used by experts to analyze the approximations of the band structure calculations and improve the algorithms used for WTe$_2$ and related materials.

### 6.1.2 Temperature induced Lifshitz transition in WTe$_2$

We performed temperature dependent TEP and Hall effect ($B = 9$ T) measurements as shown in Fig. 6.3. In particular, the temperature dependence of the TEP in Fig. 6.3 (a) shows two features that are noteworthy: (i) a nonmonotonic dependence of the TEP on temperature with a local maximum at 30 K and (ii) a kink at $T \sim 160$ K marked by an arrow in the inset of Fig. 6.3 (a) observed in the rate of change of the TEP $dS/dT$ as a function of temperature. Similarly, Hall data at $B = 9$ T shows the two features: (i) a huge drop of $\rho_H/B$ below 50 K and (ii) a slope change or local minimum in between 150 K and 200 K. Note that, Hall resistivity, $\rho_H$, was measured using a four probe method, in positive ($\rho_+H$) and negative ($\rho_-H$) magnetic field and was calculated as $\rho_H = (\rho_+H - \rho_-H)/2$ to separate odd in field $\rho_H$ from possible contamination of the even in field...
magnetoresistance. More detail can be found in the subsection 3.2.3. We also noticed that the here-reported feature in TEP occurs at very similar temperature to one where the large MR is suppressed.

The temperature and field dependence of the extraordinarily large MR of WTe$_2$ are shown in Fig. 6.4 inset as well as Fig. 6.2. The generalized Kohler’s plot shows that there is fairly good scaling of the data with an exponent of $\sim 1.98$ at lower temperatures. As the temperature is increased, Kohler’s scaling breaks down, as was also previously suggested,[98] at the $H/\rho_0$ indicated by the vertical arrow in Fig. 6.4; at this point temperatures range from 70 to 140 K for scans at different
fields. We now proceed to elucidate the electronic origin of the change of the slope of the TEP and Hall effect, and violation of Kohler’s rule.

To understand the anomalies in transport and thermal-transport, we conducted temperature dependent ARPES measurement in the collaboration with Yun Wu in Adam Kaminski’s group and electronic structure calculation by Nandini Trivedi and Ryotaro Arita group. This result is published in Ref. [24]. By correlating spectroscopic studies with electronic structure calculations, we found that the chemical potential can be temperature dependent in semimetallic materials such as WTe$_2$, which in turn can strongly affect their magnetotransport properties [9] by driving a Lifshitz transition. Such shifts in $\mu$ with temperature were previously reported in pnictides high-temperature superconductors, [128, 129] where both electron and hole pockets were found in close proximity to the chemical potential. The mechanisms described here, the presence of small electron and hole pockets, strong chemical potential shifts, and Lifshitz transitions, are likely to be relevant for other systems, such as 3D Dirac semimetals, Weyl semimetals, and thermoelectric materials. In the presence of interactions, the restructured Fermi surfaces could change the nesting conditions.
and drive various magnetic, charge ordered, and superconducting transitions in these classes of dichalcogenide and related materials.

6.2 Strain engineering of electronic and quantum transport properties of WTe$_2$

Elastoresistance describes the relative change of a material’s resistance when strained. It has two major contributions: strain induced geometric and electronic changes. If the geometric factor dominates, like in ordinary metals such as copper, the elastoresistance is positive and rather small, i.e. typically of order 1. [30] In a few materials, however, changes in electronic structure dominate, which gives rise to larger and even negative values, such as (-11) for Bi. [130] Here, we present that the transition metal dichalcogenide (TMDC) WTe$_2$ is a member of the second group, exhibiting a large and non-monotonic elastoresistance that is about (-20) near 100 K and changes sign at low temperatures. We discover that an applied magnetic field has a dramatic effect on the elastoresistance in WTe$_2$: in the quantum regime at low temperatures, it leads to quantum oscillations of the elastoresistance, that ranges between (-80) to 120 within a field range of only half a Tesla. In the semiclassical regime at intermediate temperatures, we find that the elastoresistance rapidly increases and changes sign in a magnetic field. We provide a semi-quantitative understanding of our experimental results using a combination of first-principle and analytical low-energy model calculations. Understanding bulk properties of TMDCs under uniaxial strain is an important stepping stone toward strain engineering of 2D TMDCs.

The majority of TMDCs have layered structures, which can be easily exfoliated, due to van der Waals bonding between chalcogenides layers. [131] This low dimensionality, as well as novel electronic transitions and properties, led to studies of the effects of hydrostatic pressure on these materials. As a result, superconductivity was often found upon suppression of charge density wave (CDW) by applying pressure to TMDCs such as TaS$_2$, TaSe$_2$ and 2H-NbSe$_2$. [4] Another particularly striking example is WTe$_2$, which displays the fascinating behavior of extremely large magnetoresistance (XMR) [9, 89] at low pressures and superconductivity at higher pressures. [21]
The tunability of TMDCs by hydrostatic pressure, combined with their low dimensionality, suggests that uniaxial strain might be another powerful tuning parameter. Despite the importance of strain for thin films and device applications, a systematic experimental study of the response of bulk TMDCs to continuously controlled strain is still lacking. In addition, first-principle calculations have emphasized that strain can be employed to tune electronic characteristics of TMDCs such as band gap, charge carrier effective masses, thermal conductivity, dielectric properties and spin-orbit coupling. 

In this section, we demonstrate that WTe$_2$ has phenomenal elastoresistance that is highly tunable by an external magnetic field. We employ a combination of quantum oscillation, first-principle density functional theory [108, 109] (DFT) and analytical low-energy model calculations to elucidate the physical origin of this novel "magneto-elastoresistance (MER)" phenomenon. Our analysis provides new insights into the interplay of elastic and electronic degrees of freedom in WTe$_2$ that will facilitate strain engineering of electronic properties of TMDCs in the future.

WTe$_2$ can be considered as a pseudo-1D structure [131] with distorted zig-zag chains of W atoms running along the $a$ direction. We therefore applied uniaxial strain on bulk single crystals of WTe$_2$ along the crystallographic $a$ direction as shown in Fig. 6.5 (a) and (b). We observe that the elastoresistance of WTe$_2$, with both strain and electric current directed along the $a$ direction, is very large. It reaches (-20) around a temperature of 100 K (Fig. 6.5 (c)). This value is too large to arise from purely geometric changes, considering a Poisson ratio of 0.16. [132] The elastoresistance properties of single crystals of WTe$_2$ are thus clearly governed by the strain induced electronic changes. Interestingly, we observe a non-monotonic behavior of elastoresistance that exhibits a rapid increase around 35 K leading to a sign change at low temperatures. As shown below, this behavior can be understood within a low-energy model calculation as arising from a strain-induced redistribution of carriers among electron and hole pockets with different effective masses.

WTe$_2$ is well-known for its XMR at low temperature. As seen in Fig. 6.6 (a), the resistance exhibits a large increase in an applied magnetic field. As shown in Fig. 6.6 (b), the temperature dependent elastoresistance also shows a pronounced response to an applied magnetic field. Remarkably, in the quantum regime, at temperatures $T < 12$ K, the elastoresistance changes dramatically.
Figure 6.5  (a) A single crystal of WTe$_2$ is mounted on Razorbill CS100 cryogenic uniaxial strain cell. The electrical current and mechanical stress was applied along the crystallographic $a$ direction, and the magnetic field was applied along the crystallographic $c$ direction. (b) Crystal structure of WTe$_2$. (c) Elastoresistance of WTe$_2$ in the temperature range of $5 \, \text{K} \leq T \leq 270 \, \text{K}$ with $B = 0 \, \text{T}$ for samples S2, S3, S3' and S4. All samples exhibit a large, negative elastoresistance at not too low temperatures. S3 and S4 show a pronounced upturn at low temperatures $T \leq 25 \, \text{K}$. Quantitative differences between samples can be due to a difference in quality and/or strain transmission through the sample.

with relatively small changes in the magnetic field. The inset of Fig. 6.6 depicts the low-T elastoresistance for $B = 13.1 \, \text{T}$, $13.6 \, \text{T}$ and $14.0 \, \text{T}$. Over this relatively small field range, the elastoresistance varies from 120 to (-75) and back to 50. We show below that such newly observed elastoresistance quantum oscillations occur due to strain tuning of Shubnikov-de Haas (SdH) oscillations (see SI for more detail). Furthermore, at low to intermediate temperatures (e.g. $T = 15 \, \text{K}$), the elastoresistance changes abruptly as a function of magnetic field from (-10) to (+20) and eventually saturates. Figure 6.6 (c) shows a three dimensional plot of the elastoresistance. To avoid the effects of quantum oscillation at the lowest temperatures, we focus on the MER at $15 \, \text{K}$ which is highlighted in
Figure 6.6  (a) Resistance of sample S3 as a function of temperature for various magnetic fields, $H = 0, 0.5, 2, 4, 6, 9, 14$ (in units of T). The legend is shown on the right. The field is applied along the crystallographic c direction. (b) Elastoresponse of sample S3 as a function of temperature in the same magnetic fields $H$. Inset shows elastoresponse in the low temperature regime ($2K \leq T \leq 15K$) with an applied magnetic field of 13.1 T, 13.6 T and 14 T. (c) Three-dimensional representation of MER data from panel (b) including $H = 0T$ data of sample S3’. The pink line connects the data at $T = 15K$, highlighting the rapid increase and eventual saturation of MER in magnetic field.

pink. At this temperature, the elastoresponse changes rapidly below 0.5 T, and then saturates above 2 T. This behavior can be readily captured by semiclassical transport calculations, which we will discuss in detail below (and in the SI). Importantly, this discussion shows that measuring MER provides new insights into the strain response of a material (beyond the zero field elastoresponse) as it it probes different strain derivatives. For example, it allows us to infer that the sign change of the elastoresponse in zero field arises from strain tuning of the carrier densities as opposed to tuning of effective masses and scattering rates.

To understand the effect of strain on the electronic properties of WTe$_2$ such as the carrier’s effective masses $m^*$ or the cross-sections of extremal orbits on the Fermi surface (FS) (perpendicular to an applied magnetic field), we measure SdH oscillations and use DFT band structure calculations.
Figure 6.7 (a) Results of DFT band structure calculation along the Γ - X direction without strain ($\epsilon = 0\%$, blue) and with strain ($\epsilon = -0.2\%$, red). (b) Strain induced modification of extremal orbits at $k_z = 0$ from DFT calculation. Blue and red lines refer to the same strain as in panel (a). Fermi surfaces $F_1$ and $F_4$ correspond to hole bands and $F_2$ and $F_3$ to electron bands. (c) Experimental results for Shubnikov-de Haas (SdH) quantum oscillations after subtracting the background at temperatures $T = 2, 3, 5, 7$ and $10$ K. Upper panel is for $\epsilon = 0\%$ and lower panel is for $\epsilon = -0.14\%$. (d) Fast Fourier transformation (FFT) results at various strains. Blue lines indicate the frequencies at zero strain and red lines are located at the frequencies at -0.15% strain. (e) SdH oscillation frequencies of the four extremal orbits $F_{1,2,3,4}$ as a function of strain $\epsilon$. The numerical values of the slopes are given in the figure. (f) Effective cyclotron masses of the four extremal orbits $F_{1,2,3,4}$ as a function of strain with slopes given in the figure.

Figure 6.7 (a) shows DFT calculations on WTe$_2$ without and with strain. Given that the curvature of a band at the Fermi level relates to the effective mass of the charge carrier, one can see that the effective masses change as strain is applied. In addition, the FS areas enclosed by extremal orbits [133] in the $k_x$-$k_y$ plane at $k_z = 0$ also vary as a function of strain as shown in Fig. 6.7 (b).

The changes of the extrema FS area and the effective (cyclotron) masses can be experimentally inferred from analyzing SdH oscillation frequencies and their amplitudes as a function of temperature. After subtracting a quadratic background, the residual oscillatory parts of resistance, with
and without stain, are plotted as a function of $1/B$ in Fig. 6.7 (c). In order to quantify the FS changes, a Fast Fourier Transform (FFT) was taken in Fig. 6.7 (d). All four frequencies shift to higher values when the sample is compressed. Since the frequency is related to the extremal orbit of the FS via the Onsager relation, $F_i = \frac{hc}{2\pi e} S_i$, [11] these positive shifts indicate enlarged extremal FS orbits. Figure 6.7 (e) shows a linear dependence of frequency on strain. Figure 6.7 (c) also shows that the amplitude of the SdH oscillation decreases with increasing temperature. Such a tendency allows us to extract the effective masses by fitting with Lifshitz-Kosevich (LK) theory, $R_T = \frac{\alpha m^* T/H}{\sinh(\alpha m^* T/H)}$, [11] where $\alpha = 2\pi^2 c k_B / e \hbar$. Figure 6.7 (f) demonstrates that all masses increase with compressive strain, even though the magnitude of changes is different, in agreement with our DFT predictions.

To interpret our MER measurements, we employ an effective low-energy model that can account for the salient experimental features. Using input from DFT calculations as well as ARPES and quantum oscillations measurements, our minimal low-energy model consists of three parabolic bands (see Fig. 6.8): one electron pocket with effective mass $m_e^*$ and two hole pockets with different effective masses $m_{lh}^* \ll m_{hh}^*$. The electron pocket and the light-hole ($lh$) pocket cross the Fermi energy $E_F$, whereas the heavy-hole ($hh$) pocket sits slightly below $E_F$. [134, 24, 124]

Let us first discuss the elastoresistivity in zero magnetic field. Within a semiclassical approach, the conductivity is given by $\sigma = \sum_\alpha \sigma_\alpha$ with $\sigma_\alpha = n_\alpha e^2/(\Gamma_\alpha m_\alpha^*)$ being the contributions from individual bands. Here, $n_\alpha$ is the carrier density and $\Gamma_\alpha$ is the scattering rate of band $\alpha$. The zero-field elastoresistivity thus reads

$$\frac{1}{\rho(0)} \frac{d\rho(0)}{d\epsilon} = \sum_\alpha \frac{\sigma_\alpha(0)}{\sigma(0)} \left[ \zeta_m^{(\alpha)} m_\alpha^{\star m} + \zeta_{\Gamma}^{(\alpha)} \Gamma_\alpha - \zeta_n^{(\alpha)} n_\alpha \right],$$

(6.1)

where $\rho(0) \equiv \rho(B=0)$ and we have introduced the strain derivatives $\zeta_m^{(\alpha)} = \frac{dm_\alpha^{\star m}}{d\epsilon}$, $\zeta_{\Gamma}^{(\alpha)} = \frac{d\Gamma_\alpha}{d\epsilon}$ and $\zeta_n^{(\alpha)} = \frac{dn_\alpha}{d\epsilon}$. Increasing $m_\alpha^{\star m}$ and $\Gamma_\alpha$ increases $\rho$, whereas increasing the carrier density $n_\alpha$ reduces $\rho$. Contributions from different bands are weighted according to their contribution to the total conductivity. One can estimate the strain response of the scattering rates $d\Gamma_\alpha/d\epsilon$ using expressions for impurity and phonon scattering rates from Boltzmann theory and using Matthiessen’s rule [135] (see also the SI).
At low temperatures, where impurity scattering dominates, the elastoresistivity then becomes
\[
\frac{1}{\rho(0)} \frac{d\rho(0)}{d\epsilon} = 2 \sum_\alpha \frac{\sigma_\alpha}{\sigma} \left( \frac{\zeta^{(\alpha)}_m}{m^*_\alpha} - \frac{1}{3} \frac{\zeta^{(\alpha)}_n}{n^*_\alpha} \right).
\]
From analyzing quantum oscillations (see Fig. 6.7), we conclude that both strain derivatives have the same sign \(\zeta^{(\alpha)}_m, \zeta^{(\alpha)}_n < 0\) such that the two effects compete with each other. Which of the two dominates depends on microscopic details. A DFT transport calculation, which keeps the scattering rates constant, predicts a positive elastoresistivity, in agreement with experimental results (see SI for details). As shown in Fig. 6.8, this behavior is also readily captured within our effective three-band model, where we use as input from DFT that the two holes bands move up in energy under compressive strain, while the electron band moves down (see Fig. 6.7 (a)). Interestingly, the heavy-hole band shifts up by an amount about ten times larger than the other two bands, yet still remains below \(E_F\). At low temperatures, it thus remains completely filled and does not contribute to transport. Electrons redistribute solely among the electron and light-hole pockets such that both \(n_e\) and \(n_{lh}\) increase, causing an increase in the total carrier density \(n\) and positive elastoresistivity (see Fig. 6.8 (d)). In the experiment, this effect seems to dominate over the strain-induced enhancement of the effective masses, which tends to reduce the elastoresistivity.

The situation is different at finite temperature, where one needs to take into account additional bands that lie within a range of \(k_B T\) of the Fermi energy. The non-monotonic behavior and associated sign change of the elastoresistance as a function of \(T\) can thus be understood as a result of a redistribution of carriers including those nearby bands, i.e. including the \(hh\) band. A precise modeling of the strain-induced modifications of the bandstructure at finite \(T\) require further experimental studies, e.g. ARPES under finite strain, or first-principle calculations that take thermal expansion effects into account. We can, however, capture the experimentally observed behavior of Fig. 6.5 within our low-energy model. As shown in Fig. 6.8, the decrease of the elastoresistivity (as \(T\) increases) follows from the fact that the heavy-hole pocket is shifted upwards by strain to within a range of \(k_B T\) of the Fermi energy. It is thus only partially occupied at finite \(T\), and holes redistribute from the light-hole to the heavy-hole pocket. This leads to the observed increase of the resistivity at finite temperatures, and the eventual sign change. Note that there
is an additional negative contribution to elastoresistivity from the enhancement of the effective masses. The broad minimum of the elastoresistivity arises within our model from a competition of electrons moving from the heavy-hole pocket to both the light-hole band (decreasing $n_{lh}$ and $\rho$) and the electron band (increasing $n_e$ and $\rho$). Specifically, the slope of the elastoresistivity is determined by the ratio of the density of states $g_{lh}/g_e$ at the chemical potential $\mu(T)$. The slope is negative for $g_{lh} > g_e$, as electrons from the heavy-hole pocket are then more likely to enter the light-hole one. The precise value of this ratio depends on microscopic details.

At finite magnetic field, the MER shows distinct behavior in the low-temperature quantum regime $T \leq 15$ K and the semiclassical regime at higher $T$. In the quantum regime, the sensitivity of the MER to strain and fields described above, readily follows from strain tuning of the Shubnikov-de Haas (SdH) oscillation frequencies. In the semiclassical regime $T > 15$ K, the observed MER can be captured by an effective two-band model of electron and hole carriers with density $n_e, n_h$ and mobilities $\mu_e = e/(m_e^* \Gamma_e)$ and $\mu_h$. We capture the contribution of the two hole pockets via an effective hole mobility $\mu_h = e/(\bar{m}_h^* \bar{\Gamma}_h)$, where $\bar{m}_h^*, \bar{\Gamma}_h$ are averages of the two hole pockets. As shown in detail in the SI, we start from the well-known semiclassical form of the resistivity $\rho(B) = \rho(0) \left(1 + e\rho(0)(n_e \mu_h + n_h \mu_e)\mu_e \mu_h B^2/\rho(0)^2\right)$ and consider “intermediate” magnetic field strengths, where the magnetoresistance is not yet saturated, to arrive at

$$\frac{1}{\rho(B)} \frac{d\rho(B)}{d\epsilon} = \frac{1}{\rho(0)} \frac{d\rho(0)}{d\epsilon} = 2\mu^2 B^2 \sum_{\alpha} \frac{\sigma_\alpha}{\rho(0)} \left(-\frac{\zeta_\alpha^{(\alpha)}}{m^{*}_{\alpha}} - \frac{\zeta_\alpha^{(\alpha)}}{\Gamma_\alpha}\right).$$

(6.2)

Here, $\bar{\alpha} = e(h)$ for $\alpha = h(e)$, and we have approximated $\mu_e \approx \mu_h \equiv \mu$ (see the SI for the general case). Importantly, we find a deviation of the finite field elastoresistivity from the zero-field one that increases as $B^2$ for small fields $B \ll B_1 = e\rho(0)(n_e \mu_h + n_h \mu_e)\mu_e \mu_h^{-1/2}$. It reaches saturation when $B \gg B_1$ due to the term $\rho(B)$ in the denominator (see Fig. 6.6 (c) and SI). Note that $B_1$ can also be extracted from the coefficient of the non-saturating, quadratic $MR = (B/B_1)^2$, which yields that $B_1$ increases from $B_1(30$ K) = 1.4 T to $B_1(90$ K) = 12 T, $[9]$ in agreement with our findings. According the Eq. (6.2) the prefactor of the quadratic MER term depends on the strain response of the effective masses and the scattering rate, but interestingly does not depend on the change of the carrier density. It probes a different strain derivative and thus provides novel insights.
beyond a zero-field elastoresistivity measurement. In particular, unlike, the elastoresistivity in zero field, it exhibits the same sign for all temperatures. This allows us to conclude that the sign change of the $B = 0$ elastoresistivity is rooted in the non-monotonic behavior of the strain derivative of the carrier densities $\zeta^{(\alpha)}_{\mu}(T)$ (see Fig. 6.8). Finally, from our effective model we find that $\zeta^{(\alpha)}_{\mu} < 0$ and $\zeta^{(\alpha)}_{\Gamma} < 0$, and therefore predict a quadratically increasing MER (at all $T$ and low $B \ll B_1$), in agreement with experiment (see Fig. 6.6 and SI Fig. 6.17).

To conclude, we report a large and non-monotonic MER in high-mobility crystals of WTe$_2$. This provides new insights into the strong coupling of elastic and electronic degrees of freedom in this material, opening a route to engineer magneto-transport properties via strain. Using a combination of density-functional theory and analytical low-energy multi-band model calculations, we relate these observations to strain-induced changes of the bandstructure, resulting in an increase as well as a redistribution of carriers between bands with different mobilities. Promising future research directions are to investigate the impact of thermal expansion and electronic correlations on both the bandstructure and its response to strain, as well as the role of the edge states in magnetotransport under finite strain.

### 6.2.1 Method

Single crystals of WTe$_2$ were grown by solution method, following the procedure described in Ref. [24]. Temperature and field dependent transport properties were measured in a Quantum Design(QD), Physical Property Measurement System for $1.8 \leq T \leq 300$K and $|H| \leq 140$ kOe. Resistance measurements under uniaxial strain were carried out using a Razorbill CS100 cryogenic uniaxial strain cell. To be more specific, outer and inner piezoelectric stacks were controlled by two Keithley Model 2400 source meters, and corresponding length changes of the crystals were measured by a capacitance sensor using an Andeen-Hagerling(AH) Model 2550A capacitance bridge. Note that there is always certain errors in the length change measurements due to thermal contraction of various parts. Although some thermal effects were addressed (i.e. the thermal effect from piezoelectric materials was canceled via symmetric usage of outer and inner piezoelectric stacks
and the thermal effect from the capacitance sensor was removed by subtracting the temperature
dependence capacitance of the empty cell result), others, including the thermal contraction from
the cell and the crystal itself, were not considered. The crystals were mounted across the two
plates with Stycast 2850 FT, so that the crystal was mechanically attached to the plates firmly
and electrically isolated from the cell body.(Fig. 6.5 (a)) We estimated that, due to the epoxy,
about 80% of the displacement was transmitted as sample strain. In this calculation, we used the
Young’s modulus of the crystals of 80 GPa and the thickness of the glue was ∼ 50 µm. [136, 137]
The contacts for the electrical transport measurement were prepared in a standard linear four-
probe configuration using Epotek-H20E silver epoxy and silver paint, and Lakeshore Model 370 AC
resistance bridge conducted the resistance measurement of the crystals. Due to the large drop in
the resistivity of WTe$_2$ upon cooling in zero field combined with the limit of the resistance bridge
(resolution is 1 µΩ with $I = 3.16$ mA in the range of 2.0 mΩ), we were not able to conduct the
elastoresistance measurements below $T < 50$ K with $H = 0$ T in the above experimental setting.
In order to overcome this limit of the measurement, we performed the elastoresistance experiment
without the magnetic field using Stanford Research Systems(SRS) 860, Lock-In Amplifier and SRS
Model CS580, voltage controlled current source in a Janis SHI-950-T closed cycle cryostat. Two
samples were measured in this way, S3' and S4. S3' is essentially same as S3, which was measured
in PPMS, but new contacts were made after cleaving the top layer. S4 was mounted in Razorbill
CS130 cryogenic uniaxial strain cell. S4 was secured with a small amount of Devcon 5 minute
epoxy in between anodized plates, which can give the largest transmitted strain on the sample.

Strain is defined as $\epsilon \, [\%] = (L - L_0)/L_0 \times 100$, where $L_0$ is the unstrained length. Thus, a
positive sign represents tensile strain and a negative sign stands for compressive strain. We noticed
that the crystals are very easy to break when even a small amount of tensile strain is applied.
The compressive strain at which the sample starts to buckle can be calculated based on the ratio
between length and thickness ($L/t$) of the crystals: $L/t = \pi/\sqrt{3}$. [138] From the calculation, we
expected buckling of all three samples that we measured above $\epsilon = -1.5\%$. However, the first
sample of WTe$_2$, S1, cleaved at $\epsilon \sim -0.3\%$, which was before the sample started to buckle due to
the easily exfoliatable nature of the crystal. In addition, the second crystal, S2, showed a jump at 
$\epsilon \sim -0.16\%$ without visual observation of a cleave or crack in the sample. This might indicate 
that cracks or small cleaving can happen even with small strain due to a layered structure. Based on 
all of the above, elastoresistance measurements were done only $\epsilon \leq \pm 0.013\%$ which corresponds to 
a maximum voltage applied to the piezoelectric material of $V = \pm 5\text{V}$ for the third single crystals 
of WTe$_2$, S3. Within this range, resistance response to the strain ($\Delta R/R$ Vs. strain) was linear 
without hysteresis (more details are in SI). Details about Shubnikov de Haas oscillations can be 
found in SI.

Band structures of WTe$_2$ at strains from -0.2 to 0% were calculated in density functional 
theory [108, 109] (DFT) using local density approximation [139, 140] (LDA) with spin-orbit coupling 
(SOC) effect included. The dimensions of the unit cells were determined from experimental lattice 
constants [141] ($a = 3.477\text{Å}$, $b = 6.249\text{Å}$ and $c = 14.018\text{Å}$) plus strain and a Poisson ratio [132] 
of 0.16. The ionic positions in the unit cells were relaxed at different strains and then band 
structures are calculated. The carrier densities were calculated from the volume of electron and 
hole pockets in reciprocal space. The quantum oscillation frequencies were calculated by finding the 
extreme orbit [133] of hole and electron pockets with the magnetic field along the $c$ direction. The 
conductivity without magnetic field were calculated from the semi-classical Boltzmann equation 
with the interpolated DFT band structures. [142] DFT calculations were done in VASP [112] with 
a plane-wave basis set and projector augmented wave [111] method. We used the orthorhombic cell 
of 12 atoms with a $\Gamma$-centered Monkhorst-Pack [114] ($12 \times 6 \times 3$) $k$-point mesh. The kinetic energy 
cutoff was 223 eV. The convergence with respect to $k$-point mesh was carefully checked, with total 
energy converged, e.g., well below 1 meV/atom. For ionic relaxation, the absolute magnitude of 
force on each atom was reduced below 0.01 eV/Å.
6.2.2 Supplementary information

6.2.2.1 Elastoresistance experiment

We took care to measure our data in the linear response limit. To do this we measured $\Delta R/R$ versus strain loops for a variety of strain (or voltage) sweeps at base temperature (Fig. 6.9) as well as over the whole temperature range (Fig 6.10). We find that as we increase the size of strain sweeps there is an increasing hysteresis. As a result of these measurements and out of an abundance of caution, we limit our measurements to $|\epsilon| \leq 0.013\%$ so as to be in the linear regime.

6.2.2.2 Large changes in elastoresistance due to quantum oscillations

Figure 6.11 shows magnetoresistance without and with ($\epsilon = -0.136\%$) strain at $T = 2$ K. Whereas the MR increases quadratically without saturation up to 14 T, quantum oscillations are detected above $\sim 4$ T in both cases. Due to the strain induced changes in frequencies, there are mismatches in quantum oscillation peaks in the high magnetic field regime. Therefore, elastoresistances change dramatically from negative to positive with small changes of the magnetic field. To illustrate this more clearly, enlarged magnetoresistances from 10 T to 14 T are shown in the inset of Fig. 6.11. The green dashed line indicates negative elastoresistance whereas the blue dashed line indicates positive elastoresistance.

Subtracting the MR without strain from MR with strain allows us to directly examine oscillations in the MER as shown in Fig. 6.12 (a) and (c). In order to confirm these as quantum oscillations, we did FFT on the data with $1/B$. Figure 6.12 (b) and (d) are the results of FFT on S2 and S3. All four frequencies, that were detected from SdH, are observed in both samples. As such, these data, as well as the data highlighted in the inset of Fig. 6.6 (a) and (b), are clear manifestations of quantum oscillations in MER.

Based on Lifshitz and Kosevich formula, one can write MER oscillation as below.

$$MER_{osc} = \sum_i A_i \left[ \sin \left\{ \frac{2\pi (F_i + \delta F_i)}{B} + \phi_i \right\} - \sin \left\{ \frac{2\pi F_i}{B} + \phi_i \right\} \right] / \epsilon.$$  \hspace{1cm} (6.3)
For $\delta F \ll F$ and $\frac{2\pi \delta F}{B} \ll 1$,

$$MER_{osc} = \sum_i A_i \cos \left\{ \frac{2\pi F_i}{B} + \phi_i \right\} \cdot \frac{2\pi \delta F}{B} \cdot \frac{1}{\varepsilon} \quad (6.4)$$

Note that the frequency of oscillations are same as SdH.

### 6.2.2.3 Quantum oscillation analysis

When using a FFT to determine the frequencies of the quantum oscillations, the resolution of frequencies is determined by the size of the Fourier window. Figure 6.13 highlights the data spacing around the local maximum which defines $F^1$; the data points are more closely spaced for wider field range windows. In order to resolve the strain dependence of frequency changes in WTe$_2$, within a relatively small strain range, the magnetic field range of $0.5 \, \text{T} < H < 13.95 \, \text{T}$ was used for all strains.

In order to check the reproducibility, we performed similar experiments and analysis on S3 with a fewer number of strains. As shown in Fig. 6.14 (a) and (b), S3 also shows similar behavior as S2 (Fig. 6.7).

Although the resolution is important to resolve the peaks, one also needs to consider the amplitude of peaks to get an effective mass. In this case, it is important to choose the magnetic field range from where the MR starts to show quantum oscillations at the highest temperature. To be more specific, the amplitude of peaks can be reduced due to an artifact of the FFT analysis which comes from the low magnetic field MR data without quantum oscillation. In addition, quantum oscillations at higher temperatures require higher magnetic fields to start. Thus, one needs to determine the magnetic field range based on the highest temperature data that will be used for the analysis. With all these points in mind, we used the magnetic field range of $5 \, \text{T} < H < 13.95 \, \text{T}$ to infer the amplitude changes as a function of the temperature with different strains.

### 6.2.2.4 Electrical conductivity from density functional theroy (DFT) calculation

The conductivity is calculated from the semi-classical Boltzmann equation with the interpolated DFT band structures. Conductivity over relaxation time ($\sigma/\tau$) without and with ($\epsilon = -0.2\%$)
are plotted as a function of chemical potential in Fig. 6.15. The result shows positive elastoresistance (It is positive since for negative strain the conductivity goes up) within the chemical potential range of \(-0.04 < \mu < 0.04 \text{ eV}\). This may be an additional indication that the pure electronic term gives positive elastoresistance in WTe\(_2\).

Table 6.1 Curvature and Edge for each bands in the pocket regions (Fig. 6.16) that are of interest for the modeling of conductivity

<table>
<thead>
<tr>
<th>Curvature (eV Å(^2))</th>
<th>1</th>
<th>2</th>
<th>3'</th>
<th>3/4</th>
<th>5/6</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>-18.4</td>
<td>-19.2</td>
<td>26.6</td>
<td>35.8</td>
<td>15.1</td>
</tr>
<tr>
<td>-0.2</td>
<td>-16.9</td>
<td>-18.2</td>
<td>28.1</td>
<td>37.1</td>
<td>15.4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Edge (eV)</th>
<th>1</th>
<th>2</th>
<th>3'</th>
<th>3/4</th>
<th>5/6</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.028</td>
<td>0.033</td>
<td>0.024</td>
<td>-0.068</td>
<td>0.012</td>
</tr>
<tr>
<td>-0.2</td>
<td>0.032</td>
<td>0.039</td>
<td>0.026</td>
<td>-0.071</td>
<td>0.010</td>
</tr>
</tbody>
</table>

6.2.2.5 Modeling and analysis

To interpret the (magneto-)elastoresistance (MER) measurements we employ an effective low-energy three-band model. This simplified model can account for the salient features of the (magneto-)elastoresistance (or resistivity rather), in particular its non-monotonic behavior in zero magnetic field and its increase and rapid saturation in finite field. As input it uses the strain-induced changes in the electronic bandstructure, that we infer from experiment and DFT calculations. The minimal model consists of one hole and one electron pocket that cross the Fermi energy \(E_F\) at \(T = 0\) as well as another hole pocket slightly below \(E_F\) (see Fig. 6.8 (a)). This captures the essence of the more complicated bandstructure of WTe\(_2\) observed within ARPES [24, 124, 134] and first-principle calculations [143] (see Fig. 6.7 (a)) with two pairs of (almost degenerate) electron and two pairs of (almost degenerate) hole pockets, and an additional hole pocket around the \(\Gamma\) point with a flat dispersion. (There are additional electron pockets slightly above the Fermi energy, see Fig. 6.16. Taking them into account does not change our main qualitative conclusions). The three bands can be characterized by effective masses \(m^*_\alpha\) with \(\alpha = e, lh, hh\) corresponding to electron (\(e\)), light-hole (\(lh\)) and heavy-hole (\(hh\)) pockets. We can approximate the effective masses using DFT calculations, neglecting small anisotropies in momentum space. We note that at \(T = 0\), our simplified model
calculation described below agrees with a more detailed DFT transport calculation (see Fig. 6.15) that takes the anisotropies in momentum space properly into account.

Let us first discuss the case of zero magnetic field $B = 0$. Using a semiclassical Drude-Boltzmann approach and within the quadratic band approximation, one arrives at the well-known Drude formula for the conductivity $\sigma_\alpha = n_\alpha e^2/(\Gamma_\alpha m^*_\alpha)$, where $n_\alpha$ is the carrier density and $\Gamma_\alpha$ is the scattering rate of band $\alpha$. The contributions from different bands add in parallel $\sigma = \sum_\alpha \sigma_\alpha$ and the total resistivity is given by $\rho = \sigma^{-1}$. The elastoresistivity is now governed by a sum of different contributions

$$\frac{1}{\rho(0)} \frac{d\rho(0)}{d\epsilon} = \sum_\alpha \frac{\sigma_\alpha(0)}{\sigma(0)} \left[ \frac{\zeta_m^{(\alpha)}}{m^*_\alpha} + \frac{\zeta_n^{(\alpha)}}{n_\alpha} \Gamma_\alpha - \frac{\zeta_n^{(\alpha)}}{n_\alpha} \Gamma_\alpha \right],$$

(6.5)

where $\rho(0) \equiv \rho(B = 0)$ and we have introduced the strain derivatives $\zeta_m^{(\alpha)} = \frac{dm^*_\alpha}{d\epsilon}$, $\zeta_n^{(\alpha)} = \frac{dn_\alpha}{d\epsilon}$, $\zeta_\Gamma^{(\alpha)} = \frac{d\Gamma_\alpha}{d\epsilon}$ and $\zeta_n^{(\alpha)} = \frac{dn_\alpha}{d\epsilon}$. Increasing $m^*_\alpha$ and $\Gamma_\alpha$ increases $\rho$, while increasing the carrier density $n_\alpha$ reduces $\rho$. Contributions from different bands are weighted according to their contribution to the total conductivity.

To make progress and estimate $d\Gamma/d\epsilon$, we will use the scattering rates derived within Boltzmann theory and relate $d\Gamma_\alpha/d\epsilon$ to changes in the density of states and the phonon properties. The scattering rate consists of a temperature independent impurity part and a $T$-dependent phonon part due to scattering off (mainly acoustic) phonons. One finds [135]

$$\frac{1}{\Gamma^{(\alpha)}_{\text{imp}}} \frac{d\Gamma^{(\alpha)}_{\text{imp}}}{d\epsilon} = \frac{\zeta_m^{(\alpha)}}{m^*_\alpha} + \frac{1}{3} \frac{\zeta_n^{(\alpha)}}{n_\alpha},$$

(6.6)

$$\frac{1}{\Gamma^{(\alpha)}_{\text{ph}}} \frac{d\Gamma^{(\alpha)}_{\text{ph}}}{d\epsilon} = - \frac{\zeta_m^{(\alpha)}}{m^*_\alpha} - 4 \frac{\zeta_c}{c_s},$$

(6.7)

where $\zeta_c = \frac{d\varphi}{d\epsilon}$ is the strain induced change of the phonon velocity. More generally, strain may affect $\Gamma^{(\alpha)}_{\text{ph}}$ in a more complicated way as well, for example, by modifications of the phonon polarization. Under compressive strain, one generally expects that the acoustic phonon velocity increases (hardening) such that $\zeta_c < 0$, due to a change of the Young modulus under strain. As this is a higher order effect in the strain, we expect it to be subleading compared to the change of the carrier densities $\zeta_n^{(\alpha)}$ and the effective masses $\zeta_m^{(\alpha)}$. 
Here, we have assumed parabolic and isotropic bands. A more realistic estimate of the strain induced change, in particular of the electron-phonon scattering rate, requires detailed modeling beyond our current work. One can therefore consider $\frac{d\Gamma^{(\alpha)}_{ph}}{d\epsilon}$ also as a phenomenological parameter of our theory. Using the Matthiessen rule, the total scattering rate is then given by $\Gamma^{(\alpha)} = \Gamma^{(\alpha)}_{imp} + \Gamma^{(\alpha)}_{ph}$, which yields the elastoresistivity in zero field as

$$\rho(0)\frac{d\rho(0)}{d\epsilon} = \sum_{\alpha} \sigma_{\alpha}(0) \frac{\zeta^{(\alpha)}_{m}}{m^{*}_{\alpha}} \left(1 + \frac{\Gamma^{(\alpha)}_{imp} - \Gamma^{(\alpha)}_{ph}}{\Gamma^{(\alpha)}_{\alpha}}\right) + \frac{\zeta^{(\alpha)}_{n}}{n_{\alpha}} \left(\frac{1}{3} \frac{\Gamma^{(\alpha)}_{imp}}{\Gamma^{(\alpha)}_{\alpha}} - 1\right) - 4 \frac{\zeta_{c}}{\sigma^{2}} \frac{\Gamma^{(\alpha)}_{ph}}{\Gamma^{(\alpha)}_{\alpha}} \right] \right) \right). \quad (6.8)$$

At low temperatures $\Gamma^{(\alpha)}_{ph} \ll \Gamma^{(\alpha)}_{imp}$, the elastoresistivity is determined solely by electronic terms and bands that cross the Fermi energy. The behavior of the hole pocket below $E_F$ is thus not relevant to the strain response at low temperature. At low $T$, Eq. (6.8) simplifies to

$$\rho(0)\frac{d\rho(0)}{d\epsilon} = 2 \sum_{\alpha} \sigma_{\alpha}(0) \left(\frac{\zeta^{(\alpha)}_{m}}{m^{*}_{\alpha}} - \frac{1}{3} \frac{\zeta^{(\alpha)}_{n}}{n_{\alpha}} \right) \right) \right) \right). \quad (6.9)$$

From analyzing quantum oscillations, we find that both strain derivatives have the same sign $\zeta^{(\alpha)}_{m}, \zeta^{(\alpha)}_{n} < 0$ such that the two effects compete with each other. Which of the two dominates depends on microscopic details. In Fig. 6.5 (c), we find that the sign of the elastoresistance in the low temperature regime is different for different samples, while the magnitude rapidly decreases at low $T$ (see Fig. 6.5). We can understand the increase of the carrier density ($\zeta^{(\alpha)}_{n} < 0$) within our effective three-band model description by noticing that the heavy-hole band is pulled up in energy by strain while the electron band is lowered. As a result, some electrons are being redistributed from the hole to the electron band, increasing the total number of carriers $n = n_e + n_h$ (keeping $\Delta n = n_e - n_h$ fixed). We thus find a positive contribution to the elastoresistivity from $\zeta_n$ within our model (see Fig. 6.8 (c) at low temperatures).

From the data in Fig. 6.7 (e) and (f), we find that $\zeta^{(\alpha)}_{n}$ and $\zeta^{(\alpha)}_{m}$ are of the same order of magnitude. It is therefore difficult to estimate which dominates and unambiguously predict the sign. In fact, we estimate that the strain-induced enhancement of the mass slightly dominates, which yields $\rho(0)\frac{d\rho(0)}{d\epsilon} < 0$. One should keep in mind, however, that quantum oscillations measure the cyclotron mass, which is a property of an extremal orbit, and not the effective mass $m^{-1}_i = \frac{\partial^2 E_i}{\partial k_i \partial k_i}$ (or rather the velocity $v_i = \frac{\partial E_i}{\partial k_i}$) in the current direction $i$ (averaged over the Fermi surface), which
is the quantity relevant for transport. In fact, a more detailed microscopic DFT transport
calculation predicts a positive slope for $\rho/\tau$, in agreement with experiment (this DFT analysis
neglects changes in the scattering time though).

At higher temperatures, one must take into account not only the strain-induced modifications of
the bandstructure right at the chemical potential $\mu$, but also further away from it within a range of
$k_B T$. Strain also affects the carriers in thermally (de)populated bands. This is the dominant effect
in semiconductors, where strain leads to a redistribution of carriers among valleys with different
effective masses, leading to a characteristic $1/T$ behavior of the elastoresistance. We indeed
find such a $1/T$ dependence of the elastoresistance at high temperatures $T > 250$ K. However, in
WTe$_2$ the behavior is much richer due to the presence of both electron and hole carriers.

The observed increase of the resistivity under compressive strain at intermediate and high $T$
in Fig. 6.5 (c), corresponds to $\zeta_n^{(\alpha)} > 0$, i.e., a decrease in the carrier density under compressive
strain. As shown in Fig. 6.8 (c) our three-band model calculation reproduces such a behavior (at
intermediate temperatures) using the rigid band energy shift trends under strain obtained from
DFT as input (see Fig. 6.7 (a)). The non-monotonic behavior of the elastoresistivity as a function
of temperature arises within our model from the fact that the heavy-hole pocket contributes to
transport only at finite $T$, where it is partially filled. Within DFT, strain lifts this pocket in energy
by an amount $\Delta D_{hh}$ that about a factor of 10 times larger than found for the other two pockets.
As a result, the dominant effect is a redistribution of holes from the light to the heavy hole pockets,
resulting in an increase of $\rho$ at intermediate and larger temperatures. We note that the effective
mass enhancement observed within quantum oscillations now adds with the same sign to this term,
making the elastoresistance more negative.

Let us now turn to the analysis of the magneto-elastoresistance (MER), i.e., the elastoresistance
in finite magnetic field:

$$\text{MER}(T, B) = \frac{1}{R(T, B, \epsilon = 0)} \left. \frac{dR(T, B, \epsilon)}{d\epsilon} \right|_{\epsilon = 0}$$  \hspace{1cm} (6.10)

Experimentally, as shown in Fig. 6.6, we observe a rich behavior that can be described as follows:
at high temperatures, where the magnetoresistance (MR) vanishes, the magneto-elastoresistance
(MER) follows the zero-field elastoresistance (ER). At lower $T$, when the (non-saturating) MR first becomes finite and then exceptionally large, we find an increase of the MER proportional to $B^2$ (at small $B$ fields). At temperatures $T \leq 50$ K, the observed increase of MER as a function of $B$ crosses over into saturation at a positive plateau value. The MER saturation field strength $B_1(T)$ decreases with temperature $T$. As we show below, the saturation field scale $B_1$ can be associated with the coefficient of the quadratic B-field dependence of the non-saturating MR. At the lowest temperatures $T < 10$ K, where MR exhibits SdH oscillations, the MER exhibits a delicate and strong dependence on the magnetic field, ranging from $\text{MER}(T_0, B) = +120$ to $\text{MER}(T_0, B') = -80$ in the field range of less than one Tesla: $|B - B'| \approx 0.5$ T (see Fig. 6.6).

The interesting behavior of MER quantum oscillations in the quantum regime can be straightforwardly understood from the strain-induced change of the SdH oscillation frequency that we have experimentally observed. It occurs due to strain tuning the size of the extremal orbits (see above for more details). We find that the orbits increase under compressive strain, which is in agreement with the prediction of the three-band model that the carrier densities increase at low temperatures. At fixed temperature and field, strain can move the minima and maxima of the oscillating resistance such that a from a position close to the maximum of a SdH oscillation in zero strain becomes a position close to a minimum. This results in a large change of the resistance (see Fig 6.11). The reverse situation can occur at $B$-field values close by, thus explaining the sign change of $\Delta R_{e,B}$ when tuning $B$ over a small range.

We will now show that the observations in the intermediate temperature regime $10$ K $< T < 200$ K can be qualitatively captured within a semiclassical two-band model description [11] of electron and hole carriers, where the resistivity takes the well-known form

$$\rho(B) = \rho(0) \frac{1 + e\rho(0)(n_e\mu_h + n_h\mu_e)\mu_e\mu_h B^2}{1 + [e\rho(0)(n_e\mu_h - n_h\mu_e) B^2]^2}. \quad (6.11)$$

The mobilities are given by $\mu_\alpha = e/(m^*_\alpha \Gamma_\alpha)$. It was shown that the carrier compensation in WTe$_2$ is almost perfect and $\Delta n = n_e - n_h$ is very small. [90] As a result, MR exhibits purely quadratic dependence on magnetic field with no signs of saturation. The magnetic field range we consider
$B < 14$ T thus lies in the “intermediate” regime with $B_1(T) < B < B_{\text{sat}}(T)$ with

$$B_1(T) = \epsilon \rho(0) [(n_e \mu_h + n_h \mu_e) \mu_e \mu_h]^{-1/2}$$

$$B_{\text{sat}} = (\epsilon \rho(0) \mu_e \mu_h |n_e - n_h|)^{-1}.$$ (6.12)

In this regime of intermediate field strength, MER takes the form

$$\frac{1}{\rho(B)} \frac{d \rho(B)}{d \epsilon} - \frac{1}{\rho(0)} \frac{d \rho(0)}{d \epsilon} = \frac{\rho(0)}{\rho(B)} B^2 \left[ \frac{1}{\rho(0)} \frac{d \rho(0)}{d \epsilon} \sum_{\alpha} \left( \frac{\sigma_\alpha \sigma^2_{\alpha}}{\sigma(0) n^2_\alpha} \right) \right. $$

$$\left. + \sum_{\alpha} \frac{\sigma_\alpha \sigma^2_{\alpha}}{\sigma(0) n^2_\alpha} \left( \frac{\zeta^{(\alpha)}_m}{m^*_\alpha} - \frac{\zeta^{(\alpha)}_m}{\Gamma_\alpha} \right) - \frac{2 \zeta^{(\alpha)}_m}{m^*_\alpha} - \frac{2 \zeta^{(\alpha)}_m}{\Gamma_\alpha} \right],$$ (6.14)

where $\bar{\alpha} = e(h)$ for $\alpha = h(e)$. We thus predict a deviation of the finite field ER that increases as $B^2$ for small fields and reaches saturation when $B \gg B_1$ (due to the term $\rho(B)$ in the denominator). We can unambiguously determine the sign of the term in the bracket, if we approximate $\mu_e \approx \mu_h \equiv \mu$, which seems to be a approximately valid in WTe$_2$. [102] Under this assumption, the expression simplifies to

$$\frac{1}{\rho(B)} \frac{d \rho(B)}{d \epsilon} - \frac{1}{\rho(0)} \frac{d \rho(0)}{d \epsilon} = 2 \mu^2 B^2 \frac{\rho(0)}{\rho(B)} \sum_{\alpha} \frac{\sigma_\alpha}{\sigma(0)} \left( - \frac{\zeta^{(\alpha)}_m}{m^*_\alpha} - \frac{\zeta^{(\alpha)}_m}{\Gamma_\alpha} \right).$$ (6.15)

The coefficient of the $B^2$ term is thus positive as $\zeta^{(\alpha)}_m / m^*_\alpha < 0$. Moreover, the saturation value is also positive, in agreement with experiment. (Fig. 6.17) Interestingly, the saturation plateau of the MER measures a different combination of strain derivatives as the zero field ER. In particular, it does not explicitly depend on the change of carrier density $\zeta^{(\alpha)}_m / n_\alpha$ (compare with Eq. 6.5). Combining both measurements thus allows to gain more insight into the electronic response of the material under strain. Let us discuss one particular example. We find that the saturation value of MER at large fields $B \gg B_1$ is positive for all $T$, while ER changes sign as a function of $T$. This contrasting behavior can be traced back to a non-monotonic behavior of the strain-induced change of the carrier densities $\zeta^{(\alpha)}_m$ as a function of $T$ (as opposed to $\zeta^{(\alpha)}_m$, $\zeta^{(\alpha)}_\Gamma$), as this derivative $\zeta^{(\alpha)}_m$ only occurs on ER (but not in the saturation value of MER).

Finally, we note that at even larger field strengths of $B \gg B_{\text{sat}}$ beyond the regime studied here, the semiclassical analysis predicts yet another combination of strain derivatives $\lim_{B \gg B_{\text{sat}}} \frac{1}{\rho(B)} \frac{d \rho(B)}{d \epsilon} = \ldots$
\[ \frac{1}{\Delta n^2} \sum_\lambda \frac{n_\lambda}{\sigma_\lambda} \left( \zeta^{(\lambda)} \frac{\varepsilon^{(\lambda)}}{m_\lambda} + \zeta^{(\lambda)} \frac{\varepsilon^{(\lambda)}}{m_\lambda} + \zeta^{(\lambda)} \frac{\varepsilon^{(\lambda)}}{m_\lambda} \right) \]. Interestingly, the strain derivative of the carrier density \( \zeta_n^{(\alpha)} \) now occurs with the opposite sign than at zero field, predicting a sign change if this is the dominant effect (as we believe to be the case in WTe\(_2\)). Note that we have used that the compensation level \( \Delta n \) cannot be tuned by strain due to charge conservation, as long as the quadratic band approximation is valid.

### 6.2.2.6 Elastoresistance and magneto-elastoresistance of PtSn\(_4\)

Similar to WTe\(_2\), PtSn\(_4\) has a layered structure and an extremely large magnetoresistance (XMR) at low temperatures. \[89\] An important difference between two is that WTe\(_2\) is semi-metal whereas PtSn\(_4\) is metal. In particular, only a small number of bands are crossing the Fermi level in WTe\(_2\), while lots of bands are crossing the Fermi level in PtSn\(_4\). Therefore, comparing ER and MER result between two allows us to convince more about our understanding (low energy model in Sec. 6.2.2.5) of large ER and MER in WTe\(_2\). This is because the essence of the low energy model is redistribution of carriers between bands with different curvatures like semiconducting physics.

Same experimental methods as WTe\(_2\) were used to measure ER and MER of PtSn\(_4\). Here, the magnetic field direction was parallel to the crystallographic \( b \) axis, and both current and strain were applied to crystallographic \( a \) (or \( c \)) direction. However, PtSn\(_4\) was much harder to measure compared to WTe\(_2\), because of i) 100 times smaller resistance compare to WTe\(_2\) at 300 K, ii) huge RRR of \(~1000\) and iii) low resistance response to strain. Therefore, we were not able to measure the ER below \( T = 50 \) K even with the lock-in amplifiers (SRS860) for single crystals of PtSn\(_4\). In addition, larger voltage sweeps within linear regime did not improve the data quality significantly. On the other hand, we could measure low temperature ER under the magnetic field of 9 T and 14 T due to XMR of PtSn\(_4\).

Figure 6.18 (a) shows the temperature dependent ER without magnetic field and with the magnetic field of 9 T and 14 T. Above \( T = 50 \) K, ER is constant with the value of \(~0.5\). Considering temperature independent ER of \(~2\) in ordinary metal systems, the high temperature ER results in PtSn\(_4\) are not surprising. Deviations from the constant value below \( T = 50 \) K for \( B = 9 \) and 14 T
are rather surprising. However, it is hard to say whether the origin of this effect is due to the magnetic field or some other intrinsic properties of PtSn$_4$. This is because we were not able to obtain 0 T data below 50 K and due to rather poor signal to noise ratio of the measurements. In order to understand the deviation, further studies on high resolution ER measurements are required. In addition, ER values are not as large as WTe$_2$ at low temperatures even though PtSn$_4$ shows clear SdH oscillations (see Fig. 6.18 (b) inset). This implies that not all the materials with quantum oscillation has large MER at quantum regime. Therefore, large MER is indeed related to changes in Fermi surface as a function of strain.

In conclusion, we were able to check the validity of the low energy model in some sense by comparing WTe$_2$ and PtSn$_4$. However, the low temperature ER behavior deserves further investigation.
Figure 6.8 (a) Schematics of electron and hole pockets in low-energy three-band model before (dashed) and after (solid) application of compressive strain. Direction and relative size of strain-induced band shifts $\Delta E(\epsilon)$ are taken from DFT calculation (see Fig. 6.7). (b) Density of states $g(E)$ of three-band model before (dashed) and after (solid) rigid band shifts $\Delta E_e = -2 \times 10^{-3}$ and $\Delta E_{hh} = 4 \times 10^{-2}$. All energies are in units of the light-hole bandwidth $W_{lh}$. Bandwidths are set to $W_e = W_{lh} = 1$ and $W_{hh} = 0.5$. Effective masses assumed to be strain-independent for simplicity, and their ratios set to $m_e^*/m_{lh}^* = 1$ and $m_{hh}^*/m_{lh}^* = 4.6$. The bottom of the bands are at $E_{lh}^{\text{min}} = 0$, $E_e^{\text{min}} = 0.5$, and $E_{hh}^{\text{min}} = 0.09$. The chemical potential $\mu(T = 0) = 0.64 W_{lh}$ is indicated by the vertical dotted line. (c) Carrier densities of the different bands $n_\alpha$ as a function of temperature $T$ for zero and finite strain. Colors and linestyles are identical to panels (a) and (b). Inset shows that $n_{lh}$ increases at low $T$ (as long as $E_{hh}(\epsilon) - \mu \ll T$), but decreases at higher $T$, causing the sign change of the ER. (d) Elastoresistivity that arises from redistribution of carriers due to rigid band shifts $\Delta E(\epsilon)$ shown in panel (b). We have assumed that these band shifts are caused by strain of size $\epsilon = 10^{-3}$. This is justified from DFT calculations, which predicts bandshifts of $2 - 30$ meV (for the different bands) for $\epsilon = 10^{-3}$. Note that the $T$-axis scale is of the same order, corresponding to a range from zero to roughly (two times) room temperature ($\Delta E_{hh} = 0.04 \approx 30$meV). At $T = 0$, $ER > 0$ as electrons move from the lh to the e band, increasing the total number of carriers (see inset in panel (c)). At $T > 0$, the lh band is only partially filled and moving it closer to the chemical potential shifts hole carriers from lh to hh pocket. We note that the total ER also contains a contribution from the strain-induced increase of the effective masses, which leads to an approximately $T$-independent negative shift of ER.
Figure 6.9 Strain($\epsilon_{100}$) sweep at fixed temperature of $T = 2$ K and the magnetic field $H = 2$ T with various voltage limits; -5 V (green line), -40 V (black line), -100 V (blue line) and -140 V (red line). The Gray dashed line is a linear guide line to point out the deviation from linear behavior, which also indicated with the gray arrow.
Figure 6.10  (a) Strain($\epsilon_{100}$) sweep at the magnetic field of 2 T.  (b) Strain($\epsilon_{100}$) sweep at the magnetic field of 9 T. Note: clear non-linearity in 2 K data is likely associated with strain induced changes in QO frequencies and QO in MER is discussed below.
Figure 6.11 Magnetoresistance data without (black line, $\epsilon = 0\%$) strain and with (red line, $\epsilon = -0.136\%$) at $T = 2K$. Inset shows enlarged magnetoresistances from $10T$ to $14T$. 
Figure 6.12  (a) $\Delta R = R(\epsilon = -0.149\%) - R(\epsilon = 0.004\%)$ as a function of the magnetic field in S2. (b) FFT of $\Delta R$ in terms of $1/B$ in S2. (c) $\Delta R = R(\epsilon = -0.136\%) - R(\epsilon = 0\%)$ as a function of the magnetic field in S3. (d) FFT of $\Delta R$ in terms of $1/B$ in S3.

Figure 6.13  FFT results of WTe$_2$ at $T = 2$K and $\epsilon = 0\%$ for various magnetic field ranges. The filled circles are the data point at $F^1$ and the nearest data points around the $F^1$. 
Figure 6.14  (a) SdH oscillations at various strains for S3. (b) FFT results at various strains, and gray dashed lines are guide lines for shifting of the frequencies.
Figure 6.15  Conductivity over relaxation time ($\sigma/\tau$) vs. electronic chemical potential ($\mu$) as calculated from semi-classical Boltzmann model with DFT band structure for strain ($\epsilon$) at 0 (blue line) and -0.2 % (red line).

Figure 6.16  DFT band structure for strain ($\epsilon$) at 0 (blue line) and -0.2 % (red line) along $\Gamma$-X and Z-U. Band 1 and 2 are the hole bands and band 3 and 4 are the electron bands in Fig. 6.7. Another set of electron bands (5 and 6) along Z-U are also close to Fermi level. The label i/j means the and i and j overlap with each other and have the same dispersion in the specific pocket region. The label i’means the second pocket region is also of interest because it is near the Fermi level.
Figure 6.17  (a) The magnetic field ($B$) dependence data of $EF(B) - EF(0)$ at 50 K (blue), 70 K (orange) and 90 K (green). (b) The $B^2$ dependence data of $EF(B) - EF(0)$. (c) The magnetic field dependence simulation results of $EF(B) - EF(0)$ at 50 K (blue), 70 K (orange) and 90 K (green). $B_1$ value is extracted from Ref. [9]. (d) The $B^2$ dependence simulation results of $EF(B) - EF(0)$. 
Figure 6.18  (a) Temperature dependent elastoresistance at $B = 0$, 9 and 14 T. (b) FFT results at different strains. Inset shows the magnetoresistance at various strains.
CHAPTER 7. CONCLUSIONS

Single crystals of three selected layered materials; CrAuTe$_4$, PdSn$_4$, and WTe$_2$ were grown via the high temperature solution growth method. The physical properties, such as magnetization, electrical resistivity and thermal transport, were studied on these single crystals at ambient conditions. In addition, the tuning effects on these layered materials were studies by applying hydrostatic pressure and uniaxial strain, and by substituting an element.

The magnetic moments in CrAuTe$_4$ order antiferromagnetically below 255 K. Clear signatures of the antiferromagnetic ordering are observed from various measurements including magnetization and electrical resistivity. In addition, ARPES observed a clear reconstruction of the Fermi surface associated with the antiferromagnetic ordering. In order to test for possible fragile magnetism, the electrical resistivity was measured with the applied hydrostatic pressure up to 5.22 GPa. The antiferromagnetic transition temperature is decreased down to 236 K by 5.22 GPa. A possible phase transition, of unknown origin, induced by the hydrostatic pressure is detected around 2 GPa.

PdSn$_4$ and PtSn$_4$ have a lot in common in terms of physical properties; structures are same, temperature dependent specific heats are similar, magnetization and resistivity reveals huge anisotropy, and extremely large magnetoresistance (XMR) is observed in both materials. The difference between the two materials are lattice parameters, spin orbit coupling strength, carrier compensation, and presence of the Dirac arc node in the Fermi surface. By comparing and contrasting the physical properties of PtSn$_4$ and PdSn$_4$, we tried to answer why these materials have XMR. Based on our analysis, we ruled out carrier compensation and the Dirac arc node which were suggested as possible origin of XMR. Instead, we observed that the behavior of the temperature and the magnetic field dependent resistivity is captured by the basic metal physics, called Kohler’s rule.

Transport and thermal-transport properties of WTe$_2$ were studied in detail owing to the availability of high quality single crystals. Three dimensionality of the bulk electronic structure as
well as the Lifshitz transition induced by temperature were determined in WTe$_2$. In addition, the uniaxial strain study shows large non-monotonic elastoresistance and magneto-elastoresistance in WTe$_2$. From quantum oscillation analysis, DFT calculation and low energy model, we were able to conclude that the strain can be employed to control and dramatically modify electronic transport properties, especially through carrier density changes.

This dissertation contributed to an understanding of tuning bulk properties in layered materials. In particular, we established that strain is a powerful tuning tool. This therefore opens the possibility to combine strain with other experimental techniques on layered materials in the future.
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**APPENDIX A. LIST OF Te/Se CONTAINED CRYSTAL GROWTHS**

Table A.1  List of Te/Se contained crystal growths I

<table>
<thead>
<tr>
<th>Sample ID#</th>
<th>Initial composition</th>
<th>$T_{\text{high}}$ (C)</th>
<th>$T_{\text{decant}}$ (C)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>TU174</td>
<td>Bi25Te75</td>
<td>580</td>
<td>440</td>
<td>Bi2Te3</td>
</tr>
<tr>
<td>TU202</td>
<td>(Bi0.25Te0.75)95Rh5</td>
<td>580</td>
<td>440</td>
<td>Not sure Rh doping</td>
</tr>
<tr>
<td>TU216</td>
<td>Nb3Te97</td>
<td>900</td>
<td>460</td>
<td>NbTe4</td>
</tr>
<tr>
<td>TU217</td>
<td>W1Te99</td>
<td>900</td>
<td>460</td>
<td>WTe2</td>
</tr>
<tr>
<td>TU255</td>
<td>Cr5Au5Te90</td>
<td>900</td>
<td>500</td>
<td>Cr5Te8</td>
</tr>
<tr>
<td>TU263</td>
<td>W1Te99</td>
<td>1000</td>
<td>460</td>
<td>WTe2</td>
</tr>
<tr>
<td>TU264</td>
<td>W2Te98</td>
<td>1000</td>
<td>460</td>
<td>WTe2</td>
</tr>
<tr>
<td>TU269</td>
<td>Cr5Te67Au28</td>
<td>900</td>
<td>500</td>
<td>Cr5Te8 &amp; CrAuTe4</td>
</tr>
<tr>
<td>TU280</td>
<td>Fe5Au28Te67</td>
<td>900</td>
<td>500</td>
<td>FeTe2 &amp; AuTe2</td>
</tr>
<tr>
<td>TU281</td>
<td>Co5Au28Te67</td>
<td>900</td>
<td>500</td>
<td>CoTe2+AuTe2</td>
</tr>
<tr>
<td>TU282</td>
<td>Ni5Au28Te67</td>
<td>900</td>
<td>500</td>
<td>NiTe2+AuTe2</td>
</tr>
<tr>
<td>TU292</td>
<td>Zr6Te94</td>
<td>1000</td>
<td>560</td>
<td>ZrTe3</td>
</tr>
<tr>
<td>TU295</td>
<td>HfTe96</td>
<td>800</td>
<td>500</td>
<td>HfTe5</td>
</tr>
<tr>
<td>TU296</td>
<td>Cr3Au30Te67</td>
<td>900</td>
<td>500</td>
<td>Cr5Te8 &amp; CrAuTe4</td>
</tr>
<tr>
<td>TU326</td>
<td>Zr4Te96</td>
<td>1000</td>
<td>560</td>
<td>ZrTe3</td>
</tr>
<tr>
<td>TU336</td>
<td>Hf10Te90</td>
<td>1000</td>
<td>600</td>
<td></td>
</tr>
<tr>
<td>TU337</td>
<td>Sb15Te85</td>
<td>700</td>
<td>450</td>
<td>Sb2Te3</td>
</tr>
<tr>
<td>TU338</td>
<td>Sb10Te85V5</td>
<td>700</td>
<td>450</td>
<td>VTe2</td>
</tr>
<tr>
<td>TU339</td>
<td>Sb7.5Te85V5</td>
<td>700</td>
<td>450</td>
<td>VTe2</td>
</tr>
<tr>
<td>TU348</td>
<td>Zr4Te96</td>
<td>1000</td>
<td>560</td>
<td>ZrTe3</td>
</tr>
<tr>
<td>TU401</td>
<td>Cr1.5Au31.5Te67</td>
<td>900</td>
<td>500</td>
<td>Cr5Te8 &amp; CrAuTe4</td>
</tr>
<tr>
<td>TU402</td>
<td>Cr5Au40Te55</td>
<td>900</td>
<td>500</td>
<td>Cr5Te8</td>
</tr>
<tr>
<td>TU437</td>
<td>Ta1Te99</td>
<td>800</td>
<td>520</td>
<td>Total spin</td>
</tr>
<tr>
<td>TU455</td>
<td>Ta1Te99</td>
<td>800</td>
<td>470</td>
<td>Really big, TaTe4</td>
</tr>
<tr>
<td>TU459</td>
<td>Cr3Au30Te67</td>
<td>900</td>
<td>500</td>
<td>Cr5Te8</td>
</tr>
<tr>
<td>TU466</td>
<td>Ta2Te98</td>
<td>800</td>
<td>470</td>
<td>Bird nest, TaTe4</td>
</tr>
<tr>
<td>TU467</td>
<td>Ta3Te97</td>
<td>800</td>
<td>470</td>
<td>Bird nest, TaTe4</td>
</tr>
<tr>
<td>TU471</td>
<td>Ta1Te99</td>
<td>800</td>
<td>470</td>
<td>Really big TaTe4, Best</td>
</tr>
<tr>
<td>TU487</td>
<td>Cr3Au30Te67</td>
<td>900</td>
<td>750</td>
<td>Total spin</td>
</tr>
<tr>
<td>TU488</td>
<td>Cr4Co2Te94</td>
<td>900</td>
<td>500</td>
<td>Cr5Te8 &amp; CrCoTe2</td>
</tr>
<tr>
<td>TU499</td>
<td>Cr5Te78Ge17</td>
<td>900</td>
<td>500</td>
<td>CrGeTe3</td>
</tr>
<tr>
<td>TU500</td>
<td>B2Te98</td>
<td>900</td>
<td>500</td>
<td>Looks like B did not melt.</td>
</tr>
<tr>
<td>TU502</td>
<td>Cr5Te78Ge17</td>
<td>900</td>
<td>500</td>
<td>CrGeTe3</td>
</tr>
<tr>
<td>TU503</td>
<td>Cr5Te78Si17</td>
<td>900</td>
<td>500</td>
<td>CrSiTe3</td>
</tr>
<tr>
<td>TU504</td>
<td>(B0.13Cr0.87)5Te78Ge17</td>
<td>900</td>
<td>500</td>
<td>CrGeTe3, B did not go in at all.</td>
</tr>
</tbody>
</table>
Table A.2  List of Te/Se contained crystal growths II

<table>
<thead>
<tr>
<th>Sample ID#</th>
<th>Initial composition</th>
<th>(T_{\text{high}}) (C)</th>
<th>(T_{\text{decont}}) (C)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>TU512</td>
<td>Cu32Mn5Te63</td>
<td>750</td>
<td>470</td>
<td>MnTe2</td>
</tr>
<tr>
<td>TU533</td>
<td>Mn5Cu40Te55</td>
<td>950</td>
<td>550</td>
<td>Cu2Mn2Te2 and binaries, Dendrite</td>
</tr>
<tr>
<td>TU534</td>
<td>Mn5Cu45Te50</td>
<td>950</td>
<td>550</td>
<td>Cu2Mn2Te2 and binaries, Dendrite</td>
</tr>
<tr>
<td>TU627</td>
<td>Mn5Cu45Te50</td>
<td>900</td>
<td>550</td>
<td>Cu2Mn2Te2 and binaries, Dendrite</td>
</tr>
<tr>
<td>TU635</td>
<td>Cr5Au25Te70</td>
<td>900</td>
<td>500</td>
<td>Cr5Te8&amp;CrAuTe4</td>
</tr>
<tr>
<td>TU636</td>
<td>Cr5Au30Te65</td>
<td>900</td>
<td>500</td>
<td>Cr5Te8&amp;CrAuTe4</td>
</tr>
<tr>
<td>TU637</td>
<td>Mn10Cu40Te50</td>
<td>950</td>
<td>550</td>
<td>Similar to previous</td>
</tr>
<tr>
<td>TU647</td>
<td>Tb3Ag32Te65</td>
<td>1000</td>
<td>400</td>
<td>Binaries</td>
</tr>
<tr>
<td>TU648</td>
<td>Tb6Ag31Te63</td>
<td>1000</td>
<td>400</td>
<td>Binaries</td>
</tr>
<tr>
<td>TU649</td>
<td>Cr3Ag32Te65</td>
<td>1000</td>
<td>400</td>
<td>Binaries</td>
</tr>
<tr>
<td>TU650</td>
<td>Cr6Ag31Te63</td>
<td>1000</td>
<td>400</td>
<td>Binaries</td>
</tr>
<tr>
<td>TU653</td>
<td>Cr3Eu2Te95</td>
<td>800</td>
<td>500</td>
<td>Cr5Te8</td>
</tr>
<tr>
<td>TU654</td>
<td>Cr5Au20Te75</td>
<td>900</td>
<td>500</td>
<td>Cr5Te8&amp;CrAuTe4</td>
</tr>
<tr>
<td>TU655</td>
<td>Cr5Au15Te80</td>
<td>900</td>
<td>500</td>
<td>Cr5Te8</td>
</tr>
<tr>
<td>TU665</td>
<td>Ag55Te42</td>
<td>900</td>
<td>500</td>
<td>Alpha Ag2Te and Ag5Te3 dendrites</td>
</tr>
<tr>
<td>TU666</td>
<td>Ag57Te43</td>
<td>900</td>
<td>500</td>
<td>Alpha Ag2Te and Ag5Te3 dendrites</td>
</tr>
<tr>
<td>TU667</td>
<td>Tb7Ag37Te56</td>
<td>1000</td>
<td>475</td>
<td>Binaries</td>
</tr>
<tr>
<td>TU668</td>
<td>Tb7Ag42Te51</td>
<td>1000</td>
<td>475</td>
<td>Binaries</td>
</tr>
<tr>
<td>TU669</td>
<td>Eu10Cr5Te85</td>
<td>800</td>
<td>500</td>
<td>Cr5Te8</td>
</tr>
<tr>
<td>TU674</td>
<td>Cr2Au30Te68</td>
<td>900</td>
<td>500</td>
<td>Cr5Te8&amp;CrAuTe4, Best batch for CrAuTe4</td>
</tr>
<tr>
<td>TU675</td>
<td>Cr2Au28Te70</td>
<td>900</td>
<td>500</td>
<td>Cr5Te8&amp;CrAuTe4</td>
</tr>
<tr>
<td>TU689</td>
<td>Tb23Ag80Te7</td>
<td>900</td>
<td>500</td>
<td>no spin</td>
</tr>
<tr>
<td>TU701</td>
<td>Tb13Ag80Te7</td>
<td>1000</td>
<td>825</td>
<td>got binaries</td>
</tr>
<tr>
<td>TU753</td>
<td>Cr10As30Te60</td>
<td>900</td>
<td>450</td>
<td>A nice yield of flat crystals</td>
</tr>
<tr>
<td>TU757</td>
<td>Cr3Ag32Te63</td>
<td>900</td>
<td>600</td>
<td>grew a binary</td>
</tr>
<tr>
<td>TU851</td>
<td>Ta2PtTe97</td>
<td>1000</td>
<td>500</td>
<td>nice rod-like samples</td>
</tr>
<tr>
<td>TU852</td>
<td>Ta4Pd2Te94</td>
<td>1000</td>
<td>500</td>
<td>TaTe4</td>
</tr>
<tr>
<td>TU864</td>
<td>Pd2Ta2Te96</td>
<td>1000</td>
<td>550</td>
<td>TaTe4</td>
</tr>
<tr>
<td>TU865</td>
<td>Pd4Ta2Te94</td>
<td>1000</td>
<td>550</td>
<td>no spin</td>
</tr>
<tr>
<td>TU867</td>
<td>(Y5Fe2Te2)3Sn97</td>
<td>1000</td>
<td>800</td>
<td>Binaries</td>
</tr>
<tr>
<td>ML171b</td>
<td>Pt4Te96</td>
<td>900</td>
<td>500</td>
<td>PtTe2</td>
</tr>
<tr>
<td>ML172b</td>
<td>Pt10Te90</td>
<td>900</td>
<td>500</td>
<td>PdTe2</td>
</tr>
<tr>
<td>ML213a</td>
<td>Nb3Ni3Te94</td>
<td>1000</td>
<td>600</td>
<td>NbTe4+NbNiTe5</td>
</tr>
<tr>
<td>ML214a</td>
<td>Nb6Ni6Te88</td>
<td>1000</td>
<td>600</td>
<td>NbTe4+NbNiTe5</td>
</tr>
<tr>
<td>ML247</td>
<td>Nb6Ni6Te88</td>
<td>1000</td>
<td>800</td>
<td>Total spin</td>
</tr>
<tr>
<td>ML248</td>
<td>Nb10Ni10Te80</td>
<td>1000</td>
<td>800</td>
<td>NbTe2</td>
</tr>
<tr>
<td>ML257</td>
<td>TaPtTe98</td>
<td>1000</td>
<td>600</td>
<td>PtTe2</td>
</tr>
<tr>
<td>ML261</td>
<td>Zr2Ti2Te96</td>
<td>1000</td>
<td>600</td>
<td>ZrTe3</td>
</tr>
<tr>
<td>ML262</td>
<td>IrNiTe98</td>
<td>1000</td>
<td>600</td>
<td>Ir3Te8</td>
</tr>
<tr>
<td>ML264</td>
<td>Nb6Ni6Te88</td>
<td>1000</td>
<td>700</td>
<td>Total spin</td>
</tr>
<tr>
<td>ML265</td>
<td>Ni34Te66</td>
<td>1100</td>
<td>30</td>
<td>Eutectic check</td>
</tr>
<tr>
<td>ML266</td>
<td>Nb6Ni6Te88</td>
<td>1000</td>
<td>650</td>
<td>NbNiTe5&amp;binaries</td>
</tr>
<tr>
<td>ML267</td>
<td>Ta2PtTe97</td>
<td>1000</td>
<td>600</td>
<td>PtTe2</td>
</tr>
<tr>
<td>ML276</td>
<td>Zr2Ti4Te94</td>
<td>1000</td>
<td>600</td>
<td>ZrTe3</td>
</tr>
<tr>
<td>ML277</td>
<td>Zr2Ti8Te90</td>
<td>1000</td>
<td>600</td>
<td>ZrTe3&amp;TiTe2</td>
</tr>
<tr>
<td>ML278</td>
<td>Ni66Te34</td>
<td>1100</td>
<td>30</td>
<td>Eutectic check</td>
</tr>
<tr>
<td>ML279</td>
<td>Ir3Nb2Te97</td>
<td>1000</td>
<td>600</td>
<td>NbTe4&amp;Ir3Te8</td>
</tr>
<tr>
<td>ML280</td>
<td>Ir3Nb4Te95</td>
<td>1000</td>
<td>600</td>
<td>NbTe4</td>
</tr>
<tr>
<td>ML284</td>
<td>Nb3Ni14Te50</td>
<td>1100</td>
<td>875</td>
<td>NbNiTe2</td>
</tr>
<tr>
<td>ML285</td>
<td>Nb6Ni44Te50</td>
<td>1100</td>
<td>875</td>
<td>NbNiTe2</td>
</tr>
<tr>
<td>Sample ID#</td>
<td>Initial composition</td>
<td>$T_{\text{high}}$ (°C)</td>
<td>$T_{\text{decan}}$ (°C)</td>
<td>Comments</td>
</tr>
<tr>
<td>------------</td>
<td>-----------------------</td>
<td>-------------------------</td>
<td>-------------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>ML289</td>
<td>Bi25Te75</td>
<td>580</td>
<td>440</td>
<td>Bi2Te3</td>
</tr>
<tr>
<td>ML295</td>
<td>Nb3Ni60Te37</td>
<td>1100</td>
<td>1005</td>
<td>NbN3</td>
</tr>
<tr>
<td>ML296</td>
<td>Nb6Ni56Te38</td>
<td>1100</td>
<td>1005</td>
<td>NbN3</td>
</tr>
<tr>
<td>ML301</td>
<td>Nb3Ni30Te67</td>
<td>1100</td>
<td>800</td>
<td>Nb2Te4</td>
</tr>
<tr>
<td>ML352</td>
<td>Ir2Nb2Te8In88</td>
<td>1000</td>
<td>500</td>
<td>Binaries</td>
</tr>
<tr>
<td>ML353</td>
<td>(IrNbTe4)2In98</td>
<td>1000</td>
<td>500</td>
<td>Binaries</td>
</tr>
<tr>
<td>ML377</td>
<td>Ta4Pd6Te90</td>
<td>1000</td>
<td>500</td>
<td>Ta3Pd3Te14&amp;Ta4Pd3Te16</td>
</tr>
<tr>
<td>ML378</td>
<td>Ta8Pd12Te80</td>
<td>1000</td>
<td>500</td>
<td>Ta3Pd3Te14&amp;Ta4Pd3Te16</td>
</tr>
<tr>
<td>ML379</td>
<td>Ta10Pd15Te75</td>
<td>1000</td>
<td>500</td>
<td>PdTe2</td>
</tr>
<tr>
<td>ML383</td>
<td>Ta15Pd10Te75</td>
<td>1000</td>
<td>600</td>
<td>Ta4Pd3Te16&amp;PdTe2</td>
</tr>
<tr>
<td>ML384</td>
<td>Ta15Pd10Te75</td>
<td>1000</td>
<td>600</td>
<td>Ta4Pd3Te16&amp;PdTe2</td>
</tr>
<tr>
<td>ML391</td>
<td>Ta10Pd15Te75</td>
<td>1000</td>
<td>700</td>
<td>Ta4Pd3Te16&amp;PdTe2</td>
</tr>
<tr>
<td>ML392</td>
<td>Ta15Pd10Te75</td>
<td>1000</td>
<td>700</td>
<td>Ta4Pd3Te16&amp;PdTe2</td>
</tr>
<tr>
<td>ML415</td>
<td>Ta10Pd15Te75</td>
<td>1000</td>
<td>600</td>
<td>Ta4Pd3Te16&amp;PdTe2</td>
</tr>
<tr>
<td>ML416</td>
<td>Ta15Pd10Te75</td>
<td>1000</td>
<td>700</td>
<td>Ta4Pd3Te16&amp;PdTe2</td>
</tr>
<tr>
<td>ML431</td>
<td>Ti5(Au46Te54)95</td>
<td>1000</td>
<td>500</td>
<td>TiTe2</td>
</tr>
<tr>
<td>ML432</td>
<td>Ti5(Au13Te87)95</td>
<td>1000</td>
<td>500</td>
<td>Binaries</td>
</tr>
<tr>
<td>ML446</td>
<td>Ti3Au3Te94</td>
<td>1000</td>
<td>500</td>
<td>TiAu arcsmelt</td>
</tr>
<tr>
<td>ML458</td>
<td>Te50Ge5Ni45</td>
<td>1100</td>
<td>870</td>
<td>reseal</td>
</tr>
<tr>
<td>ML459</td>
<td>Te48Ge5Ni47</td>
<td>1100</td>
<td>870</td>
<td>reseal</td>
</tr>
<tr>
<td>ML460</td>
<td>Ti10Au30Te54</td>
<td>1000</td>
<td>500</td>
<td>TiTe2&amp;binaries</td>
</tr>
<tr>
<td>ML510a</td>
<td>Ta10Pd15Te75</td>
<td>1000</td>
<td>700</td>
<td>Ta4Pd3Te16&amp;PdTe2</td>
</tr>
<tr>
<td>ML511a</td>
<td>Ta10Pd15Te75</td>
<td>1000</td>
<td>700</td>
<td>Ta4Pd3Te16&amp;PdTe2</td>
</tr>
<tr>
<td>ML512</td>
<td>Ta10Pd15Te75</td>
<td>1000</td>
<td>700</td>
<td>Ta4Pd3Te16&amp;PdTe2</td>
</tr>
<tr>
<td>ML522</td>
<td>Ta10Pd15Te75</td>
<td>1000</td>
<td>750</td>
<td>Ta4Pd3Te16&amp;PdTe2</td>
</tr>
<tr>
<td>ML573</td>
<td>W2Te98</td>
<td>1000</td>
<td>460</td>
<td>WTe2</td>
</tr>
<tr>
<td>ML574</td>
<td>W2Te98</td>
<td>1000</td>
<td>460</td>
<td>WTe2</td>
</tr>
<tr>
<td>ML576</td>
<td>W2Te98</td>
<td>1000</td>
<td>460</td>
<td>WTe2</td>
</tr>
<tr>
<td>ML625</td>
<td>W2Te98</td>
<td>1000</td>
<td>460</td>
<td>WTe2</td>
</tr>
<tr>
<td>ML684</td>
<td>Yb5(Ag34Te66)95</td>
<td>1000</td>
<td>425</td>
<td>TbTe&amp;binaries</td>
</tr>
<tr>
<td>ML695</td>
<td>Yb3(Ag34Te66)97</td>
<td>1000</td>
<td>600</td>
<td>TbTe&amp;binaries</td>
</tr>
<tr>
<td>ML712</td>
<td>Pd10Te90</td>
<td>900</td>
<td>500</td>
<td>PdTe2</td>
</tr>
<tr>
<td>ML713</td>
<td>Pt4Te96</td>
<td>900</td>
<td>500</td>
<td>PtTe2</td>
</tr>
<tr>
<td>ML728</td>
<td>Gd5(Sb70Te30)95</td>
<td>1100</td>
<td>600</td>
<td>Binaries</td>
</tr>
<tr>
<td>ML737</td>
<td>Gd5(Sb70Te30)95</td>
<td>1100</td>
<td>650</td>
<td>Binaries</td>
</tr>
<tr>
<td>ML751</td>
<td>Pd10Te90</td>
<td>900</td>
<td>500</td>
<td>PdTe2</td>
</tr>
<tr>
<td>ML752</td>
<td>Pd10Te90</td>
<td>900</td>
<td>500</td>
<td>PdTe2</td>
</tr>
<tr>
<td>ML759</td>
<td>Gd5Sb90Te15</td>
<td>1100</td>
<td>650</td>
<td>Binaries</td>
</tr>
<tr>
<td>ML767</td>
<td>Cr5Te78Ge17</td>
<td>900</td>
<td>500</td>
<td>CrGeTe3</td>
</tr>
<tr>
<td>ML768</td>
<td>Cr5Te78Si17</td>
<td>900</td>
<td>500</td>
<td>CrSiTe3</td>
</tr>
<tr>
<td>ML773</td>
<td>Sn35Te65</td>
<td>750</td>
<td>450</td>
<td>SnTe</td>
</tr>
<tr>
<td>ML811</td>
<td>Gd5Ag31Te64</td>
<td>900</td>
<td>500</td>
<td>Binaries</td>
</tr>
<tr>
<td>ML816</td>
<td>Gd2Ag32Te66</td>
<td>850</td>
<td>450</td>
<td>Binaries</td>
</tr>
<tr>
<td>ML880</td>
<td>TaPtTe98</td>
<td>1000</td>
<td>600</td>
<td>PtTe2</td>
</tr>
<tr>
<td>ML881</td>
<td>TaPtTe98</td>
<td>1000</td>
<td>600</td>
<td>Total spin</td>
</tr>
<tr>
<td>ML882</td>
<td>TaPtTe98</td>
<td>1000</td>
<td>600</td>
<td>Total spin</td>
</tr>
<tr>
<td>ML883</td>
<td>Ta2Ni2Te96</td>
<td>1000</td>
<td>500</td>
<td>Total spin</td>
</tr>
<tr>
<td>ML884</td>
<td>(Ta3Pt)Te99</td>
<td>1000</td>
<td>600</td>
<td>Total spin</td>
</tr>
<tr>
<td>ML888</td>
<td>TaNiTe98</td>
<td>1000</td>
<td>500</td>
<td>Total spin</td>
</tr>
<tr>
<td>ML889</td>
<td>Ta2Ni2Te96</td>
<td>1000</td>
<td>500</td>
<td>Binaries</td>
</tr>
<tr>
<td>ML890</td>
<td>(Ta3Pt)Te99</td>
<td>1000</td>
<td>500</td>
<td>Binaries</td>
</tr>
</tbody>
</table>
Table A.4  List of Te/Se contained crystal growths IV

<table>
<thead>
<tr>
<th>Sample ID#</th>
<th>Initial composition</th>
<th>$T_{high}$ (C)</th>
<th>$T_{decant}$ (C)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML907</td>
<td>Mo10Te90</td>
<td>1000</td>
<td></td>
<td>MoTe2 many phases</td>
</tr>
<tr>
<td>ML910</td>
<td>Cr5Te78Ge17</td>
<td>900</td>
<td>500</td>
<td>CrGeTe3</td>
</tr>
<tr>
<td>ML911</td>
<td>Cr5Te78Ge17</td>
<td>900</td>
<td>500</td>
<td>CrGeTe3</td>
</tr>
<tr>
<td>ML912</td>
<td>Cr5Te78Si17</td>
<td>900</td>
<td>500</td>
<td>CrSiTe3</td>
</tr>
<tr>
<td>ML913</td>
<td>Cr5Te78Si17</td>
<td>900</td>
<td>500</td>
<td>CrSiTe3</td>
</tr>
<tr>
<td>DR040</td>
<td>W2Te98</td>
<td>1000</td>
<td>460</td>
<td>WTe2</td>
</tr>
<tr>
<td>DR041</td>
<td>W2Te98</td>
<td>1000</td>
<td>460</td>
<td>WTe2</td>
</tr>
<tr>
<td>ML369</td>
<td>Bi45Se55</td>
<td>725</td>
<td>620</td>
<td>Bi2Se3</td>
</tr>
<tr>
<td>ML380</td>
<td>Sr4Bi45Se55</td>
<td>725</td>
<td>620</td>
<td>Goo</td>
</tr>
<tr>
<td>ML381</td>
<td>Sr4Bi40Se60</td>
<td>725</td>
<td>620</td>
<td>No SC transition</td>
</tr>
<tr>
<td>ML398</td>
<td>Sr4Bi90Se60</td>
<td>850</td>
<td>650</td>
<td>Sr0.1Bi2Se3k-BiSe6SrBi2Se4</td>
</tr>
<tr>
<td>ML441</td>
<td>Sr2Bi40Se60</td>
<td>850</td>
<td>650</td>
<td>ice quench</td>
</tr>
<tr>
<td>ML447</td>
<td>Bi408Se60</td>
<td>850</td>
<td>650</td>
<td>ice quench</td>
</tr>
<tr>
<td>ML561</td>
<td>V7Se93</td>
<td>500</td>
<td>230</td>
<td>Lots of Se on the wall, Goo</td>
</tr>
<tr>
<td>ML575</td>
<td>V7Se93</td>
<td>500</td>
<td>230</td>
<td>redo of ML561</td>
</tr>
<tr>
<td>ML578</td>
<td>V7Se93</td>
<td>500</td>
<td>230</td>
<td>Goo</td>
</tr>
<tr>
<td>ML599</td>
<td>V3Se97</td>
<td>600</td>
<td>230</td>
<td>Goo</td>
</tr>
<tr>
<td>ML600</td>
<td>V5Se95</td>
<td>600</td>
<td>230</td>
<td>Goo</td>
</tr>
<tr>
<td>ML631</td>
<td>Ti6.5Se99.5</td>
<td>650</td>
<td>270</td>
<td>Crucibles coated in Se</td>
</tr>
<tr>
<td>ML632</td>
<td>TiSe99</td>
<td>650</td>
<td>270</td>
<td>Goo</td>
</tr>
<tr>
<td>ML638</td>
<td>Se96Pt4</td>
<td>600</td>
<td>255</td>
<td>Total spin</td>
</tr>
<tr>
<td>ML642</td>
<td>Pt6Se94</td>
<td>600</td>
<td>255</td>
<td>Missed spin.</td>
</tr>
<tr>
<td>ML646</td>
<td>Pt6Se94</td>
<td>600</td>
<td>255</td>
<td>PtSe2</td>
</tr>
<tr>
<td>ML722</td>
<td>V7Se93</td>
<td>500</td>
<td>230</td>
<td>Goo</td>
</tr>
<tr>
<td>ML879</td>
<td>(Ta2Ni)Se99</td>
<td>600</td>
<td>400</td>
<td>Lost a lot as vapor</td>
</tr>
<tr>
<td>DR056</td>
<td>Pb14Cr29Se57</td>
<td>850</td>
<td>20</td>
<td>plate:PbSe, hairy globs:PbCr2Se4</td>
</tr>
</tbody>
</table>
APPENDIX B. SALT GROWTH

EuCd$_2$As$_2$ has hexagonal structure (space group 164) with the lattice parameter of $a = 4.4499 \text{Å}$ and $c = 7.350 \text{Å}$. A previous magnetization and Mössbauer study shows antiferromagnetic (AFM) transition at $T_N = 9.5 \text{K}$.\cite{145} Another study on transport properties claimed Kondo-like behavior at low temperature but slightly above the $T_N$.\cite{146} Recently, EuCd$_2$As$_2$ was identified as a possible AFM Dirac semimetal with a single Dirac cone crossing the Fermi level.\cite{147} However, another study shows gap opening of Dirac cone at AFM state based on the magnetic structure that they obtained from resonant elastic x-ray scattering experiments.\cite{148} Our DFT calculation of EuCd$_2$As$_2$ in either a ferromagnetic state or a polarized spin state revealed a pair of Weyl points.\cite{149} In order to experimentally confirm the magnetic Weyl semimetal, we tried to grow the single crystals of EuCd$_2$As$_2$.

Ref.\cite{145} reported a successful growth of EuCd$_2$As$_2$ with the salt (NaCl/KCl); Ref.\cite{146, 148} also followed this method. Given that Cd and As have high vapor pressures, there is a very limited phase space to grow EuCd$_2$As$_2$ with self-flux method. Therefore, we decided to reproduce the previous salt growth. However, the growth procedure outline in Ref.\cite{145} does not provide adequate detail. Given the difficultied and risks associated with both salt and As/Cd-based growths, we decided to test the compatibility of the salt flux and silica tubing first, without any Eu, Cd or As in the ampoule prior.

We put the salt itself into a fused silica ampoule, heated up to 847°C (the highest temperature that the paper used to grow EuCd$_2$As$_2$\cite{145}) and cooled down to room temperature in a furnace. As shown in Fig. B.1 (a), the silica ampoule was cracked while cooling down due to different thermal expansion between the salt and fused silica tube. In order to prevent any leakage through the cracks, double sealed fused silica ampoules were used (see Fig. B.1 (b)).
To be more specific, all the elements including NaCl (Alfa Aesar, ultra dry, 99.99 %) and KCl (Alfa Aesar, Ultra dry, 99.95 %) were weighted and put it into fused silica tube in a glove box with Ar atmosphere. We minimized the air exposure by using a Swagelok ball valve when we move the ampoule from the glove box to glass sealing bench. After sealing the first fused silica tube, we put it into the second fused silica tube, which has slightly larger diameter, with silica wool supporting it on both ends. The ampoule was then heated up to 847°C, and subsequently slowly cooled to room temperature over 163 hours, which is same temperature profile as the ref.[145]. The outer fused silica tube was fine although the inner fused silica tube was cracked. The results were small sized single crystals of EuCd$_2$As$_2$ and large sized single crystals of CdAs$_2$.

For the second attempts, we put a seed crystal on the bottom of the fused silica tube and took the ampoule out at 630°C in order to avoid the binary phase. Single crystals of EuCd$_2$As$_2$ with hexagonal plates shape are yielded without binary as shown in Fig. B.1 (d). Interestingly, there is not a big difference in the bottom of the tube which means the seed crystal was not helpful. On
the other hand, there were \( \sim 0.5 \text{ mm} \) size crystals on the wall of the tube. This may indicate that vapor transport can be a good way to grow the single crystals of EuCd\(_2\)As\(_2\).
APPENDIX C. SUMMARY OF OTHER PUBLICATIONS

During my PhD, I was also involved in the following projects which were not covered in my dissertation.

C.1 Growth and characterization of BaZnGa

This work was published in Ref. [150]. Here, I suggested the project and was involved all the experimental work.

We report the growth, structure and characterization of BaZnGa, identifying it as the sole known ternary compound in the Ba-Zn-Ga system. Single crystals of BaZnGa can be grown out of excess BaZn and adopt a tI36 structure type. There are three unique Ba sites and three M = Zn/Ga sites. Using DFT calculations we argued that whereas one of these three M sites is probably solely occupied by Ga, the other two M sites, most likely, have mixed Zn/Ga occupancy. Temperature-dependent resistivity and magnetization measurements suggest that BaZnGa is a poor metal with no structural, electronic or magnetic phase transitions between 1.8 and 300 K.

C.2 Pressure induced change in the electronic state of Ta$_4$Pd$_3$Te$_{16}$

This work was published in Ref. [151]. Here, I grew the single crystals of Ta$_4$Pd$_3$Te$_{16}$, conducted XRD measurement and analysis, and was involved in the pressure experiments and data analysis.

We present measurements of superconducting transition temperature, resistivity, magnetoresistivity, and temperature dependence of the upper critical field of Ta$_4$Pd$_3$Te$_{16}$ under pressures up to 16.4 kbar. All measured properties have an anomaly at $\sim$ 2-4 kbar pressure range; in particular there is a maximum in $T_c$ and upper critical field, $H_{c2}(0)$, and minimum in low temperature, normal state resistivity. Qualitatively, the data can be explained considering the density of state at the Fermi level as a dominant parameter.
C.3 Use of frit-disc crucibles for routine and exploratory solution growth of single crystalline samples

This work was published in Ref. [34]. Here, I conducted PrZn_{11} and Pr_{2}Zn_{17} experiments.

Solution growth of single crystals from high temperature solutions often involves the separation of residual solution from the grown crystals. For many growths of intermetallic compounds, this separation has, historically, been achieved with the use of plugs of silica wool acting as filters during a decanting process. Whereas this is generally efficient in a mechanical sense, it leads to a significant contamination of the decanted liquid with silica fibres. In this paper, we present a simple design for frit-disc alumina crucible sets. Their use to growth single crystals from high temperature solutions is both simple and affordable. An alumina frit-disc allows for the clean separation of the residual liquid from the solid phase. This allows for the reuse of the decanted liquid, either for further growth of the same phase, or for subsequent growth of other, related phases. In this paper, we provide examples of the growth of isotopically substituted TbCd_{6} and icosahedral i-RCd quasicrystals, as well as the separation of (i) the closely related Bi_{2}Rh_{3}S_{2} and Bi_{2}Rh_{3.5}S_{2} phases and (ii) PrZn_{11} and Pr_{2}Zn_{17}.

C.4 Anisotropic thermodynamic and transport properties of single-crystalline CaKFe_{4}As_{4}

This work was published in Ref. [152]. Here, I performed TEP and Hall measurements.

Single-crystalline, CaKFe_{4}As_{4} was grown out of a high-temperature, quaternary melt. Temperature-dependent measurements of x-ray diffraction, anisotropic electrical resistivity, elastoresistivity, thermoelectric power, Hall effect, magnetization, and specific heat, combined with field-dependent measurements of electrical resistivity and field and pressure-dependent measurements of magnetization indicated that CaKFe_{4}As_{4} was an ordered, stoichiometric, Fe-based superconductor with a superconducting critical temperature, $T_{c} = 35.0 \pm 0.2$ K. Other than superconductivity, there was no indication of any other phase transition for $1.8 \, K \leq T \leq 300 \, K$. All of these thermodynamic and transport data revealed striking similarities to those found for optimally doped or slightly
overdoped \((\text{Ba}_{1-x}\text{K}_x)\text{Fe}_2\text{As}_2\), suggesting that stoichiometric \(\text{CaKFe}_4\text{As}_4\) was intrinsically close to what is referred to as optimal-doping on a generalized, Fe-based superconductor, phase diagram. The anisotropic superconducting upper critical field, \(H_{c2}(T)\), of \(\text{CaKFe}_4\text{As}_4\) was determined up to 630 kOe. The anisotropy parameter \(\gamma(T) = H_{c2}^{\perp}/H_{c2}^{\parallel}\), for \(H\) applied perpendicular and parallel to the \(c\) axis, decreases from \(\sim 2.5\) at \(T_c\) to \(\sim 1.5\) at 25 K, which can be explained by interplay of paramagnetic pair breaking and orbital effects. The slopes of \(dH_{c2}^{\parallel}/dT \sim 44\text{kOe/K}\) and \(dH_{c2}^{\perp}/dT \sim 109\text{kOe/K}\) at \(T_c\) yield an electron mass anisotropy of \(m_\perp/m_\parallel \sim 1/6\) and short Ginzburg-Landau coherence lengths \(\xi_\parallel(0) \sim 5.8\text{AA}\) and \(\xi_\perp(0) \sim 14.3\text{AA}\). The value of \(H_{c2}^{\perp}(0)\) can be extrapolated to 920 kOe, well above the BCS paramagnetic limit.

C.5 \(^{125}\text{Te}\) NMR and Seebeck effect in \(\text{Bi}_2\text{Te}_3\) synthesized from stoichiometric and Te-rich melts

This work was published in Ref. [153]. Here, I grew the single crystals of \(\text{Bi}_2\text{Te}_3\).

\(\text{Bi}_2\text{Te}_3\) is a well-known thermoelectric material and, as a new form of quantum matter, a topological insulator. Variation of local chemical composition in \(\text{Bi}_2\text{Te}_3\) results in formation of several types of atomic defects, including Bi and Te vacancies and Bi and Te antisite defects; these defects can strongly affect material functionality via generation of free electrons and/or holes. Nonuniform distribution of atomic defects produces electronic inhomogeneity, which can be detected by \(^{125}\text{Te}\) nuclear magnetic resonance (NMR). Here we reported on \(^{125}\text{Te}\) NMR and Seebeck effect measurements for two single crystalline samples: (#1) grown from stoichiometric composition by Bridgman technique and (#2) grown out of Te-rich, high temperature flux. The Seebeck coefficients of these samples showed p- and n-type conductivity, respectively, arising from different atomic defects. \(^{125}\text{Te}\) NMR spectra and spin-lattice relaxation measurements demonstrate that both \(\text{Bi}_2\text{Te}_3\) samples were electronically inhomogeneous at the atomic scale, which can be attributed to a different Te environment due to spatial variation of the Bi/Te ratio and formation of atomic defects. Correlations between \(^{125}\text{Te}\) NMR spectra, spin-lattice relaxation times, the Seebeck coefficients, carrier concen-
trations, and atomic defects were discussed. Our data demonstrated that $^{125}$Te NMR is an effective probe to study antisite defects in Bi$_2$Te$_3$.

C.6 On magnetic structure of CuFe$_2$Ge$_2$: constrains from the $^{57}$Fe Mössbauer spectroscopy

This work was published in Ref. [154]. Here, I was involved in crystal growth, performed XRD measurement and analysis.

$^{57}$Fe Mössbauer spectroscopy measurements were performed on a powdered CuFe$_2$Ge$_2$ sample that ordered antiferromagnetically at $\sim 175$ K. Whereas a paramagnetic doublet was observed above the Néel temperature, a superposition of paramagnetic doublet and magnetic sextet (in approximately 0.5 : 0.5 ratio) was observed in the magnetically ordered state, suggesting a magnetic structure similar to a double-$Q$ spin density wave with half of the Fe paramagnetic and another half bearing static moment of $\sim 0.5 - 1 \mu_B$. These results called for a re-evaluation of the recent neutron scattering data [155] and band structure calculations, [156] as well as for a deeper examination of the details of sample preparation techniques.

C.7 Reduction of the ordered magnetic moment and its relationship to Kondo coherence in Ce$_{1-x}$La$_x$Cu$_2$Ge$_2$

This work was published in Ref. [157]. Here, I was involved in crystal growth.

The microscopic details of the suppression of antiferromagnetic order in the Kondo-lattice series Ce$_{1-x}$La$_x$Cu$_2$Ge$_2$ due to nonmagnetic dilution by La were revealed through neutron diffraction results for $x = 0.20$, 0.40, 0.75, and 0.85. Magnetic Bragg peaks were found for $0.20 \leq x \leq 0.75$, and both the Néel temperature $T_N$ and the ordered magnetic moment per Ce, $\mu$, linearly decrease with increasing $x$. The reduction in $\mu$ pointed to strong hybridization of the increasingly diluted Ce 4$f$ electrons, and we found a remarkable quadratic dependence of $\mu$ on the Kondo-coherence temperature. We discussed our results in terms of local-moment- versus itinerant-type magnetism
and mean-field theory and showed that Ce$_{1-x}$La$_x$Cu$_2$Ge$_2$ provides an exceptional opportunity to quantitatively study the multiple magnetic interactions in a Kondo lattice.

**C.8 Single crystal growth and magnetic properties of the mixed valent Yb containing Zintl phase, Yb$_{14}$MgSb$_{11}$**

This work was published in Ref. [158]. Here, I was involved in crystal growth, physical property measurements and analysis.

Large crystals of Yb$_{14}$MgSb$_{11}$ were grown through a Sn flux method. [159] Magnetic susceptibility measurements yielded an effective magnetic moment of 3.4(1) $\mu_B$, revealing the presence of both divalent and trivalent Yb in Yb$_{14}$MgSb$_{11}$. Previously assumed to only contain Yb$^{2+}$ as in Yb$_{14}$MgSb$_{11}$, the mixed valency demonstrates that Yb$_{14}$MgSb$_{11}$ is a Zintl phase.

**C.9 Nodeless superconductivity in the type-II Dirac semimetal PdTe$_2$: London penetration depth and pairing-symmetry analysis**

This work was published in Ref. [160]. Here, I grew the single crystals of PdTe$_2$, and conducted XRD measurement and analysis.

The superconducting gap structure was probed in type-II Dirac semimetal, PdTe$_2$, by measuring the London penetration depth using the tunnel diode resonator technique. At low temperatures, the data for two samples were well described by a weak-coupling exponential fit yielding $\lambda(T = 0) = 230$ nm as the only fit parameter at a fixed $\Delta(0)/T_c \approx 1.76$, and the calculated superfluid density was consistent with a fully gapped superconducting state characterized by a single gap scale. Electrical resistivity measurements for in-plane and inter-plane current directions found a very low, and nearly temperature-independent, normal-state anisotropy. The temperature dependence of resistivity was typical for conventional phonon scattering in metals. We compare these experimental results with expectations from a detailed theoretical symmetry analysis and reduce the number of possible superconducting pairing states in PdTe$_2$ to only three nodeless candidates: a regular, topologically trivial s-wave pairing, and two distinct odd-parity triplet states that both can be
topologically nontrivial depending on the microscopic interactions driving the superconducting instability.
APPENDIX D. POEMS

Amerian limerick:

There once was a student so kind
She was a most glorious find
The sample she studied were planes
with great stresses and strains
and analysis all done in her mind

Korean sijo:

There once was a student called trouble maker,
who was fascinated by materials with layers.
Her search for a fragile magnet failed,
and her study to find the origin of XMR did not prevail.
BUT! The strain study on WTe$_2$ was fruitful.
Her ARPES study on layered materials will be crucial.